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Dual-electrode pitch discrimination
with sequential interleaved stimulation

by cochlear implant users

Bom Jun Kwon and Chris van den Honert
Cochlear Americas, 400 Inverness Parkway, Suite 400, Englewood, Colorado 80112

bjkwon@gmail.com

Abstract: Cochlear implant users may perceive intermediate place-pitches
between those elicited by the individual electrodes when two electrodes are
stimulated simultaneously or sequentially. This study examined pitch dis-
crimination between adjacent electrodes using sequential dual-electrode
stimulation in terms of the sensitivity index, d�, which was obtained by add-
ing d�s from intermediate dual-electrode stimuli. Loudness was balanced for
each tested pair and the intensities were roved. Twelve ears with the
Nucleus® 24 or Freedom implants demonstrated a wide range of d�, from 0.7
to 9.6. “Virtual channels” can be implemented through nonsimultaneous
stimulation, with comparable pitch discrimination to that observed with si-
multaneous stimulation.
© 2006 Acoustical Society of America
PACS numbers: 43.66.Ts, 43.66.Hg, 43.66.Fe �QF�
Date Received: March 15, 2006 Date Accepted: June 13, 2006

1. Introduction

Cochlear implants �CIs� provide a hearing sensation for individuals with a severe or profound
degree of hearing loss. In an attempt to increase place-pitch resolution beyond the discrete set of
pitches associated with the physical electrodes, researchers have proposed simultaneous activa-
tion of multiple electrodes �Townshend et al., 1987�, so as to create a current field by superpo-
sition of the two fields of the individual electrodes. Wilson et al. �1993� coined the term “virtual
channels” to describe use of the resulting intermediate pitch percepts to provide increased spa-
tial resolution. Subsequently, McDermott and McKay �1994� demonstrated that intermediate
pitches could also be perceived when two electrodes were stimulated sequentially with a short
temporal gap between the pulses �less than 1 ms�. All five subjects in that study were able to
discriminate pitch of a dual-electrode stimulus from those of single-electrode stimuli in tono-
topic order on at least one pair of electrodes. However, detailed data of pitch discrimination
�e.g., how many pitches the subject could distinguish� from multiple subjects were unavailable,
as the study provided the data of only one subject showing discrimination of six pitches between
electrodes. Recently, Donaldson et al. �2005� measured dual-electrode place-pitch discrimina-
tion thresholds with six subjects with the Clarion CII device, where the electrode spacing was
approximately 1 mm. They estimated two to nine discriminable pitches between adjacent elec-
trodes by extrapolating the measured thresholds. The study confirmed that a substantially
greater number of informational channels than the number of physical electrodes could be
implemented in a CI system. It also implies that the number of usable virtual channels is, in fact,
determined by CI user’s ability rather than the capacity of the system, as a large degree of
variability in individual performance has been observed in the studies mentioned earlier.

In sequential stimulation, the percept of intermediate pitch may be based on interac-
tion of neural signals at the brainstem or higher, as there is no vector summation of current
fields. A peripheral mechanism may also be involved. For instance, with a sufficiently short gap
��1 ms�, some neurons located between the electrodes would be in a refractory state, while
others may be sensitized by the first pulse, and more susceptible to stimulation by a subsequent
pulse on an adjacent electrode. Perhaps the proportion of fibers in a refractory state at each
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location would vary with regard to the current proportion on electrodes and somewhat influence
the pitch sensation. At any rate, it was not clear whether sequential stimulation is as effective in
delivering intermediate pitches as simultaneous stimulation. Thus, in the present study, it was of
primary interest to measure pitch discrimination in detail with sequential dual-electrode stimu-
lation and to compare it with published results using simultaneous stimulation.

With the same ultimate goal of estimating the number of discriminable pitch steps
between adjacent electrodes, the present study differed in methodology from the study by
Donaldson et al. �2005�. They measured the just-noticeable-difference �jnd� in a discrimination
task, where a single-electrode stimulus was always the reference �fixed� signal and a dual-
electrode stimulus was systematically varied. The jnd, measured in terms of �, the relative cur-
rent proportion of basal electrode to the total dual-electrode currents, ranged from 0.11 to 0.64.
Extrapolation of this jnd measure across the entire range of � led to the conclusion that dual-
electrode stimuli could produce two to nine discriminable pitches between the adjacent single-
electrode pair. This conclusion was based on the assumption that the performance function �d�
in discrimination� was linear with the variable, �. The assumption seems reasonable, as several
d� curves in their Fig. 1 showed the linearity. It is uncertain, however, whether this reasoning is
valid for subjects demonstrating good performance �such as D01 and D08�, without the linear-
ity seen in the whole range of �. In the present study, the values of d� were directly obtained
from pitch-judgment tests between necessary pairs of the dual-electrode stimuli and were
summed to obtain the index indicating a perceptual distance between the adjacent electrodes.
This approach would be particularly useful to estimate the number of discriminable pitches for
subjects with good performance, as all of the pairs of dual-electrode stimuli in the range were to
be actually tested.

2. Methods and procedure

2.1 Revisiting d� analysis

The sensitivity index, d�, indicates perceptual distance between two stimuli. Under the assump-
tion that the pitch percept is unidimensional and the distribution of pitch judgment is Gaussian,
d� is additive �Nelson et al., 1995�. In other words, when perceptual distance between stimulus
X and Y is measured in terms of d�, it should be consistent with the summation of d�s measured
between the stimulus X and A and between the stimulus A and Y �assuming that A exists be-
tween X and Y on the unidimensional space�. In the study by Nelson et al., the additivity was not
fully utilized for the subjects demonstrating excellent place-pitch sensitivity due to the ceiling
effect, which necessitated substitution of d� of 3.29 when a perfect score �100%� was obtained
in a pitch ranking test. The value of d� for a perfect score is mathematically infinite, making it
unattainable in reality under the assumption of Gaussian distribution. Therefore, when the mea-
sured score was 100% after a certain number of trials �40 in the study�, Nelson et al. approxi-
mated it at 99% instead of 100%, as the comparison of individual subjects’ performance across
electrode locations was of interest. In the present study, a more elaborate scheme was used to
estimate d� between “perfectly” discriminable single electrodes, as the goal was to examine the
discrimination of place-pitch in detail with dual-electrode stimuli between adjacent electrodes.

In this scheme, if the subject’s judgment of pitch with a pair of stimuli ��X ,Y�� was
perfect �a 100% score� after a given number of trials, a new stimulus �A� was constructed be-
tween X and Y, and subsequently pitch comparison was tested for the new subpairs ��X ,A�� and
�A ,Y�. We refer to this process as subdivision of the X-Y interval. If the score from a tested pair
was less than 100%, d� could be determined for the pair �Hacker and Ratcliff, 1979�; if not, a
further subdivision was done to create more difficult pairs, until the tested pair led to a score less
than 100%. With this approach, the summation of all d�s measured represents a good estimate
of perceptual distance for place-pitch between the two single-electrode stimuli. It should be
noted that d� is independent of the point of subdivision. For instance, the interval could be
subdivided at either at A or B, as seen in the following equation:
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dX,Y� = dX,A� + dA,Y� = dX,B� + dB,Y� , �1�

provided that both A and B are on the unidimensional space and all scores are less than 100%.
In reality, the subdivision point �A or B� should be chosen with reasonable care. If the dividing
point is located too close to either end, the estimate of performance, and hence d�, might not be
reliable. For instance, if A is too close to X, then dX,A� approaches zero, but the estimate obtained
from a small number of trials �such as 20� is not reliably zero. Therefore, an excessive subdi-
vision should be avoided; i.e., each d� obtained should not be near zero.

Collins and Throckmorton �2000� indicated, with a multi-dimensional scaling analy-
sis, that perceptual features of loudness-matched single-electrode stimuli on different elec-
trodes could be better represented by two, rather than one, dimensions, challenging the pre-
sumed unidimensionality. However, in a similar investigation of perceptual dimensionality,
McKay et al. �1996� demonstrated that dual-electrode stimuli lay along the line connecting
corresponding single-electrode stimuli, implying that dual-electrode stimuli could be repre-
sented by a single dimension in the range between corresponding two single-electrode stimuli,
if the interelectrode delay is short �less than 1 ms�. Considering that Collins and Throckmor-
ton’s indication was based on the observation of the wide range of the electrode array, it appears
to be reasonable to accept the assumption of the local unidimensionality between adjacent elec-
trodes, as implied by McKay et al. In addition, during a pilot study with two subjects, we cross-
checked the results obtained through the procedure of subdivision �proposed in this study� with
those obtained with a cascade of adaptive procedures, where each successive adaptive proce-
dure �Levitt, 1971� was done with the reference stimulus at the last-measured discrimination
threshold �a cumulative d� could be obtained from each adaptive run with a two alternative-
forced choice and two-down, one-up paradigm producing the percent correct of 71%, i.e., d� of
0.78�. There was generally close agreement between the two results. In another preliminary
study, we directly compared the summation of d�s obtained with different choices of subdivi-
sion points �in six different electrode pairs with four subjects� and found good consistency.
Thus, the additivity seen in Eq. �1�, the fundamental basis of the present study, was justified by
theoretical considerations elaborated earlier and our own validation.

2.2 Procedure

The following three electrode pairs were tested to obtain d�: E19/18, E11/10, and E4/3. The
current was specified in units of current level �CL�, which is an integer, logarithmic unit be-
tween 0 �10 µA� and 255 �1.75 mA�. One CL step corresponds to a 0.176-dB change in current.
The stimulation was always charge-balanced, biphasic, and monopolar. The pulse width was
25 µs and an interphase gap was 8 µs. Each stimulus comprised two 500-ms bursts on the two
adjacent electrodes, interleaved with a gap of 19 µs. Eleven subjects participated in the study;
one of them, R4, was a bilateral user; therefore, a total of 12 ears were tested. Among those,
there were two ears with a Nucleus CI24 implant with a straight, banded electrode array, and ten
ears with a Contour perimodiolar electrode array �8 Nucleus Contour™ and 2 Nucleus Free-
dom™ implants1�. The electrode spacing was constant at 0.75 mm for the straight array and
varied for each electrode pair for the Contour array �0.73, 0.57, and 0.47 mm, for E4/3, E11/10,
and E19/18, respectively�. Each subject had at least 6 months of device experience. The stimu-
lation rate was chosen from the subject’s clinical MAP, ranging from 500 to 1800 Hz, to use the
rate most familiar to individual subjects, with the expectation that place-pitch would not be
greatly influenced by the stimulation rates used in the study. Custom software written in C++
based on the NIC™ 1.0 library �distributed by Cochlear Americas, Englewood, CO� generated
and delivered the stimuli from a PC, administered the experiment, and collected the subject’s
response.

The task was pairwise pitch comparison, where the subject was presented with a pair
of stimuli in a random order and was asked to indicate which interval was higher in pitch.
Subjects were allowed to repeat the presentation as many times as desired before they re-
sponded. A percent correct score was obtained from 20 trials without response feedback for
each pair of stimuli. The “pitch steering” of a dual-electrode stimulus was characterized by �,
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the difference in CL, between the two electrodes. Namely, a � of 0 indicated that the stimulus
had the same currents on both electrodes, a negative value of � indicated that the current on the
apical side electrode was greater than the basal side �with pitch “steered” lower�, and vice versa.
Therefore, the subject’s response was considered as correct �i.e., tonotopically consistent� when
the subject indicated the stimulus with higher � as “higher pitch.” For every session, loudness
was first balanced for the tested stimuli �see below�. Furthermore, the currents of stimuli were
randomly roved by as much as ±2 CLs in each presentation, to reduce a systematic bias due to
any residual imbalance of loudness. Prior to data collection, subjects were given a brief—no
more than 15 min2—practice session with feedback using not more than two dual-electrode
stimuli. The practice sessions were meant to provide inexperienced subjects with a necessary
guideline as to how the judgment could be made, ensuring that the concepts of pitch and loud-
ness were adequately differentiated.

To maintain the continuum of stimulus variation, dual-electrode stimuli were always
used in the present study, i.e., single-electrode stimuli were actually created by setting the in-
tensity for the other unused electrode at 0 CL, i.e., 10 µA. The initial stimulus level was chosen
to be at 2 CLs below the C-level on the electrode from the subject’s MAP. Subdivision was done
whenever the score was 100%, as described earlier. For instance �as illustrated in Fig. 1�, a pitch
testing session was initially done with a loudness-balanced pair of CL 153 on E11 and 152 on
E10. The score was 100%, and the pair was subdivided at a � of 0. Loudness of the stimulus
with a � of 0 was balanced against stimulus 1 by adjusting current levels on both electrodes
together up or down, while maintaining the � value fixed at 0. As a result, stimulus 3 was
constructed with a CL of 146 on both electrodes and was subsequently tested with stimulus 1.
The score was 85%, producing d� of 1.47. The score of the complementary pair �stimulus 3 and
stimulus 2� was 100%; therefore, another subdivision was made at a � of 20, i.e., stimulus 4
�again with loudness balancing�, thereby new pairs were produced �stimuli 3 and 4, stimuli 4
and 2�. As the scores were nonperfect with these pairs, no further subdivision was necessary.
The summation of d� values, 4.99, was then taken as the final estimate of d� for this electrode
pair, E11/10. As expected, the better the subject performed in pitch discrimination, the longer it
took to obtain d�, because more pairs needed to be tested.

3. Results and discussion

Figure 2 displays the d� values for all the conditions of the electrode locations and subjects. First
of all, performance varied widely across not only subjects but also the electrode locations. The

Fig. 1. Stimulus pairs tested plotted on the current level space for subject R29. The abscissa and ordinate indicate
current level on electrodes 11 and 10, respectively. The subdivision was made whenever a 100% score was obtained
�see text for detail�. The two stimuli at each line were loudness balanced prior to testing.
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average individual d� values across the electrode locations ranged from 0.7 �R16� to 9.6 �R25�.
Pitch discrimination was generally best at the apical location and degraded as the pair moved to
basal locations. Overall averages of d� values across subjects for each electrode pair were 7.26,
3.97, and 2.97 for E19/18, E11/10, and E4/3, respectively. The general pattern of relatively
poorer performance at the basal location was consistent with previous studies �e.g., McDermott
and McKay, 1994�. First of all, poor neural survival at the base might have attributed to this
trend. Second, the choice of stimulus levels in this experiment might also have been attributed to
the trend, as known from the previous studies �Pfingst et al., 1999; Donaldson et al., 2005�.
Because the choice of stimulus levels in the present study was based on the individual’s clinical
MAP, it was unclear how well the loudness was balanced across the electrode array. Subjects
often reported that the basal stimuli were “not as loud” as the apical ones—but “equally com-
fortable” �note that CI users often prefer to set the loudness on basal electrodes relatively lower
in their MAPs�. However, without knowing precisely how the loudness varied across the array,
it is difficult to assess accurately the effects of stimulation levels on the poor performance on the
basal locations. Notably, relatively poor pitch discrimination on the basal location does not
necessarily suggest that CI users practically have more trouble with high frequencies than low
frequencies when listening to a speech sound through the device. The frequency range covered
by E4 and E3 is approximately between 4000 and 6000 Hz, whereas the range of electrodes E19
and E18 is between 400 and 900 Hz. For speech understanding, pitch discrimination between
E19 and E18 is likely to be more critical than that between E4 and E3. Therefore, this observed
difference in performance of pitch discrimination across the electrode array, even if it still ex-
isted under the conditions of equal loudness, would not necessarily suggest a shortcoming in
speech representation with current CI processing systems.

A value of d� simply indicates perceptual distance or an index for distinctiveness. In
order to interpret this to the number of discriminable steps �jnd’s�, a criterion needs to be chosen
�the number of jnd’s would vary depending on the criterion�. With the criterion used by Donald-
son et al. �2005; d�=1.16�, the numbers of jnd’s become 6.3, 3.4, and 2.6 for the apical, middle,
and basal pair, respectively. The number of jnd’s for each individual varied from 0.6 �R16� to 8.3
�R25�, which is comparable to the results of Donaldson et al. �note that the Nucleus electrode
array has narrower electrode spacing�. The results in the present study affirm that intermediate
pitches, upon which virtual channels are predicated, can be elicited between electrodes for most
subjects through nonsimultaneous interleaved stimulation and the achievable pitch resolution is
comparable to that achieved through simultaneous stimulation. The concept of simultaneous
dual-electrode stimulation was intriguing, because the profile of neural activation is not limited
by physical electrodes and could be created for specific needs. However, as sequential dual-
electrode stimulation provides the same degree of pitch discrimination for CI users, the relative
advantage of simultaneous implementation of dual-electrode stimulation is yet to be seen.

It should be kept in mind that encoding of frequency distinctions beyond the resolution

Fig. 2. Bar graph of d� for 12 ears and three different electrode pairs. The data is displayed by each subject. The data
of the bilateral recipient, R4, are displayed as R4L and R4R, for the left and right sides, respectively. The bar of the
E4/3 condition for R17 is not visible in the figure because the d� value was near zero.
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of existing physical electrodes has been implicitly implemented in the form of sequential dual-
electrode stimulation in pulsatile processing strategies that are clinically used, because of the
overlapping filter skirts of bandpass filters involved in the spectral analysis. As the input fre-
quency of a tone moves from one band into the next, the output from the lower band decreases
while that of the upper band increases. The present results provide information as to how much
this implicit coding of frequency could be �or is actually being� utilized by CI users. It is appar-
ent that it varies greatly across individuals. If the concept of pitch steering were to be imple-
mented explicitly �i.e., the changes in input frequencies are encoded with dual-electrode stimuli
and perceived as intended�, a good scheme to reconcile such a wide individual variability would
be desirable.
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Abstract: The cross correlation of two recordings of a diffuse acoustic
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1. Introduction

It has been shown by many researchers in geophysics, ultrasonics, and underwater acoustics
that the cross correlation of acoustic wave fields recorded by two different receivers yields the
response at one of the receiver positions as if there was a source at the other.1–7 Various theories
have been developed to explain this phenomenon, ranging from diffusion theory for
enclosures,8,9 multiple scattering theory and stationary phase theory for random media,10–12 and
reciprocity theory for deterministic and random media.13–15 In nearly all cases it is assumed that
the medium is lossless and nonmoving, which is equivalent with assuming that the underlying
wave equation is invariant for time reversal. Moreover, in all cases the Green’s functions obey
source-receiver reciprocity. The time-reversal invariance together with the source-receiver reci-
procity property has been elegantly exploited in an intuitive derivation,16 building on earlier
work on time-reversed acoustic focusing.17 In a medium with losses the wave equation is no
longer invariant for time reversal, but, as long as the medium is not moving, source-receiver
reciprocity still holds. When the losses are not too high, the cross-correlation method yields a
Green’s function with correct travel times and approximate amplitudes.18,19 On the other hand,
in a moving medium, both the time-reversal invariance and source-receiver reciprocity break
down. It has previously been shown that, with some modifications, time-reversed acoustic fo-
cusing can still work in a moving medium.20,21 In this paper we derive a theory for nonrecipro-
cal Green’s function retrieval by cross correlation in a moving medium.

2. Nonreciprocal Green’s function representation

The basis for our derivation is a reciprocity theorem, where “reciprocity” should be interpreted
in a broader sense than source-receiver reciprocity. In general a reciprocity theorem relates two
independent acoustic states in one and the same domain.22,23 One can distinguish between reci-
procity theorems of the convolution type and of the correlation type.24 In the following we
derive a correlation-type reciprocity theorem for a moving, arbitrary inhomogeneous, lossless
acoustic medium, and show step-by-step how this leads to a simple expression for nonrecipro-
cal Green’s function retrieval by cross correlation.

Consider an acoustic wave field, characterized by the acoustic pressure p�x , t� and
particle velocity vi�x , t�, propagating in a lossless inhomogeneous flowing medium with mass
density ��x�, compressibility ��x�, and stationary inhomogeneous flow velocity vk

0�x�.
Throughout this paper we assume that the spatial variations of the flow velocity are small in
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comparison with those of the wave field. For this situation the equation of motion and the stress-
strain relation read �Dtvi+�ip=0 and �Dtp+�ivi=q, respectively, where q�x , t� is a source dis-
tribution in terms of volume injection rate density, �i is the partial derivative in the xi direction,
and Dt is the material time derivative,25 defined as Dt=�t+vk

0�k. We define the temporal Fourier
transform of a space- and time-dependent quantity p�x , t� as p̂�x ,��=�exp�−j�t�p�x , t� dt. In
the space-frequency domain the equation of motion and the stress-strain relation thus become
��j�+vk

0�k�v̂i+�ip̂=0 and ��j�+vk
0�k�p̂+�iv̂i= q̂, respectively.

We introduce two independent acoustic states, which will be distinguished by sub-
scripts A and B, and consider the following combination of wave fields in both states: p̂A

* v̂i,B

+ v̂i,A
* p̂B, where the asterisk denotes complex conjugation. In the following we assume that the

medium parameters and flow velocities in both states are identical; only the sources and wave
fields are different �but a more general derivation is possible26�. The correlation-type reciprocity
theorem is obtained by applying the differential operator �i, according to �i�p̂A

* v̂i,B+ v̂i,A
* p̂B�, sub-

stituting the equation of motion and the stress-strain relation for states A and B, integrating the
result over a spatial domain V with boundary S and outward pointing normal vector n
= �n1 ,n2 ,n3� and applying the theorem of Gauss. This gives

�
V

�q̂A
* p̂B + p̂A

* q̂B�d3x = 	
S

�p̂A
* v̂i,B + v̂i,A

* p̂B�ni d2x + �
V

vk
0���k�p̂A

* p̂B� + ��k�v̂i,A
* v̂i,B��d3x .

�1�

This relation is independent of the choice of S; moreover, the medium and flow velocity can be
inhomogeneous inside as well as outside S. In comparison with the convolution-type reciproc-
ity theorem, Eq. �1� is remarkably simple. The convolution-type theorem can only be simplified
to a form similar to Eq. �1� by choosing opposite flow velocities in the two states.26–29 In the
correlation-type theorem of Eq. �1� the flow velocities in both states are identical.

Next we choose impulsive point sources in both states, according to q̂A�x ,��=��x
−xA� and q̂B�x ,��=��x−xB�, with xA and xB both in V. The wave field in state A can thus be
expressed in terms of a Green’s function, according to

p̂A�x,�� = Ĝp,q�x,xA,�� , �2�

v̂i,A�x,�� = Ĝi
v,q�x,xA,�� . �3�

The superscripts refer to the observed wave field quantity at x and the source type at xA, respec-
tively. Similar expressions hold for the wave field in state B. Substitution into Eq. �1� gives

Ĝp,q�xA,xB,�� + �Ĝp,q�xB,xA,���* = 

n=1

4

In, �4�

where

I1 = 	
S

�Ĝp,q�x,xA,���*Ĝi
v,q�x,xB,��ni d2x , �5�

I2 = 	
S

�Ĝi
v,q�x,xA,���*Ĝp,q�x,xB,��ni d2x , �6�

I3 = �
V

vk
0��k��Ĝp,q�x,xA,���*Ĝp,q�x,xB,���d3x , �7�
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I4 = �
V

vk
0��k��Ĝi

v,q�x,xA,���*Ĝi
v,q�x,xB,���d3x . �8�

Equations �4�–�8� show how the Green’s function in a medium with flow can, in principle, be
obtained from cross correlations of Green’s functions in the same medium. However, applica-
tion of these equations requires the measurements of different types of Green’s function. In the
following we make a number of approximations which make these expressions suited for prac-
tical applications.

First we assume that the medium at and outside S is homogeneous, so that the Green’s
functions in I1 and I2 represent outgoing waves at S. Moreover, we assume that the flow velocity
at S is small in comparison with the propagation velocity c, i.e., �vk

0nk� /c�1. We express the

Green’s function Ĝi
v,q in terms of Ĝp,q using the approximation Ĝi

v,qni��1/�c�Ĝp,q. This is the
high-frequency approximation for a normally outward propagating ray in a nonflowing me-
dium. It involves an amplitude error for non-normal outward propagating rays in a flowing
medium, but it handles the phase correctly �in the high-frequency regime�. By using this ap-
proximation we avoid the need of determining the inhomogeneous propagation and flow mod-
els, tracing the rays and computing the propagation angles at S. With this approximation we
find30

I1 � I2 �
1

�c
	

S

Ĝ*�x,xA,��Ĝ�x,xB,��d2x . �9�

Here and in the following Ĝ stands for Ĝp,q. To show that I3 and I4 are small, we assume that the
spatial variations of the medium parameters �as well as those of the flow velocity� are small in
comparison with those of the wave field. Using the theorem of Gauss and �=1/�c2 we may
thus rewrite I3 as

I3 �
1

�c
	

S

Ĝ*�x,xA,��Ĝ�x,xB,��
vk

0nk

c
d2x . �10�

Using the aforementioned assumption �vk
0nk� /c�1 we thus find I3� I1. In a similar way we find

I4� I1. In the following we replace the right-hand side of Eq. �4� by 2I1, with I1 approximated
by Eq. �9�.

Next we interchange the source and receiver coordinates in the Green’s functions. Ac-
cording to the flow reversal theorem26–29 this is allowed if we simultaneously revert the flow
direction, i.e., if we replace vk

0�x� by −vk
0�x�. We apply this to all Green’s functions in Eq. �4�,

with the right-hand side approximated by 2I1, hence

Ĝ�xB,xA,�� + Ĝ*�xA,xB,�� �
2

�c
	

S

Ĝ*�xA,x,��Ĝ�xB,x,��d2x , �11�

where all Green’s functions are now defined in a medium with flow velocity −vk
0�x�. The minus

sign is not important; what matters is that the flow velocity is the same for all Green’s functions
in this equation. From here onward we define wk

0�x�=−vk
0�x� as the actual flow velocity. Hence,

Eq. �11� applies to the actual situation and, with hindsight, Eqs. �4�–�10� apply to the situation
with the reversed flow velocity −wk

0�x�.
Applying an inverse Fourier transform to Eq. �11� yields

G�xB,xA,t� + G�xA,xB,− t� �
2

�c
	

S

G�xA,x,− t� � G�xB,x,t�d2x , �12�

where the asterisk denotes temporal convolution. The right-hand side represents an integral of
cross correlations of observations of the acoustic pressure in a moving medium at xA and xB,
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respectively, due to impulsive sources of volume injection rate at x on S; the integration takes
place along the source coordinate x. The left-hand side is the superposition of the response from
xA to xB and the time-reversed response from xB to xA. Note the similarity with the expressions
for the situation of a nonmoving medium.13–16,30,31 However, unlike for the situation of a non-
moving medium, our result is asymmetric in time. G�xB ,xA , t� is obtained by taking the causal
part of the left-hand side of Eq. �12�, G�xA ,xB , t� by time-reverting the acausal part.

Until now we assumed that the sources on S are impulsive point sources, of which the
responses are measured independently. Let us now consider noise sources N�x , t� that act simul-
taneously for all x on S. For the observed wave field at xA we write pobs�xA , t�
=.SG�xA ,x , t��N�x , t�d2x; a similar expression holds for the observed wave field at xB. We
assume that any two noise sources N�x , t� and N�x� , t� with x�x� are uncorrelated and that
their autocorrelation C�t� is independent of x. Hence, we assume that the source distribution on
S obeys the relation N�x ,−t��N�x� , t��=��x−x��C�t�, where ·� denotes a spatial ensemble
average.6,12–16 Equation �12� can thus be rewritten as

�G�xB,xA,t� + G�xA,xB,− t�� � C�t� �
2

�c
pobs�xA,− t� � pobs�xB,t�� . �13�

According to this equation the cross correlation of the observed noise fields at xA and xB in a
moving medium yields the Green’s function from xA to xB plus the time-reversed Green’s func-
tion from xB to xA, convolved with the autocorrelation of the noise sources. Note the resem-
blance with the retrieval of the Green’s function in a diffuse wave field in a nonmoving
medium.4–16 Again the main difference is the temporal asymmetry of the correlation result in a
moving medium versus the symmetry of that in a nonmoving medium.

3. Numerical example

We illustrate Eq. �13� with a 2-D numerical example. Consider a homogeneous medium with
propagation velocity c=350 m/s and a constant flow in the x1 direction, with flow velocity
w1

0=70 m/s �see Fig. 1�. Hence, the Mach number, defined as M=w1
0 /c, equals 0.2. Following

a similar derivation as for the 3-D situation28 we obtain for the 2-D Green’s function

Ĝ�x ,xA ,��=��j�+w1
0�1�Ĝ�x ,xA ,��, with

Fig. 1. Two receivers at xA and xB in a moving medium with constant flow velocity. The receivers are surrounded by
360 noise sources on a circle.
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Ĝ = −
j exp�j�M�x1 − x1,A�/c�1 − M2��

4�1 − M2
H0

�2�� �R

c�1 − M2�
� , �14�

where R=��x1−x1,A�2+ �1−M2��x2−x2,A�2 and H0
�2� is the zeroth-order Hankel function of

the second kind. Using this expression we model the response of 360 uncorrelated noise
sources on a circle with a radius of 470 m �the noise is filtered around a central frequency
of 30 Hz�. We consider two receivers at xA and xB, separated by a distance d=210 m, each
registering 9600 s of noise. In the first instance the line through xA and xB is aligned with
the flow velocity, hence � in Fig. 1 equals zero. The cross correlation of the noise regis-
trations, i.e., the right-hand side of Eq. �13�, is represented by the first trace in Fig. 2�b� �at
�=0�. The numerical experiment is repeated for different angles � between the flow ve-
locity and the line through xA and xB; the cross-correlation results are represented by the
other traces in Fig. 2�b�. The Green’s functions convolved with C�t� in the left-hand side of
Eq. �13� are shown for the same range of angles � in Fig. 2�a�. For �=0 the traveltime
of the causal and acausal Green’s functions are given by d /c�1+M�=210/420=0.5 s
and −d /c�1−M�=−210/280=−0.75 s, respectively. For �=90° the travel times are
±d /c�1−M2= ±0.612 s. Note that the travel times of the cross-correlation results accu-
rately match those of the Green’s functions for all angles �. The amplitudes of the Green’s
functions are less accurately recovered by the cross-correlation procedure �see Fig. 3�. The
amplitude errors are explained as follows. The main contributions to the integrals come
from those sources on the circle where the line through xA and xB intersects the circle12,30

�see Fig. 1�. Ignoring I3 and I4 with respect to I1 and I2 introduces a relative amplitude error
in the order of −vk

0nk /c=w1
0n1 /c, with n1=−cos � �see Fig. 1�. Evaluated as a function of �

we thus find for the relative amplitude error w1
0n1 /c=−0.2 cos �, which is approximately

what we observe in Fig. 3.

4. Conclusion

We have shown that the nonreciprocal Green’s function in a moving medium can be recovered
from cross correlations of impulse responses �Eq. �12�� or noise measurements �Eq. �13�� at two
receivers. The sources are assumed to be distributed along an arbitrary surface enclosing the
two receivers. Unlike in the situation of a nonmoving medium, the cross-correlation result is
asymmetric in time. The theory holds for a lossless arbitrary inhomogeneous medium with
stationary inhomogeneous flow. The main underlying assumptions �in addition to those for a
nonmoving medium� are that the spatial variations of the flow velocity are small in comparison
with those of the wave field and that the flow velocity is small in comparison with the propaga-
tion velocity �small Mach number�. The cross-correlation method accurately recovers the travel

Fig. 2. �a� Left- and �b� right-hand side of Eq. �13� for different values of � �the angle between the flow velocity and
the line through xA and xB, see Fig. 1�.
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times of the nonreciprocal Green’s function. When the autocorrelation of the sources is known,
the amplitudes are recovered with relative errors that are in the order of the Mach number. This
error is negligible in comparison with the amplitude error that occurs when the sources are
unknown. Hence, for practical situations �unknown source amplitudes, irregular source distri-
bution, etc.�, the accuracy of the retrieved nonreciprocal Green’s function in a moving medium
is of the same order as that of the retrieved reciprocal Green’s function in a nonmoving medium.
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ACOUSTICAL NEWS—USA

Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of the journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellow of the Acoustical Society of
America

Dajun Tang—For contributions to seabed scattering.

Regional Chapter News
North Texas Chapter

More than 800 students from schools in eight North Texas counties
competed in the 49th Beal Bank Regional Science and Engineering Fair.
This year two Senior and two Junior Division contestants won Outstanding
Acoustics Project Awards.

Senior Division Winner Ms. Kelsey Smith, with the guidance of Ms.
Cathy Bambanek, Clark High School, Plano ISD, investigated effects of
drum head thickness and mass on resonant frequency. She built one-, two-,
and three-layered heads �to approximate an ear drum�. She recorded and
compared movements at and near resonant frequencies by reflecting the
light of a laser pointer from each drum head onto photographic film.

Senior Division Winner Mr. David Liu, with the guidance of Ms. Julie
John, Williams High School, Plano ISD, meticulously evaluated the audio
codecs of iPods and Windows-based players along four dimensions.

Junior Division Team Winners Mr. Vineet Gopal and Mr. Chase Hosk-
ins, with the support of Ms. Rachel Robb, Haggard Middle School, Plano,
put their fingers on the rims of restaurant stemware, added measures of
water to construct a pitch scale, converted pitch to frequency, then brute-
force-constructed an equation to correlate frequency and amount of water.

Peter Assmann, Laurie Bornstein, Greg Hughes, Ben Seep, and
Michael Daly represented the Society.

Kelsey Smith, Senior Division winner.

Madras Regional Chapter

The Madras-India Regional Chapter of the Acoustical Society of
America �MIRC-ASA� held four meetings in 2005, on 30 January, 22 June,
6 August, and 15–16 December, and a Science and Engineering Fair on
Acoustics was held 17–18 February.

Three students, V. H. Priyadarsani �first place�, M. Banurekha, and K.
S. Mercyemilet, received student awards at the 30 January meeting.

Professor S. Swarnamani and Professor R. I. Sujith of IIT Madras
delivered invited lectures at the 22 June meeting held at Tamil Nadu Science
& Technology Center in Chennai.

At the 6 August meeting, six students received awards including San-
jith Gopalkrishnan �first place�, Sowmya Murali �second place�, M.
Choundappan, Guruprasad S. Srivastava, M. Sridurga, and M. Kartick �see
Fig. 1�. Sanjith Gopalkrishnan was presented with the all-time best project
and presentation award in the 11-year history of the Chapter �see Fig. 2�.
Awards were presented by H. S. Paul, MIRC Chapter Representative and
Treasurer.

Dr. Ranjan Moodithaya of the National Aerospace Lab., Bangalore,
and Professor U. S. P. Seth of IIT Madras delivered an invited lecture at the
joint meeting of the Acoustical Society of India �ASI� and the MIRC-ASA at
the 16 December meeting. The International Research Institute for the Deaf
�IRID� presented a Silver Medal to Dr. V. Bhunjanga Rao, Vice President of
ASI and Associate Director, NSTL, Visakhapatnam. Five research students
were presented best paper awards during the joint meeting at Bangalore
including Suryanarayana A. N. Prasad, T. Anathi, Nithya Subramanian, Ab-
hijit Sarkar, and M. Sesagiri Rao.

The Science and Engineering Fair on Acoustics was held 17–18 Feb-
ruary at the International Research Institute for the Deaf. The award cer-
emony was organized by Dr. M. Kumaresan, President of MIRC-ASA and
Director of IRID, and held at the Quaid E. Millat Government College for
Women in Chennai on 19 February. Dr. Kumaresan succeeded in attracting
44 projects for the fair, which is the largest number of participants at fairs
conducted over the past 12 years. The award ceremony began with the
delivery of a distinguished lecture by Professor B. V. A. Rao, VIT, Vellore,
titled “Acoustics in India.” Professor A. Harold Marshall, Marshall Day
Acoustics, delivered the Mira Paul memorial distinguished lecture titled
“Acoustical Design Process.” The MIRC-ASA Gold Medal award was pre-
sented to Professor Marshall following his lecture �see Fig. 3�. Professor
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FIG. 1. Recipients of student awards at 6 August Chapter meeting: �Stand-
ing� M. Karthick, Sanjith Gopalkrishnan, G. S. Srivastava, M. Choundap-
pan, M. Sridurga, and M. Sowmya �Seated� C. P. Vendhan �MIRC Secre-
tary�, H. S. Paul �MIRC Chapter Representative and Treasurer�, Dhilsha
Rajappan �MIRC member-at-Large�, and A. Ramachandraiah �MIRC Vice
President�.

FIG. 2. Sanjith Gopalkrishnan �l� receives best project and presentation
award from H. S. Paul �r�.

FIG. 3. A. Harold Marshall receives Mira Paul memorial Gold Medal of
IRID from H. S. Paul �r�.

FIG. 4. �l-r� H. S. Paul �Treasurer & Chapter Representative�, A. Ram-
achandraiah �Vice President�, C. P. Vendhan �Secretary�, A. H. Marshall, B.
V. A. Rao �Member-at-Large�, C. Anandam �Member-at-Large�, and M. Ku-
maresan �President�.

FIG. 5. Dipti Agrawal �m� receives first-rank �senior� award from H. S. Paul
�l� and M. Kumaresan �r�.

FIG. 6. H. Mercy �m� receives second-rank �senior� award from H. S. Paul
�l� and M. Kumaresan �r�.
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Marshall, who donated his lecture honorarium to the IRID fund, met with
the trustees of IRID after he received the Gold Medal �see Fig. 4�.

Nine students were selected to receive MIRC-ASA awards including
Dipti Agrawal �first place� �see Fig. 5�, H. Mercy �second place� �see Fig. 6�,
M. V. Indumathi, A. Devarani, R. Mohana, K. Salma, D. S. Kiran �junior
first place� �see Fig. 7�, M. Karthick, and K. Anitha Rani. Three students
received IRID awards, which are awards for the best students in each dis-
cipline of acoustics: V. Revathi, S. Nandakumari, and B. Sarina.

Hari S. Paul

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2006
17–21 Sept. INTERSPEECH 2006 �ICSLP 2006�, Pittsburgh, PA

�www.interspeech2006.org
�http://www.interspeech2006.org/��

28 Nov.–2 Dec. 152nd Meeting of the Acoustical Society of America
joint with the Acoustical Society of Japan, Honolulu, HI
�Acoustical Society of America, Suite 1NO1,
2 Huntington Quadrangle, Melville, NY 11747–4502;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org�. Deadline for
receipt of abstracts: 30 June 2006.

2007
4–8 June 153rd Meeting of the Acoustical Society of America,

Salt Lake City, UT �Acoustical Society of America,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; WWW: http://asa.aip.org�.

27 Nov.–2 Dec. 154th Meeting of the Acoustical Society of America,
New Orleans, LA �note Tuesday through Saturday�
�Acoustical Society of America, Suite 1NO1,
2 Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org�.

2008
28 July–1 Aug. 9th International Congress on Noise as a Public Health

Problem �Quintennial Meeting of ICBEN, the Interna-
tional Commission on Biological Effects of Noise�,
Foxwoods Resort, Mashantucket, CT �Jerry V. Tobias,
ICBEN 9, P. O. Box 1609, Groton, CT, 06340-1609,
Tel.: 860-572-0680; Web: www.icben.org. E-mail:
icben2008@att.net�

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index. Some indexes are out of print as noted below.

• Volumes 1–10, 1929–1938: JASA and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.

• Volumes 11–20, 1939–1948: JASA, Contemporary Literature, and Pat-
ents. Classified by subject and indexed by author and inventor. Pp. 395.
Out of Print.

• Volumes 21–30, 1949–1958: JASA, Contemporary Literature, and Pat-
ents. Classified by subject and indexed by author and inventor. Pp. 952.
Price: ASA members $20; Nonmembers $75.

• Volumes 31–35, 1959–1963: JASA, Contemporary Literature, and Pat-
ents. Classified by subject and indexed by author and inventor. Pp. 1140.
Price: ASA members $20; Nonmembers $90.

• Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.

• Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.

• Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20 �paperbound�; ASA
members $25 �clothbound�; Nonmembers $60 �clothbound�.

• Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20 �paperbound�; ASA
members $25 �clothbound�; Nonmembers $60 �clothbound�.

• Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25 �pa-
perbound�; Nonmembers $75 �clothbound�.

• Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30 �pa-
perbound�; Nonmembers $80 �clothbound�.

• Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30 �pa-
perbound�; Nonmembers $80 �clothbound�.

• Volumes 95–104, 1994–1998: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 632. Price: ASA members $40
�paperbound�; Nonmembers $90 �clothbound�.

• Volumes 105–114, 1999–2003: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 616. Price: ASA members $50;
Nonmembers $90 �paperbound�.

FIG. 7. D. Sai Kiran �m� receives first-rank �junior� award from H. S. Paul
�l� and M. Kumaresan �r�.
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ACOUSTICAL STANDARDS NEWS

Susan B. Blaeser, Standards Manager
ASA Standards Secretariat

George S.K. Wong
Acoustical Standards, Institute for National Measurement Standards, National Research Council,
Ottawa, Ontario K1A 0R6, Canada �Tel.: �613� 993-6159; Fax: �613� 990-8765; e-mail:
george.wong@nrc.ca�

American National Standards (ANSI Standards) developed by Accredited Standards Committees S1, S2,
S3, and S12 in the areas of acoustics, mechanical vibration and shock, bioacoustics, and noise, respec-
tively, are published by the Acoustical Society of America (ASA). In addition to these standards, ASA
publishes Catalogs of Acoustical Standards, both National and International. To receive copies of the
latest Standards Catalogs, please, contact Susan B. Blaeser.
Comments are welcomed on all material in Acoustical Standards News.
This Acoustical Standards News section in JASA, as well as the National and International Catalogs of
Acoustical Standards, and other information on the Standards Program of the Acoustical Society of
America, are available via the ASA home page: http://asa.aip.org.

Standards Meetings Calendar—National
During the 152nd ASA Meeting, Honolulu, Hawaii, at the Sheraton Waikiki

Hotel, 28 November to 2 December 2006, the ASA Committee on Stan-
dards �ASACOS� and ASACOS STEERING Committees will meet as
below:

•Tuesday, 28 November 2006
ASACOS Steering Committee
•Wednesday, 29 November 2006
ASA Committee on Standards �ASACOS�. Meeting of the Committee that

directs the Standards Program of the Acoustical Society.

Accredited Standards Committee on
Acoustics, S1

�J. P. Seiler, Chair; G. S. K. Wong, Vice Chair�
Scope: Standards, specifications, methods of measurement and test, and

terminology in the field of physical acoustics including architectural
acoustics, electroacoustics, sonics and ultrasonics, and underwater sound,
but excluding those aspects which pertain to biological safety, tolerance,

and comfort.

S1 Working Groups
S1/Advisory—Advisory Planning Committee to S1 �G. S. K. Wong�
S1/WG1—Standard Microphones and their Calibration �V. Nedzelnitsky�
S1/WG4—Measurement of Sound Pressure Levels in Air �M. Nobile�
S1/WG5—Band Filter Sets �A. H. Marsh�
S1/WG17—Sound Level Meters and Integrating Sound Level Meters �B.

M. Brooks�
S1/WG19—Insertion Loss of Windscreens �A. J. Campanella�
S1/WG20—Ground Impedance �K. Attenborough, Chair; J. Sabatier, Vice

Chair�
S1/WG22—Bubble Detection and Cavitation Monitoring �Vacant�
S1/WG25—Specification for Acoustical Calibrators �P. Battenberg�
S1/WG26—High Frequency Calibration of the Pressure Sensitivity of Mi-

crophones �A. Zuckerwar�
S1/WG27—Acoustical Terminology �J. Vipperman�
S1/WG28—Passive Acoustic Monitoring for Marine Mammal Mitigation

for Seismic Surveys �A. Thode�

S1 Inactive Working Groups
S1/WG16—FFT Acoustical Analyzers �R. J. Peppin, Chair�

S1 STANDARDS ON ACOUSTICS
ANSI S1.1-1994 (R2004) American National Standard Acoustical Terminol-

ogy

ANSI S1.4-1983 (R2006) American National Standard Specification for
Sound Level Meters

ANSI S1.4A-1985 (R2006) Amendment to ANSI S1.4-1983
ANSI S1.6-1984 (R2006) American National Standard Preferred Frequen-

cies, Frequency Levels, and Band Numbers for Acoustical Measurements
ANSI S1.8-1989 (R2006) American National Standard Reference Quantities

for Acoustical Levels
ANSI S1.9-1996 (R2006) American National Standard Instruments for the

Measurement of Sound Intensity
ANSI S1.11-2004 American National Standard Specification for Octave-

Band and Fractional-Octave-Band Analog and Digital Filters
ANSI S1.13-2005 American National Standard Measurement of Sound

Pressure Levels in Air
ANSI S1.14-1998 (R2003) American National Standard Recommendations

for Specifying and Testing the Susceptibility of Acoustical Instruments to
Radiated Radio-Frequency Electromagnetic Fields, 25 MHz to 1 GHz

ANSI S1.15-1997/Part 1 (R2006) American National Standard Measure-
ment Microphones, Part 1: Specifications for Laboratory Standard Micro-
phones

ANSI S1.15-2005/Part 2 American National Standard Measurement Micro-
phones, Part 2: Primary Method for Pressure Calibration of Laboratory
Standard Microphones by the Reciprocity Technique

ANSI S1.16-2000 (R2005) American National Standard Method for Mea-
suring the Performance of Noise Discriminating and Noise Canceling Mi-
crophones

ANSI S1.17-2004/Part 1 American National Standard Microphone
Windscreens—Part 1: Measurements and Specification of Insertion Loss
in Still or Slightly Moving Air

ANSI S1.18-1999 (R2004) American National Standard Template Method
for Ground Impedance

ANSI S1.20-1988 (R2003) American National Standard Procedures for
Calibration of Underwater Electroacoustic Transducers

ANSI S1.22-1992 (R2002) American National Standard Scales and Sizes
for Frequency Characteristics and Polar Diagrams in Acoustics

ANSI S1.24 TR-2002 ANSI Technical Report Bubble Detection and Cavi-
tation Monitoring

ANSI S1.25-1991 (R2002) American National Standard Specification for
Personal Noise Dosimeters

ANSI S1.26-1995 (R2004) American National Standard Method for Calcu-
lation of the Absorption of Sound by the Atmosphere

ANSI S1.40-1984 (R2001) American National Standard Specification for
Acoustical Calibrators

ANSI S1.42-2001 (R2006) American National Standard Design Response
of Weighting Networks for Acoustical Measurements

ANSI S1.43-1997 (R2002) American National Standard Specifications for

Integrating-Averaging Sound Level Meters
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Accredited Standards Committee on
Mechanical Vibration and Shock, S2

�R. J. Peppin, Chair; D. J. Evans, Vice Chair�
Scope: Standards, specifications, methods of measurement and test, and

terminology in the field of mechanical vibration and shock, and condition
monitoring and diagnostics of machines, including the effects of mechani-
cal vibration and shock on humans, including those aspects which pertain

to biological safety, tolerance and comfort.

S2 Working Groups
S2/WG1—S2 Advisory Planning Committee �D. J. Evans�
S2/WG2—Terminology and Nomenclature in the Field of Mechanical Vi-

bration and Shock and Condition Monitoring and Diagnostics of Machines
�D. J. Evans�

S2/WG3—Signal Processing Methods �T. S. Edwards�
S2/WG4—Characterization of the Dynamic Mechanical Properties of Vis-

coelastic Polymers �W. M. Madigosky, Chair; J. Niemic, Vice Chair�
S2/WG5—Use and Calibration of Vibration and Shock Measuring Instru-

ments �D. J. Evans, Chair; B. E. Douglas, Vice Chair�
S2/WG6—Vibration and Shock Actuators �G. Booth�
S2/WG7—Acquisition of Mechanical Vibration and Shock Measurement

Data �B. E. Douglas�
S2/WG8—Analysis Methods of Structural Dynamics �B. E. Douglas�
S2/WG9—Training and Accreditation �R. Eshleman, Chair�
S2/WG10—Measurement and Evaluation of Machinery for Acceptance and

Condition �R. Eshleman, Chair; H. Pusey, Vice Chair�
S2/WG10/Panel 1—Balancing �R. Eshleman�
S2/WG10/Panel 2—Operational Monitoring and Condition Evaluation �R.

Bankert�
S2/WG10/Panel 3—Machinery Testing �R. Eshleman�
S2/WG10/Panel 4—Prognosis �R. Eshleman�
S2/WG10/Panel 5—Data Processing, Communication, and Presentation �K.

Bever�
S2/WG11—Measurement and Evaluation of Mechanical Vibration of Ve-

hicles �A. F. Kilcullen�
S2/WG12—Measurement and Evaluation of Structures and Structural Sys-

tems for Assessment and Condition Monitoring �B. E. Douglas, Chair�
S2/WG13—Shock Test Requirements for Commercial Electronic Systems

�P. D. Loeffler�
S2/WG39 (S3)—Human Exposure to Mechanical Vibration and Shock—

Parallel to ISO/TC 108/SC 4 �D. D. Reynolds, Chair; R. Dong, Vice

Chair�

S2 Inactive Working Group
S2/WG54—Atmospheric Blast Effects �J. W. Reed�

S2 STANDARDS ON MECHANICAL VIBRATION
AND SHOCK
ANSI S2.1-2000 ISO 2041:1990 Nationally Adopted International Standard

Vibration and Shock—Vocabulary
ANSI S2.2-1959 (R2006) American National Standard Methods for the

Calibration of Shock and Vibration Pickups
ANSI S2.4-1976 (R2004) American National Standard Method for Specify-

ing the Characteristics of Auxiliary Analog Equipment for Shock and Vi-
bration Measurements

ANSI S2.7-1982 (R2004) American National Standard Balancing Terminol-
ogy

ANSI S2.8-1972 (R2006) American National Standard Guide for Describ-
ing the Characteristics of Resilient Mountings

ANSI S2.9-1976 (R2006) American National Standard Nomenclature for
Specifying Damping Properties of Materials

ANSI S2.16-1997 (R2006) American National Standard Vibratory Noise
Measurements and Acceptance Criteria of Shipboard Equipment

ANSI S2.17-1980 (R2004) American National Standard Techniques of Ma-
chinery Vibration Measurement

ANSI S2.19-1999 (R2004) American National Standard Mechanical
Vibration—Balance Quality Requirements of Rigid Rotors, Part 1: Deter-

mination of Permissible Residual Unbalance, Including Marine Applica-
tions

ANSI S2.20-1983 (R2006) American National Standard Estimating Airblast
Characteristics for Single Point Explosions in Air, with a Guide to Evalu-
ation of Atmospheric Propagation and Effects

ANSI S2.21-1998 (R2002) American National Standard Method for Prepa-
ration of a Standard Material for Dynamic Mechanical Measurements

ANSI S2.22-1998 (R2002) American National Standard Resonance Method
for Measuring the Dynamic Mechanical Properties of Viscoelastic Mate-
rials

ANSI S2.23-1998 (R2002) American National Standard Single Cantilever
Beam Method for Measuring the Dynamic Mechanical Properties of Vis-
coelastic Materials

ANSI S2.24-2001 (R2006) American National Standard Graphical Presen-
tation of the Complex Modulus of Viscoelastic Materials

ANSI S2.25-2004 American National Standard Guide for the Measurement,
Reporting, and Evaluation of Hull and Superstructure Vibration in Ships

ANSI S2.26-2001 (R2006) American National Standard Vibration Testing
Requirements and Acceptance Criteria for Shipboard Equipment

ANSI S2.27-2002 American National Standard Guidelines for the Measure-
ment and Evaluation of Vibration of Ship Propulsion Machinery

ANSI S2.28-2003 American National Standard Guidelines for the Measure-
ment and Evaluation of Vibration of Shipboard Machinery

ANSI S2.29-2003 American National Standard Guidelines for the Measure-
ment and Evaluation of Vibration of Marine Shafts on Shipboard Machin-
ery

ANSI S2.31-1979 (R2004) American National Standard Method for the
Experimental Determination of Mechanical Mobility, Part 1: Basic Defi-
nitions and Transducers

ANSI S2.32-1982 (R2004) American National Standard Methods for the
Experimental Determination of Mechanical Mobility, Part 2: Measure-
ments Using Single-Point Translational Excitation

ANSI S2.34-1984 (R2005) American National Standard Guide to the Ex-
perimental Determination of Rotational Mobility Properties and the Com-
plete Mobility Matrix

ANSI S2.42-1982 (R2004) American National Standard Procedures for Bal-
ancing Flexible Rotors

ANSI S2.43-1984 (R2005) American National Standard Criteria for Evalu-
ating Flexible Rotor Balance

ANSI S2.46-1989 (R2005) American National Standard Characteristics to
be Specified for Seismic Transducers

ANSI S2.48-1993 (R2006) American National Standard Servo-Hydraulic
Test Equipment for Generating Vibration—Methods of Describing Char-
acteristics

ANSI S2.60-1987 (R2005) American National Standard Balancing
Machines—Enclosures and Other Safety Measures

ANSI S2.61-1989 (R2005) American National Standard Guide to the Me-

chanical Mounting of Accelerometers

Standards on Human Exposure to Vibration
ANSI S3.18-2002/ISO 2631-1:1997 Nationally Adopted International Stan-

dard Mechanical vibration and shock—Evaluation of human exposure to
whole-body vibration—Part 1: General requirements

ANSI S3.18-2003/ISO 2631-4: 2001 Nationally Adopted International
Standard Mechanical vibration and shock—Evaluation of human exposure
to whole body vibration—Part 4: Guidelines for the evaluation of the
effects of vibration and rotational motion on passenger and crew comfort
in fixed-guideway transport systems

ANSI S2.70-2006 American National Standard Guide for the Measurement
and Evaluation of Human Exposure to Vibration Transmitted to the Hand

ANSI S2.71-1983(R2006) American National Standard Guide to the Evalu-
ation of Human Exposure to Vibration in Buildings

ANSI S3.40-2002 ISO 10819:1996 Nationally Adopted International Stan-
dard Mechanical vibration and shock—Hand-arm vibration—Method for
the measurement and evaluation of the vibration transmissibility of gloves

at the palm of the hand
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Accredited Standards Committee on
Bioacoustics, S3

�R. F. Burkard, Chair; C. A. Champlin, Vice Chair�
Scope: Standards, specifications, methods of measurement and test, and

terminology in the fields of psychological and physiological acoustics,
including aspects of general acoustics, which pertain to biological safety,

tolerance, and comfort.

S3 Working Groups
S3/Advisory—Advisory Planning Committee to S3 �R. F. Burkard�
S3/WG35—Audiometers �R. L. Grason�
S3/WG36—Speech Intelligibility �R. S. Schlauch�
S3/WG37—Coupler Calibration of Earphones �B. Kruger�
S3/WG39—Human Exposure to Mechanical Vibration and Shock �D. D.

Reynolds�
S3/WG43—Method for Calibration of Bone Conduction Vibrators �J. Dur-

rant�
S3/WG48—Hearing Aids �D. A. Preves�
S3/WG51—Auditory Magnitudes �R. P. Hellman�
S3/WG56—Criteria for Background Noise for Audiometric Testing �J.

Franks�
S3/WG59—Measurement of Speech Levels �M. C. Killion and L. A. Wil-

ber, Co-Chairs�
S3/WG60—Measurement of Acoustic Impedance and Admittance of the

Ear �Vacant�
S3/WG62—Impulse Noise with Respect to Hearing Hazard �J. H. Patterson�
S3/WG67—Manikins �M. D. Burkhard�
S3/WG72—Measurement of Auditory Evoked Potentials �R. F. Burkard�
S3/WG76—Computerized Audiometry �A. J. Miltich�
S3/WG78—Thresholds �W. A. Yost�
S3/WG79—Methods for Calculation of the Speech Intelligibility Index �C.

V. Pavlovic�
S3/WG81—Hearing Assistance Technologies �L. Thibodeau and L. A. Wil-

ber, Co-Chairs�
S3/WG82—Basic Vestibular Function Test Battery �C. Wall, III�
S3/WG83—Sound Field Audiometry �T. R. Letowski�
S3/WG84—Otoacoustic Emission �G. R. Long�
S3/WG86—Audiometric Data Structures �W. A. Cole and B. Kruger, Co-

Chairs�
S3/WG87—Human Response to Repetitive Mechanical Shock �N. Alem�
S3/WG88—Standard Audible Emergency Evacuation and Other Signals �I.

Mande�
S3/WG89—Spatial Audiometry in Real and Virtual Environments �J. Be-

sing�
S3/WG90—Animal Bioacoustics �A. E. Bowles�
S3/WG91—Text-to-Speech Synthesis Systems �A. K. Syrdal and C. Bick-

ley, Co-Chairs�
S3/WG92—Effects of Sound on Fish and Turtles �R. R. Fay and A. N.

Popper, Co-Chairs�
S2/WG39 (S3)—Human Exposure to Mechanical Vibration and Shock—

Parallel to ISO/TC 108/SC 4 �D. D. Reynolds�

S3 Liaison Group
S3/L-1 S3 U. S. TAG Liaison to IEC/TC 87 Ultrasonics �W. L. Nyborg�

S3 Inactive Working Groups
S3/WG71—Artificial Mouths �R. L. McKinley�
S3/WG80—Probe-Tube Measurements of Hearing Aid Performance �W. A.

Cole�
S3/WG58—Hearing Conservation Criteria

S3 STANDARDS ON BIOACOUSTICS
ANSI S3.1-1999 (R2003) American National Standard Maximum Permis-

sible Ambient Noise Levels for Audiometric Test Rooms
ANSI S3.2-1989 (R1999) American National Standard Method for Measur-

ing the Intelligibility of Speech over Communication Systems

ANSI S3.4-2005 American National Standard Procedure for the Computa-
tion of Loudness of Steady Sound

ANSI S3.5-1997 (R2002) American National Standard Methods for Calcu-
lation of the Speech Intelligibility Index

ANSI S3.6 2004 American National Standard Specification for Audiometers
ANSI S3.7-1995 (R2003) American National Standard Method for Coupler

Calibration of Earphones
ANSI S3.13-1987 (R2002) American National Standard Mechanical Cou-

pler for Measurement of Bone Vibrators
ANSI S3.20-1995 (R2003) American National Standard Bioacoustical Ter-

minology
ANSI S3.21-2004 American National Standard Methods for Manual Pure-

Tone Threshold Audiometry
ANSI S3.22-2003 American National Standards Specification of Hearing

Aid Characteristics
ANSI S3.25-1989 (R2003) American National Standard for an Occluded

Ear Simulator
ANSI S3.35-2004 American National Standard Method of Measurement of

Performance Characteristics of Hearing Aids under Simulated Real-Ear
Working Conditions

ANSI S3.36-1985 (R2006) American National Standard Specification for a
Manikin for Simulated in situ Airborne Acoustic Measurements

ANSI S3.37-1987 (R2002) American National Standard Preferred Earhook
Nozzle Thread for Postauricular Hearing Aids

ANSI S3.39-1987 (R2002) American National Standard Specifications for
Instruments to Measure Aural Acoustic Impedance and Admittance �Aural
Acoustic Immittance�

ANSI S3.41-1990 (R2001) American National Standard Audible Emergency
Evacuation Signal

ANSI S3.42-1992 (R2002) American National Standard Testing Hearing
Aids with a Broad-Band Noise Signal

ANSI S3.44-1996 (R2006) American National Standard Determination of
Occupational Noise Exposure and Estimation of Noise-Induced Hearing
Impairment

ANSI S3.45-1999 American National Standard Procedure for Testing Basic
Vestibular Function

ANSI S3.46-1997 (R2002) American National Standard Methods of Mea-

surement of Real-Ear Performance Characteristics of Hearing Aids

Accredited Standards Committee on Noise,
S12

�R. D. Hellweg, Chair; W. J. Murphy, Vice Chair�
Scope: Standards, specifications, and terminology in the field of acoustical

noise pertaining to methods of measurement, evaluation, and control; in-
cluding biological safety, tolerance and comfort, and physical acoustics as

related to environmental and occupational noise.

S12 Working Groups
S12/Advisory—Advisory Planning Committee to S12 �R. D. Hellweg�
S12/WG3—Measurement of Noise from Information Technology and Tele-

communications Equipment �K. X. C. Man�
S12/WG11—Hearing Protector Attenuation and Performance �E. H. Berger�
S12/WG12—Evaluation of Hearing Conservation Programs �J. D. Royster,

Chair; E. H. Berger, Vice Chair�
S12/WG13—Method for the Selection of Hearing Protectors that Optimize

the Ability to Communicate �D. Byrne�
12/WG14—Measurement of the Noise Attenuation of Active and/or Passive

Level Dependent Hearing Protective Devices �J. Kalb, Chair; W. J. Mur-
phy, Vice Chair�

S12/WG15—Measurement and Evaluation of Outdoor Community Noise
�P. D. Schomer�

S12/WG18—Criteria for Room Noise �R. J. Peppin�
S12/WG23—Determination of Sound Power �R. J. Peppin and B. M.

Brooks, Co-Chairs�
S12/WG31—Predicting Sound Pressure Levels Outdoors �R. J. Peppin�
S12/WG32—Revision of ANSI S12.7-1986 Methods for Measurement of

Impulse Noise �A. H. Marsh�
S12/WG33—Revision of ANSI S5.1-1971 Test Code for the Measurement

of Sound from Pneumatic Equipment �B. M. Brooks�
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S12/WG36—Development of Methods for Using Sound Quality �G. L.
Ebbit and P. Davies, Co-Chairs�

S12/WG38—Noise Labelling in Products �R. D. Hellweg and J. Pope, Co-
Chairs�

S12/WG40—Measurement of the Noise Aboard Ships �S. Antonides, Chair;
S. Fisher, Vice Chair�

S12/WG41—Model Community Noise Ordinances �L. Finegold, Chair; B.
M. Brooks, Vice Chair�

S12/WG43—Rating Noise with Respect to Speech Interference �M. Alex-
ander�

S12/WG44—Speech Privacy �G. C. Tocci, Chair; D. Sykes, Vice Chair�

S12 Liaison Groups
S12/L-1—IEEE 85 Committee for TAG Liaison—Noise Emitted by Rotat-

ing Electrical Machines �Parallel to ISO/TC 43/SC 1/WG 13� �R. G. Bar-
theld�

S12/L-2—Measurement of Noise from Pneumatic Compressors Tools and
Machines �Parallel to ISO/TC 43/SC 1/WG 9� �Vacant�

S12/L-3—SAE Committee for TAG Liaison on Measurement and Evalua-
tion of Motor Vehicle Noise �Parallel to ISO/TC 43/SC 1/WG 8� �R. F.
Schumacher and J. Johnson�

S12/L-4—SAE Committee A-21 for TAG Liaison on Measurement and
Evaluation of Aircraft Noise �J. Brooks�

S12/L-5—ASTM E-33 on Environmental Acoustics �to include activities of
ASTM E33.06 on Building Acoustics, parallel to ISO/TC 43/SC 2 and
ASTM E33.09 on Community Noise� �K. P. Roy�

S12/L-6—SAE Construction-Agricultural Sound Level Committee �I.
Douell�

S12/L-7—SAE Specialized Vehicle and Equipment Sound Level Committee
�T. Disch�

S12/L-8—ASTM PTC 36 Measurement of Industrial Sound �R. A. Putnam,

Chair; B. M. Brooks, Vice Chair�

S12 Inactive Working Groups
S12/WG27—Outdoor Measurement of Sound Pressure Level �G. Daigle�
S12/WG8—Determination of Interference of Noise with Speech Intelligi-

bility �L. Marshall�
S12/WG9—Annoyance Response to Impulsive Noise �L. C. Sutherland�
S12/WG19—Measurement of Occupational Noise Exposure �J. P. Barry and

R. Goodwin, Co-Chairs�
S12/WG29—Field Measurement of the Sound Output of Audible Public-

Warning Devices �Sirens� �P. Graham�
S12/WG 34—Methodology for Implementing a Hearing Conservation Pro-

gram �J. P. Barry�
S12/WG37—Measuring Sleep Disturbance Due to Noise �K. S. Pearsons�

S12 STANDARDS ON NOISE
ANSI S12.1-1983 (R2006) American National Standard Guidelines for the

Preparation of Standard Procedures to Determine the Noise Emission from
Sources

ANSI S12.2-1995 (R1999) American National Standard Criteria for Evalu-
ating Room Noise

ANSI S12.3-1985 (R2006) American National Standard Statistical Methods
for Determining and Verifying Stated Noise Emission Values of Machin-
ery and Equipment

ANSI S12.5-1990 (R1997) American National Standard Requirements for
the Performance and Calibration of Reference Sound Sources

ANSI S12.6-1997 (R2002) American National Standard Methods for Mea-
suring the Real-Ear Attenuation of Hearing Protectors

ANSI S12.7-1986 (R2006) American National Standard Methods for Mea-
surements of Impulse Noise

ANSI S12.8-1998 (R2003) American National Standard Methods for Deter-
mining the Insertion Loss of Outdoor Noise Barriers

ANSI S12.9-1988/Part 1 (R2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 1

ANSI S12.9-1992/Part 2 (R2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 2: Measurement of Long-Term, Wide-Area Sound

ANSI S12.9-1993/Part 3 (R2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 3: Short-Term Measurements with an Observer Present

ANSI S12.9-2005/Part 4 American National Standard Quantities and Pro-
cedures for Description and Measurement of Environmental Sound, Part 4:
Noise Assessment and Prediction of Long-Term Community Response

ANSI S12.9-1998/Part 5 (R2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 5: Sound Level Descriptors for Determination of Compatible
Land Use

ANSI S12.9-2000/Part 6 (R2005) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 6: Methods for Estimation of Awakenings Associated with
Aircraft Noise Events Heard in Homes

ANSI S12.10-2002/ISO 7779:1999 Nationally Adopted International Stan-
dard Acoustics—Measurement of airborne noise emitted by information
technology and telecommunications equipment

ANSI S12.11-2003/Part 1/ISO 10302: 1996 (MOD) American National
Standard Acoustics—Measurement of noise and vibration of small air-
moving devices—Part 1: Airborne noise emission

ANSI S12.11-2003/Part 2 American National Standard Acoustics—
Measurement of Noise and Vibration of Small Air-moving Devices—Part
2: Structure-Borne Vibration

ANSI S12.12-1992 (R2002) American National Standard Engineering
Method for the Determination of Sound Power Levels of Noise Sources
Using Sound Intensity

ANSI S12.13 TR-2002 ANSI Technical Report Evaluating the Effectiveness
of Hearing Conservation Programs through Audiometric Data Base Analy-
sis

ANSI S12.14-1992 (R2002) American National Standard Methods for the
Field Measurement of the Sound Output of Audible Public Warning De-
vices Installed at Fixed Locations Outdoors

ANSI S12.15-1992 (R2002) American National Standard For Acoustics B
Portable Electric Power Tools, Stationary and Fixed Electric Power Tools,
and Gardening Appliances—Measurement of Sound Emitted

ANSI S12.16-1992 (R2002) American National Standard Guidelines for the
Specification of Noise of New Machinery

ANSI S12.17-1996 (R2006) American National Standard Impulse Sound
Propagation for Environmental Noise Assessment

ANSI S12.18-1994 (R2004) American National Standard Procedures for
Outdoor Measurement of Sound Pressure Level

ANSI S12.19-1996 (R2006) American National Standard Measurement of
Occupational Noise Exposure

ANSI S12.23-1989 (R2006) American National Standard Method for the
Designation of Sound Power Emitted by Machinery and Equipment

ANSI S12.30-1990 (R2002) American National Standard Guidelines for the
Use of Sound Power Standards and for the Preparation of Noise Test
Codes

ANSI S12.42-1995 (R2004) American National Standard Microphone-in-
Real-Ear and Acoustic Test Fixture Methods for the Measurement of In-
sertion Loss of Circumaural Hearing Protection Devices

ANSI S12.43-1997 (R2002) American National Standard Methods for Mea-
surement of Sound Emitted by Machinery and Equipment at Workstations
and other Specified Positions

ANSI S12.44-1997 (R2002) American National Standard Methods for Cal-
culation of Sound Emitted by Machinery and Equipment at Workstations
and other Specified Positions from Sound Power Level

ANSI S12.50-2002/ISO 3740:2000 Nationally Adopted International Stan-
dard Acoustics—Determination of sound power levels of noise sources—
Guidelines for the use of basic standards

ANSI S12.51-2002/ISO 3741:1999 Nationally Adopted International Stan-
dard Acoustics—Determination of sound power levels of noise sources
using sound pressure—Precision method for reverberation rooms

ANSI S12.53/1-1999 (R2004)/ISO 3743-1:1994 Nationally Adopted Inter-
national Standard Acoustics—Determination of sound power levels of
noise sources—Engineering methods for small, movable sources in rever-
berant fields—Part 1: Comparison method for hard-walled test rooms

ANSI S12.53/2-1999 (R2004)/ISO 3743-2:1994 Nationally Adopted Inter-
national Standard Acoustics—Determination of sound power levels of
noise sources using sound pressure—Engineering methods for small, mov-
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able sources in reverberant fields—Part 2: Methods for special reverbera-
tion test rooms

ANSI S12.54-1999 (R2004)/ISO 3744:1994 Nationally Adopted Interna-
tional Standard Acoustics—Determination of sound power levels of noise
sources using sound pressure—Engineering method in an essentially free
field over a reflecting plane

ANSI S12.56-1999 (R2004)/ISO 3746:1995 Nationally Adopted Interna-
tional Standard Acoustics—Determination of sound power levels of noise
sources using sound pressure—Survey method using an enveloping mea-
surement surface over a reflecting plane

ANSI S12.57-2002/ISO 3747:2000 Nationally Adopted International Stan-
dard Acoustics—Determination of sound power levels of noise sources
using sound pressure—Comparison method in situ

ANSI S12.60-2002 American National Standard Acoustical Performance
Criteria, Design Requirements, and Guidelines for Schools

ANSI S12.65-2006 American National Standard for Rating Noise with Re-

spect to Speech Interference

ASA Committee on Standards „ASACOS…
ASACOS �P. D. Schomer, Chair and ASA Standards Director�

U. S. Technical Advisory Groups „TAGS… for
International Standards Committees
ISO/TC 43 Acoustics, ISO/TC 43 /SC 1 Noise �P. D. Schomer, U.S. TAG

Chair�
ISO/TC 108 Mechanical Vibration and Shock �D. J. Evans, U.S. TAG

Chair�
ISO/TC 108/SC2 Measurement and Evaluation of Mechanical Vibration

and Shock as Applied to Machines, Vehicles and Structures �A. F. Kil-
cullen and R. F. Taddeo U.S. TAG Co-Chairs�

ISO/TC 108/SC3 Use and Calibration of Vibration and Shock Measuring
Instruments �D. J. Evans, U.S. TAG Chair�

ISO/TC 108/SC4 Human Exposure to Mechanical Vibration and Shock �D.
D. Reynolds, U.S. TAG Chair�

ISO/TC 108/SC5 Condition Monitoring and Diagnostic Machines �D. J.
Vendittis, U.S. TAG Chair�

ISO/TC 108/SC6 Vibration and Shock Generating Systems �G. Booth, U.S.
TAG Chair�

IEC/TC 29 Electroacoustics �V. Nedzelnitsky, U.S. Technical Advisor�

Standards News from the United States
�Partially derived from ANSI Reporter and ANSI Standards Action,

with appreciation�

American National Standards Call for
Comment on Proposals Listed

This section solicits comments on proposed new American National
Standards and on proposals to revise, reaffirm, or withdrawal approval of

existing standards. The dates listed in parenthesis are for information only.

ASA „ASC S2… „Acoustical Society of
America…

�Comment deadline: 8 May 2006�

REAFFIRMATIONS
BSR S2.16-1997 (R200x), Vibratory Noise Measurements and Acceptance

Requirements for Shipboard Equipment �Reaffirmation of ANSI S2.16-
1997 �R2001��

This standard contains guidelines for limiting the machinery and operating
equipment vibration on board ships for the purposes of habitability and
mechanical suitability. The mechanical guidelines result in a suitable en-
vironment for installed equipment and preclude many major vibration
problems such as unbalance, misalignment, or other damage to the ma-
chinery and operating equipment.

BSR S2.26-2001 (R200x), Vibration Testing Requirements and Acceptance
Criteria for Shipboard Equipment �Reaffirmation of ANSI S2.26-2001�

This standard describes procedures for vibration testing of shipboard equip-

ment, specifying amplitude, frequency, and endurance requirements

ASA „ASC S2… „Acoustical Society of America…
�Comment deadline: 15 May 2006�

REVISIONS
BSR S2.70-200x, Guide for the Measurement and Evaluation of Human

Exposure to Vibration Transmitted to the Hand �Revision of ANSI S3.34-
1986 �R1997��

Specifies recommended method for measurement, data analysis, vibration
and health risk assessments, and reporting of human exposure to hand-
transmitted vibration. Specifies format for measurement, data analysis,
vibration and health risk assessments, and reporting of hand-transmitted
vibration, periodic or random, in three orthogonal axes, in the frequency
range from 5.6 to 1400 Hz. Three normative annexes address risk assess-

ments, mitigation, training, and medical surveillance.

REAFFIRMATIONS
BSR S2.48-1993 (R200x), Servo-Hydraulic Test Equipment for Generating

Vibration—Methods of Describing Characteristics �Reaffirmation of ANSI
S2.48-1993 �R2001��

Provides method for specifying the characteristics of servo-hydraulic test
equipment for generating vibration and serves as a guide to the selection
of such equipment. It applies to servo-hydraulic vibration generators and
power amplifiers, individually and in combination. Provides means to as-
sist a prospective user to calculate and compare the performance of equip-
ment provided by two or more manufacturers, even if the vibration gen-

erator and the power amplifier are from different manufacturers.

WITHDRAWALS
ANSI S2.47-1990 (R2001), Vibration of Buildings—Guidelines for the

Measurement of Vibrations and Evaluation of Their Effects on Buildings
�Withdrawal of ANSI S2.47-1990 �R2001��

This standard provides guidelines for the measurement of building vibra-
tions and evaluation of their effects on buildings. It is intended to establish
the basic principles for carrying out vibration measurements and process-
ing data, with regard to evaluating vibration effects on buildings. The
evaluation of the effects of building vibration is primarily directed at struc-
tural response, and includes appropriate analytical methods where the fre-

quency, duration, and amplitude can be defined.

ASA „ASC S3… „Acoustical Society of America…
�Comment deadline: 24 April 2006�

REAFFIRMATIONS
BSR S3.36-1985 (R200x), Specification for a Manikin for Simulated in-situ

Airborne Acoustic Measurements �Reaffirmation of ANSI S3.36-1985
�R2001��

This standard describes a manikin for airborne acoustic measurements. It
comprises a head with external ears and ear canals, and a torso that simu-
lates a median human adult. It is intended primarily as an instrument for
measuring the acoustic gain of hearing aids under simulated in situ con-
ditions. Both geometric and acoustical response descriptions are given.

BSR S3.44-1996 (R200x), Determination of Occupational Noise Exposure
and Estimation of Noise-Induced Hearing Impairment �Reaffirmation of
ANSI S3.44-1996 �R2001��

This standard presents the statistical relationship between noise exposures
and changes in hearing threshold levels for a noise exposed population,
and can be applied to the calculation of the risk of incurring hearing
handicap from sustained daily exposure to noise. It provides guidance to
the measurement of noise exposure. Unlike its ISO counterpart, it allows
assessment of noise exposure using a time/intensity trading relation other

than a 3-dB increase per halving of exposure time.
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ASA „ASC S12… „Acoustical Society of
America…

�Comment deadline: 24 April 2006�
REAFFIRMATIONS
BSR S12.1-1983 (R200x), Guidelines for the Preparation of Standard Pro-

cedures to Determine the Noise Emission from Sources �Reaffirmation of
ANSI S12.1-1983 �R2001��

Standard contains guidelines for preparation of procedures �standards, test
codes, recommended practices, etc.� for determination of noise emission
from sources. Included are general questions that need to be considered
during development of a measurement procedure. Guidelines on the fol-
lowing subjects are included: prefactory material, measurement condi-
tions, measurement operations, data reduction, preparation of a test report,
and guidelines for selection of a descriptor for noise emission.

BSR S12.3-1985 (R200x), Statistical Methods for Determining and Verify-
ing Stated Noise Emission Values of Machinery and Equipment �Reaffir-
mation of ANSI S12.3-1985 �R2001��

This standard defines the preferred methods for determining and verifying
noise emission values for machinery and equipment that are stated in
product literature or labeled by other means.

BSR S12.17-1996 (R200x), Impulse Sound Propagation for Environmental
Noise Assessment �Reaffirmation of ANSI S12.17-1996 �R2001��

Describes engineering methods to calculate propagation of high-energy im-
pulsive sounds through the atmosphere for purposes of assessment of en-
vironmental noise. The methods yield estimates for the mean C-weighted
sound exposure level of impulsive sound at distances between source and
receiver ranging from 1 to 30 km. Equations to estimate standard devia-
tion about the mean C-weighted sound exposure levels are provided. The
methods apply for explosive masses between 50 g and 1000 kg.

BSR S12.19-1996 (R200x), Measurement of Occupational Noise Exposure
�Reaffirmation of ANSI S12.19-1996 �R2001��

The standard presents methods that can be used to measure a person’s noise
exposure received in a workplace. The methods have been developed to
provide uniform procedures and repeatable results for the measurement of
occupational noise exposure.

BSR S12.23-1989 (R200x), Sound Power Emitted by Machinery and Equip-
ment �Reaffirmation of ANSI S12.23-1989 �R2001��

Standard describes a method for expressing the noise emission of machinery
and equipment in a convenient manner. Standard applies to all machinery
and equipment that is essentially stationary in nature and for which overall
A-weighted sound power is a meaningful descriptor of noise emission.
Standard is intended to facilitate preparation of equipment specifications,
labels, or other documentation that expresses in quantitative terms the

noise emission of machinery or equipment.

CEA „Consumer Electronics Association…
�Comment deadline: 5 June 2006�

NEW STANDARDS
BSR/CEA 2010-200x, Standard Method of Measurement for Powered Sub-

woofers �New standard�
This standard defines a method for measuring the audio performance of

powered subwoofer
BSR/CEA 2019-200x, Testing and Measurement Methods for Audio Am-

plifiers �New standard�
This standard defines a method for measuring and reporting the output

power of home and/or professional audio amplifiers, including home the-
ater systems, products with integrated audio amplifiers such as radio re-

ceivers, TV sets, and computers, and stand-alone audio amplifiers.

Projects Withdrawn from Consideration
An accredited standards developer may abandon the processing of a

proposed new or revised American National Standard or portion thereof if it
has followed its accredited procedures. The following projects have been

withdrawn accordingly:

CEA „Consumer Electronics Association…
BSR/CEA 490-B-200x, Standard Test Methods of Measurement for Audio

Amplifiers �New standard�

American National Standards

30 Day Notice of Withdrawal: ANS 5 to 10
years past approval date

In accordance with clause 4.7.1 Periodic Maintenance of American
National Standards of the ANSI Essential Requirements, the following
American National Standards have not been reaffirmed or revised within the
five-year period following approval as an ANS. Thus, they shall be with-
drawn at the close of this 30-day public review notice in Standards Action.
ANSI/ASTM E336-1997, Test Method for Measurement of Airborne Sound

Insulation In Buildings
ANSI/ASTM E596-1997, Test Method for Laboratory Measurement of the

Noise Reduction of Sound-Isolating Enclosures
ANSI/ASTM E1007-1997, Test Method for Field Measurement of Tapping

Machine Impact Sound Transmission through Floor-Ceiling Assemblies
and Associated Support Structures

ANSI/ASTM E1042-1997, Classification for Acoustically Absorptive Ma-
terials Applied by Trowel or Spray

ANSI/ASTM E1050-1997, Test Method for Impedance and Absorption of
Acoustical Materials Using a Tube, Two Microphones and a Digital Fre-
quency Analysis System

ANSI/ASTM E1065-1999, Guide for Evaluating Characteristics of Ultra-
sonic Search Units

ANSI/ASTM E1124-1997, Test Method for Field Measurement of Sound
Power Level by the Two-Surface Method

ANSI/ASTM E1179-1997, Specification for Sound Sources Used for Test-
ing Open Office Components and Systems

ANSI/ASTM E1222-1997, Test Method for Laboratory Measurement of the
Insertion Loss of Pipe Lagging Systems

ANSI/ASTM E1265-1997, Test Method for Measuring Insertion Loss of
Pneumatic Exhaust Silencers

ANSI/ASTM E1289-1997, Specification for Reference Specimen for Sound
Transmission Loss

ANSI/ASTM E1374-1997, Guide for Open Office Acoustics and Applicable
ASTM Standards

ANSI/ASTM E1433-1997, Guide for Selection of Standards on Environ-
mental Acoustics

ANSI/ASTM E1503-1997, Test Method for Conducting Outdoor Sound
Measurements Using a Digital Statistical Analysis System

ANSI/ASTM E1573-1997, Test Method for Evaluating Masking Sound in
Open Offices Using A-Weighted and One-Third Octave Band Sound Pres-
sure Levels

ANSI/ASTM E1617-1997, Practice for Reporting Particle Size Character-
ization Data

ANSI/ASTM E1620-1997, Terminology Relating to Liquid Particles and
Atomization

ANSI/ASTM E1686-1997, Guide for Selection of Environmental Noise
Measurements and Criteria

ANSI/ASTM E1704-1997, Guide for Specifying Acoustical Performance of
Sound-Isolating Enclosures

ANSI/ASTM E1779-1997, Guide for Preparing a Measurement Plan for
Conducting Outdoor Sound Measurements

ANSI/ASTM E1780-1997, Guide for Measuring Outdoor Sound Received

from a Nearby Fixed Source

Project Initiation Notification System „PINS…
ANSI procedures require notification of ANSI by ANSI-accredited

standards developers of the initiation and scope of activities expected to
result in new or revised American National Standards. This information is a
key element in planning and coordinating American National Standards.
The following is a list of proposed new American National Standards or

revisions to existing American National Standards that have been received
from ANSI-accredited standards developers that utilize the periodic main-
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tenance option in connection with their standards. Directly and materially
affected interests wishing to receive more information should contact the

standards developer directly.

IPC „IPC—Association Connecting Electronics
Industries…
BSR/IPC J-STD-001DS-200x, Space Applications Electronic Hardware

Addendum to IPC J-STD-001D �Supplement to ANSI/IPC J-STD-001D-
2005�

This addendum provides additional requirements over those published in
J-STD-001D to ensure the reliability of soldered electrical and electronic
assemblies that must survive the vibration and thermal cyclic environ-
ments getting to and operating in space. Where content criteria are not
supplemented, the Class 3 requirements of IPC J-STD-001D apply.

BSR/IPC WHMA-A-620AS-200x, Space Applications Electronic Hard-
ware Addendum to IPC/WHMA-A-620A �Supplement to ANSI/IPC
WHMA-A-620-2002�

This addendum provides additional requirements over those published in
IPC/WHMA-A-620 to ensure the reliability of soldered electrical and
electronic assemblies that must survive the vibration and thermal cyclic
environments getting to and operating in space. Where content criteria are

not supplemented, the Class 3 requirements of IPC/WHMA-A-620 apply.

SMACNA „Sheet Metal and Air-Conditioning
Contractors’ National Association…
BSR/SMACNA 007-200x, Residential Comfort System Installation Stan-

dards Manual �New standard�
The document will provide installation standards for residential heating,

ventilating, and air conditioning �HVAC� systems. It will include the most
current mechanical and control technology so contractors and designers
can consider design aspects, construct, and install from the simplest to
state-of-the-art HVAC systems. Forced-air heating, heat pumps, automatic
controls and thermostats, flues, vents, sound and vibration, air cleaning,
and other subjects and technologies appropriate for this new century will

be included.

AWWA „American Water Works Association…
BSR/AWWA C750-200x, Transit-Time Flowmeters in Full Closed Conduits

�Revision of ANSI/AWWA C750-2003�
This standard describes transit-time ultrasonic flowmeters for water supply

service application. An ultrasonic flowmeter is a meter that uses acoustic
energy signals to measure fluid velocity. There are currently two distinct
types of ultrasonic flowmeters available: Doppler effect and transit time.
The Doppler-effect meter is used extensively for fluids containing solid
particles or gases, and the transit-time flowmeter is used in a wide variety
of applications in the water industry. Project need: The purpose of this
standard is to provide purchasers, manufacturers, and suppliers with the
minimum requirements for transit-time flowmeters, including components,

performance, calibration, and verification.

Final actions on American National Standards
The standards actions listed below have been approved by the ANSI

Board of Standards Review �BSR� or by an ANSI-Audited Designator, as

applicable.

ASA „ASC S1… „Acoustical Society of America…

REAFFIRMATIONS
ANSI S1.4-1983 (R2006), Specification for Sound Level Meters �Reaffir-

mation of ANSI S1.4-1983 �R2001�� �21 March 2006�
ANSI S1.4a-1985 (R2006), Amendment to ANSI S1.4-1983—Specification

for Sound Level Meters �Reaffirmation of ANSI S1.4a-1985 �R2001�� �21
March 2006�

ANSI S1.6-1984 (R2006), Preferred Frequencies, Frequency Levels, and
Band Numbers for Acoustical Measurements �Reaffirmation of ANSI
S1.6-1984 �R2001�� �21 March 2006�

ANSI S1.8-1989 (R2006), Reference Quantities for Acoustical Levels �Re-
affirmation of ANSI S1.8-1989 �R2001�� �21 March 2006�

ANSI S1.9-1996 (R2006), Instruments for the Measurement of Sound In-
tensity �Reaffirmation of ANSI S1.9-1996 �R2001�� �21 March 2006�

ANSI S1.42-2001 (R2006), Design Response of Weighting Networks for
Acoustical Measurements �Reaffirmation of ANSI S1.42-2001� �21 March
2006�

ANSI S1.15, Part 1-1997 (R2006), Measurement Microphones, Part 1:
Specifications for Laboratory Standard Microphones �Reaffirmation of

ANSI S1.15, Part 1-1997 �R2001�� �21 March 2006�

WITHDRAWALS
ANSI S1.15, Part 1-1997 (R2006), Measurement Microphones, Part 1:

Specifications for Laboratory Standard Microphones �Reaffirmation of

ANSI S1.15, Part 1-1997 �R2001�� �21 March 2006�

ASA „ASC S2… „Acoustical Society of America…

REAFFIRMATIONS
ANSI S2.8-1972 (R2006), Guide for Describing the Characteristics of Re-

silient Mountings �Reaffirmation of ANSI S2.8-1972 �R2001�� �21 March
2006�

ANSI S2.9-1976 (R200x), Nomenclature for Specifying Damping Proper-
ties of Materials �Reaffirmation of ANSI S2.9-1976 �R2001�� �21 March
2006�

ANSI S2.20-1983 (R2006), Estimating Air Blast Characteristics for Single
Point Explosions in Air, with a Guide to Evaluation of Atmospheric Propa-
gation and Effects �Reaffirmation of ANSI S2.20-1983 �R2001�� �21
March 2006�

ANSI S2.24-2001 (R2006), Graphical Presentation of the Complex Modu-
lus of Viscoelastic Materials �Reaffirmation of ANSI S2.24-2001� �21

March 2006�

WITHDRAWALS
ANSI S2.13-Part 1-1996, Mechanical Vibration of Non-Reciprocating

Machines—Measurements on Rotating Shafts and Evaluation—Part 1:
General Guidelines �Withdrawal of ANSI S2.13-Part 1-1996 �R2001�� �21
March 2006�

ANSI S2.41-1985, Mechanical Vibration of Large Rotating Machines with
Speed Range from 10 to 200 rev/s—Measurement and Evaluation of Vi-
bration Severity in situ �Withdrawal of ANSI S2.41-1985 �R2001�� �21

March 2006�

ASA „ASC S12… „Acoustical Society of
America…

REVISIONS
ANSI S12.65-2006, Rating Noise with Respect to Speech Interference �Re-

vision and redesignation of ANSI S3.14-1977 �R1997�� �28 February

2006�

IEEE „ASC C63… „Institute of Electrical and
Electronics Engineers…

REVISIONS
ANSI C63.19-2006, Methods of Measurement of Compatibility between

Wireless Communications Devices and Hearing Aids �Revision of ANSI

C63.19-2001� �6 April 2006�

Standards News from Abroad
�Partially derived from ANSI Reporter and ANSI Standards Action,

with appreciation�
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International Organization for Standardization
„ISO…

Newly Published ISO and IEC Standards
Listed here are new and revised standards recently approved and pro-

mulgated by ISO—the International Organization for Standardization

ISO Standards

ACOUSTICS „TC 43…
ISO 10848-1:2006, Acoustics—Laboratory measurement of the flanking

transmission of airborne and impact sound between adjoining rooms—Part
1: Frame document

ISO 10848-2:2006, Acoustics—Laboratory measurement of the flanking
transmission of airborne and impact sound between adjoining rooms—Part
2: Application to light elements when the junction has a small influence

ISO 10848-3:2006, Acoustics—Laboratory measurement of the flanking
transmission of airborne and impact sound between adjoining rooms—Part
3: Application to light elements when the junction has a substantial influ-
ence

ISO 17201-4:2006, Acoustics—Noise from shooting ranges—Part 4: Pre-

diction of projectile sound

MECHANICAL VIBRATION AND SHOCK „TC
108…
ISO 18436-1/Cor1:2006, Condition monitoring and diagnostics of

machines—Requirements for training and certification of personnel—Part
1: Requirements for certifying bodies and the certification process—
Corrigendum

ISO/DIS 19499, Mechanical vibration—Balancing and balancing
standards—Introduction �22 July 2006�

ISO 20283-3:2006, Mechanical vibration—Measurement of vibration on
ships—Part 3: Preinstallation vibration measurement of shipboard equip-

ment

ISO Draft Standard

ACOUSTICS „TC 43…
ISO/DIS 3382-2, Acoustics—Measurement of room acoustic parameters—

Part 2: Reverberation time in ordinary rooms �3 June 2006�
ISO/DIS 3743-1, Acoustics—Determination of sound power levels and

sound energy levels of noise sources using sound pressure—Engineering
method for small, movable sources in reverberant fields—Part 1: Compari-
son method for a hard-walled test room �8 July 2006�

ISO/DIS 3744, Acoustics—Determination of sound power levels and sound
energy levels of noise sources using sound pressure—Engineering method
for an essentially free field over a reflecting plane �1 July 2006�

ISO/DIS 5130, Acoustics—Measurements of sound pressure level emitted
by stationary road vehicles �6 February 2006�

ISO 7779/DAmd2, Revision of measurement surfaces, procedures for
equipment installation/operation and identification of prominent discrete
tones �10 June 2006�

ISO/DIS 20906, Acoustics—Unattended monitoring of aircraft sound in the

vicinity of airports �9 September 2006�

TECHNICAL SYSTEMS AND AIDS FOR
DISABLED OR HANDICAPPED PERSONS „TC
173…
ISO/DIS 23600, Assistive products for persons with vision impairments and

persons with vision and hearing impairments—Acoustic and tactile signals

for pedestrian traffic lights �15 July 2006�

IEC Draft Standard
88/260/FDIS, Amendment 1 to IEC 61400-11 Ed.2: Wind turbine generator

systems—Part 11: Acoustic noise measurement techniques �12 May 2006�

IEC Technical Specifications

ULTRASONICS (TC 87)
IEC/TS 62306 Ed. 1.0 b: 2006, Ultrasonics—Field characterisation—Test

objects for determining temperature elevation in diagnostic ultrasound

fields

International documents submitted to the U.
S. for vote and/or comment

Some of the documents processed recently by the ASA Standards Sec-
retariat. Dates in parentheses are deadlines for submission of comments and
recommendation for vote, and they are for information only.

U.S. TAG ISO and IEC documents

S1 Systematic Review of ISO12124:2001 “Acoustics–
Procedures for the measurement of real-ear acoustical
characteristics of hearing aids”
Second IEC/CD 60318-1 (29/593/CD)
“Electroacoustics-Simulators of human head and ear-Part
1: Ear simulator for the calibration of supra-aural and
circumaural earphones” �Revision of IEC 60318-1:1998
and IEC 60318-2:1998�

S1/S3 Systematic Review of ISO 8253-3:1996 “Acoustics—
Audiometric test methods—Part 3: Speech audiometry”

S2 Systematic Review of ISO9611:1996 “Acoustics—
Characterization of sources of structure-borne sound with
respect to sound radiation from connected structures—
Measurement of velocity at the contact points of machin-
ery when resiliently mounted”

S12 Systematic Review of ISO532:1975 “Acoustics—
Method for calculating loudness level”
ISO/FDIS17201-2 “Acoustics—Noise from shooting
ranges—Part 2: Estimation of muzzle blast and projectile
sound by calculation”
Systematic Review of ISO 2923:1996 “Acoustics—
Measurement of noise on board vessels”
ISO/DIS3743-1 “Acoustics—Determination of sound
power levels and sound energy levels of noise sources
using sound pressure—Engineering method for small,
movable sources in reverberant fields—Part 1: Compari-
son method for a hard-walled test room”
Systematic Review of ISO3891:1978 “Acoustics—
Procedures for describing aircraft noise heard on the
ground”
Systematic Review of ISO5129:2001 “Acoustics—
Measurement of sound pressure levels in the interior of
aircraft during flight”
Systematic Review of ISO5131:1996 “Acoustics—
Tractors and machinery for agriculture and forestry—
Measurement of noise at the operator’s position—Survey
method”
Systematic Review of ISO9613-2:1996 “Acoustics—
Attenuation of sound during propagation outdoors—Part
2: General method of calculation”
Systematic Review of ISO9614-2:1996 “Acoustics—
Determination of sound power levels of noise sources
using sound intensity—Part 2: Measurement by scan-
ning”
Systematic Review of ISO11689:1996 “Acoustics—
Procedure for the comparison of noise-emission data for
machinery and equipment”
Systematic Review of ISO11690-2:1996 “Acoustics—
Recommended practice for the design of low-noise
workplaces containing machinery—Part 2: Noise control
measures”
Systematic Review of ISO11820:1996 “Acoustics—
Measurements on silencers in situ”
Systematic Review of ISO11957:1996 “Acoustics—
Determination of sound insulation performance of
cabins—Laboratory and in situ measurements”
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U.S. TAG ISO and IEC documents

Systematic Review of ISO12001:1996 “Acoustics—
Noise emitted by machinery and equipment—Rules for
the drafting and presentation of a noise code”
Systematic Review of ISO 14257:2001 “Acoustics—
Measurement and parametric description of spatial sound
distribution curves in workrooms for evaluation of their
acoustical performance”
Systematic Review of ISO 16:1975 “Acoustics—
Standard tuning frequency �standard musical pitch�”
ISO 7779:1999/DAmd 2—Draft Amendment—
Acoustics—Measurement of airborne noise emitted by
information technology and telecommunications
equipment—Amendment 2: Revision of measurement
surfaces, procedures for equipmentinstallation/operation
and identification of prominent discrete tones

U.S. TAG ISO and IEC documents

ISO/DIS20906 “Acoustics—Unattended monitoring of
aircraft sound in the vicinity of airports”
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BOOK REVIEWS
P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers and are
not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to the
review in this section of the Journal and the reviewer will be allowed to respond to the author’s comments. [See
“Book Reviews Editor’s Note,” J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Architectural Acoustics

Marshall Long

Elsevier Academic Press, Burlington MA, 2006. 844 pp. Price: $99.00
(hardcover). ISBN: 0124555519

Architectural Acoustics is a new book that the author suggests is appro-
priate as an undergraduate text. It is in fact much more than this, and while it
includes the type of material one might expect in a textbook, it is also a very
comprehensive compendium of information that would be a valuable resource
for an acoustical consultant. It has a very elegant cover, is printed on good
quality paper, and includes many clearly drawn figures and graphs. The 22
chapters include a broad range of topics that cover both basic fundamentals and
practical design issues. Although titled Architectural Acoustics, the book in-
cludes a wide range of material related to architectural and building acoustics, as
well as related subjects such as environmental noise and sound system design.

The first chapter gives a fascinating run through the history of architectural
acoustics. It is a concise but broad introduction including mention of the his-
torical development of music and theatre as well as purely acoustical issues. For
those who want to read more, there are many references that can be pursued.
This is followed by a chapter on acoustical fundamentals and another on human
perception and reaction to sound. This latter chapter reveals one of the weak-
nesses of this book. There is much of historical interest, such as the work of
French and Steinberg and the Articulation Index �AI�, but no mention of the
Speech Intelligibility Index that replaced AI nearly 10 years ago. There is much
mention of material from the EPA Levels Document �from the early 1970s�, but
little reference to more recent work on the effects of environmental noise. There
are errors too, such as the definition of a rhyme-type speech intelligibility test at
the bottom of page 92. On the other hand, there is invaluable information from
less accessible references such as the 1983 report by Chanaud.

Chapter 4 on acoustics measurements and noise metrics is quite compre-
hensive and includes both indoor and outdoor noise metrics and procedures. It is
at times perhaps too comprehensive, introducing archaic measures without com-
ment. For example, the Noise Pollution Level and the Traffic Noise Index �page
136�, originally developed in the United Kingdom, have long since ceased to be
used because they are not particularly good predictors of human response to
environmental noises. On page 154, it is suggested that a variation of the Speech
Transmission Index should be developed for evaluating sound systems. Such a
measure exists and is referred to as STIpa as defined in the IEC 60268-16
standard.

The inclusion of a chapter on environment noise may at first seem out of
place in a book on architectural acoustics, but most concerns about environmen-
tal noise are to protect people in buildings. I found this chapter a useful addition
that presents much material that is not available in other books. The basics of
noise from moving sources, outdoor propagation, and noise barriers are all pre-
sented. The emphasis is on road traffic noise and aircraft noise, and more fun-
damental issues about outdoor propagation are not so extensively considered.

Chapter 6 goes from the basics of wave acoustics to practical results on the
radiation of sound from loudspeakers. A chapter on the basic principles of sound
absorption, reflection, and transmission at solid surfaces follows. This is again
quite comprehensive and the inclusion of the work of Rindel on reflector panels
is another of several gems of information that the book presents. Rindel’s work
was published in difficult to find conference publications, yet seems to be of
great practical value. This is followed by a chapter on the fundamentals of sound
in enclosed spaces, which serves as an introduction to the acoustics of duct
systems as well as to room acoustics. There is mention of standard reverberation
chamber tests but no discussion of the limitations of these tests.

Two chapters on airborne sound transmission are included. The first intro-
duces the fundamentals and depends heavily on Sharpe’s work; the second dis-
cusses the many practical issues in real buildings. New equations for sound
transmission are developed that include the direct sound component in the re-
ceiving space. This is not the usual approach and there is no discussion as to
how closely a real wall approximates the assumed rigid piston model that is
introduced for the direct sound. There are many tables of sound transmission
loss values in this chapter and in a later chapter on sound transmission through
floors. This is very useful, but I personally would find it easier to appreciate this
information if it were in graphical format.

A good introduction to the basics of vibration and vibration isolation is
given in Chap. 11. This extends to floor vibrations and human perception of
them and also includes an interesting description of tuned mass dampers in large
towers. Chapters follow this on transmission through floor systems, noise in
mechanical systems, and sound attenuation in ducts. These all have an applied
practical focus and include information from a number of other very useful
references.

At this point the book moves on from components and fundamentals to
more complete building systems. The chapter on multifamily buildings includes
much qualitative advice but in many cases there are no quantitative details. A
chapter on office buildings follows and includes much useful information on
speech privacy, much of which is derived from the 1983 report by Chanaud.
There are some inconsistencies and a lack of discussion of conflicting sources of
information. For example, in Table 16.2 AI=0.1 is termed normal privacy, but
in Figs. 16.15 and 16.17 normal privacy corresponds to AI=0.15. This chapter
also includes extensive discussions of various practical issues related to me-
chanical systems in office buildings.

Chapters on speech in rooms, sound systems, and rooms for music follow.
The chapter on speech in rooms contains an incorrect description of the “cock-
tail party effect.” This well-known psychoacoustic phenomenon refers to our
ability to focus listening attention on a single talker in a noisy mix of conver-
sations and background noise, and not to the increase in speech levels in such an
environment. The chapter on sound systems presents a huge amount of practical
information but not necessarily in the form of a step-by-step design process. The
chapter on rooms for music does mention various ‘‘newer’’ room acoustics
measures but does not mention the ISO 3382 standard that includes the defini-
tions of many of these measures. There are a number of specific concert halls
and opera house examples that come from the books by Beranek and Barron.

The various components of multipurpose auditoria are extensively dis-
cussed in the following chapter. This information ranges from key components
such as seating, orchestra shells, and orchestra pits, to obscure details such as
that in some orthodox Jewish synagogues the use of condenser microphones but
not dynamic microphones is acceptable, which is somehow related to ancient
traditions about not lighting fires on the Sabbath. The chapter on studios and
listening rooms includes a very short but interesting history of the development
of audio engineering. This is another chapter where much of the information is
not readily available elsewhere and so is particularly valuable to readers. The
final chapter on room acoustic modeling provides an introduction to a topic that
is currently changing rapidly.

There are a number of small errors in the text including missing references
and incorrectly referenced figures, etc. However, most do not present significant
problems for the reader. Occasionally words are not as precise as one might like
�e.g., on page 68 equal level contours are referred to as equal loudness con-
tours�. In general, the book is well written and explanations are clear and easily
understandable. An impressive 15 pages of useful references are included. How-
ever, of the many references only a very small percentage were published in the
last 10 years. I think this points to a major weakness of the book. It includes an
immense compilation of information but is not as up to date as one might like.
The style and organization of the work leads to some duplication between chap-
ters. However, this makes each chapter a more complete discussion of each topic
with less need to refer to other chapters.

For me the major feature of Architectural Acoustics is the comprehensive
range of useful information compled into one book. The book is particularly
helpful when it reproduces material from several very helpful sources that are
not readily available to most readers. Its weakest points are the shortage of
references to newer material and the tendency to present large amounts of in-
formation from a variety of sources without much discussion of the differences
and connections among the various details. In spite of my nit-picking, the book
is a valuable new contribution and seems to be a bargain for the immense
amount of material it includes.

JOHN BRADLEY
Institute for Research in Construction,
National Research Council,
1200 Montreal Rd.,
Ottawa, K1A 0R6 Canada
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6,954,315

43.20.El NIGHT VISION AND AUDIO SIGNAL
REDUCTION SYSTEM

Richard J. Tracy, assignor to Illinois Tool Works Incorporated
11 October 2005 „Class 359Õ707…; filed 25 June 2004

This patent describes a surface that is said to be nonreflective, or, at
least, diffusive, for a range of wavelengths of both EM and acoustic radia-
tion, including infrared and ultraviolet. For photons, the surface needs only

to appear black, although this may not be easy over the frequency range
quoted. In the preferred embodiment, dimension 40 would be on the order of
0.008 in. It is hard to imagine this surface as having any absorbtive acous-
tical effect at all at audible wavelengths.—DLR

6,962,082

43.20.Tb DEVICE AND METHOD FOR ACOUSTIC
DIAGNOSIS AND MEASUREMENT BY
PULSE ELECTROMAGNETIC FORCE

Mitsuo Hashimoto and Masanori Takanabe, assignors to Amic
Company, Limited

8 November 2005 „Class 73Õ579…; filed in Japan 17 November 2000

This device sends a magnetic pulse into a structure of reinforced con-
crete and detects an acoustic signal produced by the eddy-current response

of the reinforcing materials to the magnetic pulse. The analysis is said to
provide information on the state of corrosion, adhesion, cover depth, and the
diameter of the reinforcing rods.—DLR

6,996,481

43.20.Ye RECONSTRUCTION OF TRANSIENT
ACOUSTIC RADIATION FROM A FINITE OBJECT
SUBJECT TO ARBITRARILY TIME-DEPENDENT
EXCITATION

Sean F. Wu, assignor to Wayne State University
7 February 2006 „Class 702Õ39…; filed 8 January 2004

The patent deals with complex methods of imaging three-dimensional
motion of an object via a scanning microphone array that picks up and
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analyzes the acoustical field generated by the object. A typical display of
such motion is shown in the figure. The technique may be used for many
problems in engineering structural analysis.—JME

6,995,707

43.30.Wi INTEGRATED MARITIME PORTABLE
ACOUSTIC SCORING AND SIMULATOR CONTROL
AND IMPROVEMENTS

Christopher R. Karabin et al., assignors to The United States of
America as represented by the Secretary of the Navy

7 February 2006 „Class 342Õ357.09…; filed 18 March 2004

The system described represents a portable marine scoring and simu-
lation system that can be deployed in an ocean area for marine combat
training. It comprises three or more buoys, each with a GPS receiver, a rf
radio system, an acoustic analysis system, and a microprocessor. The acous-
tic analysis system captures the acoustic signature of some explosive or
nonexplosive ordnance impacting the ocean in the area bounded by the set
of buoys. When an acoustic signature is captured, the rf radio system trans-
mits the time of capture plus the GPS position of the buoy to the system
controller. When three or more buoys transmit a captured acoustic signature,
the system controller computes the location of the ordnance impact. The
system is portable, which allows it to be deployed in any environmentally
suitable area of the ocean and to be recovered for transport and subsequent
use.—WT

6,995,895

43.38.Ar MEMS ACTUATOR FOR PISTON AND TILT
MOTION

Dennis S. Greywall, assignor to Lucent Technologies Incorporated
7 February 2006 „Class 359Õ290…; filed 5 February 2004

This patent discloses the use of flat plates as mechanical levers to
accomplish large excursion drive using short-throw transducers such as pi-
ezoelectric devices. The figure shows one such manifestation of this con-
cept, with two identical pushers 210 side-by-side, acting to tip and/or bend
an upper flexible membrane 250 that they are attached to. The transducers

are embedded in 212a and 212b, and act through mechanical lever arms 210
to effect a tilt in the membrane. One cited advantage for such an arrange-
ment is that the driving elements are in the plane of the wafer they are
fabricated from, allowing a single-wafer fabrication of an out-of-plane
MEMS actuator. A few other designs for such an out-of-plane actuator are
shown and fabrication details are given.—JAH

6,989,921

43.38.Dv MAGNETICALLY ACTUATED MICRO-
ELECTRO-MECHANICAL APPARATUS
AND METHOD OF MANUFACTURE

Jonathan Bernstein et al., assignors to Corning Incorporated
24 January 2006 „Class 359Õ290…; filed 24 August 2001

This patent describes a MEMS mirror array that is actuated electrody-
namically rather than via the usual electrostatic or thermal means. Planar
coils sit above an array of magnets as seen in the figures and current in the
coils is used to tilt the mirrors about two orthogonal gimbals. The gimbals
and coils are machined from a single silicon wafer, which seems to be a
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selling point of this design. The inventors state that this electrodynamic
actuation arrangement is more suitable for low-voltage actuation than the
electrostatic types that have swept the marketplace. Perhaps time will tell
whether there is a niche application for this design. The patent is clearly
written but a little vague on the physical basis for the design.—JAH

6,987,348

43.38.Fx PIEZOELECTRIC TRANSDUCERS

Steven A. Buhler et al., assignors to Palo Alto Research Center
Incorporated

17 January 2006 „Class 310Õ330…; filed 16 September 2003

The inventors describe a piezoelectric laminate transducer that has the
piezoelectric elements on the outside rather than the inside of the assembly,
as is the case in more common types of laminate transducers, e.g., flexten-
sional types. Apparently from the wording of the abstract, the inventors are

aiming for reversible applications, but they afford no evidence that the re-
sulting transducers have high electromechanical coupling constants useful
for reversible applications. The piezoelectric layers are 22 and 60, surround-
ing air gaps 12 and 62 created by shells of insulator 40 and metal intercon-
nect 18. The complexity and bonding issues associated with this design
would seem to be prohibitive. While the patent is clearly written, it is mostly
about the materials and fabrication process.—JAH

6,987,433

43.38.Fx FILM ACOUSTICALLY-COUPLED
TRANSFORMER WITH REVERSE C-AXIS
PIEZOELECTRIC MATERIAL

John D. Larson III and Yury Oshmyansky, assignors to Agilent
Technologies, Incorporated

17 January 2006 „Class 333Õ189…; filed 29 April 2004

This patent discloses an interesting piezoelectric transformer based on
stacked film bulk acoustic wave resonators �FBARs�. The transformer is
intended for cell phone use, as it is operated in the 1–2-GHz frequency
range and the piezoelectric elements are only 700 nm thick. The inventors
describe how they cancel parasitic capacitive coupling between the input
and output circuits by inverting the electrical signal to one half of it and
simultaneously inverting the poling axis to that side, in analogy to the way
that ordinary transformers often have layered, interleaved windings. The
patent is clearly written and informative, but lacking any performance
data.—JAH

6,987,445

43.38.Fx WATER RESISTANT AUDIBLE SIGNAL

George A. Burnett et al., assignors to Mallory Sonalert Products,
Incorporated

17 January 2006 „Class 340Õ387.1…; filed 22 September 2000

Mallory has been manufacturing piezoelectric ‘‘beep’’ generators for
many years. When these are used in exposed locations, water can accumu-
late in the housing and corrode metal parts. Mounting the device face-down

inhibits water accumulation, but may not be the best orientation for acoustic
performance. Adding a layer of porous, water-repellant material 23 to the
sound exit might be a good idea and that is exactly what has been
patented.—GLA

6,990,046

43.38.Fx SONAR TRANSDUCER

Jozef J. Gluszyk, Houston, Texas
24 January 2006 „Class 367Õ174…; filed 15 August 2003

An ultrasonic probe for measuring the level of fluid, solid, or gas
interfaces within some vessel or container comprises a routine piezoelectric
disc mounted at the end of a shaft which is closed by a suitable diaphragm
at the interface end with the vessel. A simple measurement of the travel
times of the radiated acoustic wave and the waves reflected from any of
these interfaces within the vessel provides values for the levels of these
interfaces.—WT

6,995,497

43.38.Fx FILM BULK ACOUSTIC RESONATOR

Kenji Inoue, assignor to TDK Corporation
7 February 2006 „Class 310Õ320…; filed in Japan 29 October 2003

A film bulk acoustic wave resonator is described that is said to have
reduced interelectrode capacitance due to a quarter wave stack 111 and 112
that is interposed in the acoustic wave path. This is not novel, and has been
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done many times as a matter of course, in practice on the mm length scale
during transducer fabrication using ceramic or metal backing plates with
insulating washers. Then again, there could be more here than meets the
eye.—JAH

6,990,209

43.38.Hz HIGH DIRECTIVITY MICROPHONE ARRAY

Martin Reed Bodley et al., assignors to GN Netcom, Incorporated
24 January 2006 „Class 381Õ172…; filed 28 October 2002

The usual handheld cellphone or other digital device normally has a
single microphone, which, due to proximity of the talker, provides sufficient
signal-to-noise ratio for virtually all applications. This patent describes an
array of microphones, positioned in the upper and lower sections of the
fold-down apparatus and thus producing a fairly complex microphone array.
There are 23 drawings attached, but there is no indication of actual perfor-
mance improvement to be expected relative to the traditional approach.—
JME

6,965,679

43.38.Ja EQUALIZABLE ELECTRO-ACOUSTIC
DEVICE USED IN COMMERCIAL PANELS
AND METHOD FOR CONVERTING SAID PANELS

Alejandro José Pedro Lopez Bosio and Hernán Humberto Rojas
Castillo, both of Saragossa, Spain

15 November 2005 „Class 381Õ152…; filed 17 October 2000

A moving-coil motor is attached to wall panels, which is said to turn
the commercial building panels into ‘‘flat radiators of high-fidelity sound
with a response of 40–18,000 Hz �3 dB and an efficiency of 86 dBWm.’’
Although the patent acknowledges some prior art, specifically that of Sound
Advance Systems, other prior art, such as the iceiling line from Armstrong
World Industries �although an Armstrong-type mineral fiber is mentioned�,

the surfeit of patents from NXT, etc., are not mentioned in any way. How the
described motor can provide either the claimed frequency response or the
claimed efficiency is not clearly described. If using basic commercially
available building materials as an audio transducer is of interest to the
reader, the reviewer suggests a search on motors that use magnetostrictive
conversion methods, such as those now available using Terfenol-d.—NAS

6,993,145

43.38.Ja SPEAKER GRILLE FRAME

Christopher Combest, assignor to Multi-Service Corporation
31 January 2006 „Class 381Õ391…; filed 26 June 2003

Speaker grill frames are typically at least 10 mm thick and it is well
known that reflections from the interior edges of the frame can noticeably
degrade high-frequency performance. One solution is to mount the frame on

a step-down shelf so that the top of the frame forms an extension of the
baffle surface. This patent describes an alternative approach in which a
porous frame allows free passage of sound waves, as shown.—GLA

6,993,147

43.38.Ja LOW COST BROAD RANGE
LOUDSPEAKER AND SYSTEM

Godehard A. Guenther, San Francisco, California
31 January 2006 „Class 381Õ407…; filed 31 March 2003

This appears to be a fairly conventional, edge-driven dome that might
be used as a tweeter although the inventor envisions operation down to 200
Hz or so. A rare-earth magnet 10 is mounted in a cast pot 11 and fitted with
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a shaped center pole-piece 12. �There will be a brief pause while loud-
speaker manufacturers chuckle at the term ‘‘low cost.’’� The sole novel
feature appears to be the use of metallic strips bonded to internal flexible
bands 31. These connect one or more voice coils 32a, 32b to fixed terminals
14.—GLA

6,996,243

43.38.Ja LOUDSPEAKER WITH SHAPED SOUND
FIELD

Andrew C. Welker and John Tchilinguirian, assignors to Audio
Products International Corporation

7 February 2006 „Class 381Õ160…; filed 4 March 2003

Inventors have been placing conical reflectors in front of loudspeakers
for more than 50 years. In the case at hand, the reflector is tilted with respect
to the speaker axis, thus producing an asymmetric coverage pattern in the

2–5-kHz band. A stacked, coaxial array can be used to extend the upper-
frequency limit.—GLA

6,970,691

43.38.Si SPORTS HELMET HAVING INTEGRAL
SPEAKERS

Spencer J. Thompson, Newbury, California
29 November 2005 „Class 455Õ344…; filed 28 May 2002

Small loudspeakers 30 are mounted within the liner 12 of a sports
helmet 10. The location of the loudspeakers is said to ‘‘provide audio to the
helmet wearer without blocking surrounding sound, and without affecting

the safety aspect of the helmet,’’ which may be true as long as the level of
the sound from the loudspeakers is not raised to a level that would overcome
the obstruction between the loudspeaker and the helmet wearer’s ears, i.e.,
the helmet wearer’s head.—NAS

6,990,190

43.38.Si METHOD AND SYSTEM FOR REMOTE
TELEPHONE CALIBRATION

Daniel W. Mauney et al., assignors to GN Jabra Corporation
24 January 2006 „Class 379Õ392.01…; filed 27 March 2002

If you buy a hands-free telephone headset and plug it into your desk
base-unit, a number of adjustments must be set manually to achieve satis-
factory operation. These include signal level, speaker volume, and echo
cancellation. This patent describes a user-friendly method for achieving op-
timum settings through remote control via the telephone line. Most of the
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patent consists of a long computer program, followed by 33 patent claims.
Believe it or not, there was a time when all telephone equipment in the
United States was designed to work together and there would have been no
need for such a process.—GLA

6,993,349

43.38.Si SMART RINGER

Paul Martinez and Scott Beith, assignors to Kyocera Wireless
Corporation

31 January 2006 „Class 455Õ456.4…; filed 18 July 2001

A cellular telephone may be used in almost any sonic environment. It
would be desirable to automatically adjust audio and ringing loudness in
response to background noise and a number of patents deal with this prob-
lem. In this case, however, computerized analyses of noise level, frequency
spectrum, and rhythmic variation are performed and an optimum ring signal
is then generated. This would seem to be somewhat self-defeating since the
user is conditioned to respond to a familiar, identifiable signal.—GLA

6,990,205

43.38.Vk APPARATUS AND METHOD FOR
PRODUCING VIRTUAL ACOUSTIC SOUND

Jiashu Chen, assignor to Agere Systems, Incorporated
24 January 2006 „Class 381Õ17…; filed 20 May 1998

The patent deals with the processing of multiple monophonic signals,
via HRTFs, for assignment to specific directions in a binaural headphone/
stereo loudspeaker playback configuration. Applications include ‘‘computer
gaming, 3D audio, stereo sound enhancement, reproduction of multiple
channel sound, virtual cinema sound, and other applications where spatial
auditory perspective of 3D space is desired.’’—JME

6,990,211

43.38.Vk AUDIO SYSTEM AND METHOD

Jeffrey C. Parker, assignor to Hewlett-Packard Development
Company, L.P.

24 January 2006 „Class 381Õ310…; filed 11 February 2003

This patent is one of many that deal with adjustment of playback
parameters in a surround-sound loudspeaker array to match the position and
orientation of a given listener. Presumably, the operant factors of signal
panning, signal level, signal delay, and signal equalization are embodied
here.—JME

6,996,239

43.38.Vk SYSTEM FOR TRANSITIONING FROM
STEREO TO SIMULATED SURROUND SOUND

Bradley C. Wood, assignor to Harman International Industries,
Incorporated

7 February 2006 „Class 381Õ17…; filed 2 May 2002

Given a standard home or business computer setup with stereo loud-
speakers and a single subwoofer, it is proposed that multiple audio inputs
can be selectively, and continuously, varied from mono, through stereo, to

simulated surround sound presentation—all via manipulation of relative lev-
els, equalization, delay, and HRTFs. The figure shows basically how this is
done. Note that variable elements 318, 324, and 330 are essential to the
process.—JME

6,957,581

43.40.Le ACOUSTIC DETECTION OF
MECHANICALLY INDUCED CIRCUIT DAMAGE

Peter Gilgunn, assignor to Infineon Technologies Richmond, LP
25 October 2005 „Class 73Õ587…; filed 29 October 2003

The described system would detect abnormalities in the transmission
of an acoustic signal in order to detect cracks or other faults in the silicon
wafer during a semiconductor manufacturing process. Curiously, the patent
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deals almost exclusively with mechanical details, such as transducer place-
ment. Signal analysis is not mentioned.—DLR

6,987,227

43.40.Le WEIGHT DETECTING APPARATUS WITH
VIBRATIONAL SENSORS ATTACHED TO
BOTH THE FREE END AND THE FIXED END OF
THE LOAD CELL

Yukio Wakasa, assignor to Ishida, Company, Limited
17 January 2006 „Class 177Õ25.13…; filed in Japan 2 April 2003

A load cell 31 is to determine the weight of an object X moving along
a conveyor belt 12. The conveying system is supported on a frame 11 and
driven by a motor 25. Load cells 32, capped with a known mass 34, and
attached to the support 13, generate a signal that corresponds to the support

vibrations. Similarly, load cell 33, capped with mass 35, and attached to the
conveyor frame 11, produces a signal that corresponds to the conveyor
frame vibrations, including those due to the drive motor. The signals derived
from these two mass-capped load cells are combined with that from the
primary load cell 31 for better determination of the weight.—EEU

6,995,633

43.40.Sk MICROMACHINE VIBRATION FILTER

Kunihiko Nakamura and Yoshito Nakanishi, assignors to
Matsushita Electric Industrial Company, Limited

7 February 2006 „Class 333Õ186…; filed in Japan 13 February 2002

The inventor discloses several types of resonant detectors for convert-
ing electrical signals into laser or capacitance modulation via the electric-
field-induced motion of mechanical resonators. In one representative em-
bodiment, the electrical signal is applied to stripline 1 which is bridged by a
set of mechanical resonator filters 5. These mechanical filters then suppos-
edly move in response to the �current? or voltage?� signals on the stripline,
causing induced currents in the amplifier 7a. How this works is hard to see,
because there are no electrostatic or magnetic biases applied or mentioned in

the text. There are also no piezoelectric or other electromechanical transduc-
ers mentioned, though at one point, it is mentioned that the columns are
affected by the electric fields in the transmission line. The whole discussion
is so vague and muddled that it is incomprehensible and the reader is left
puzzled. It is best to pass this one by.—JAH

6,991,077

43.40.Tm VIBRATION DAMPING DEVICE

Hajime Maeno and Katsuhiko Katagiri, assignors to Tokai
Rubber Industries, Limited

31 January 2006 „Class 188Õ380…; filed in Japan 28 September
2001

This patent describes dynamic absorbers in which several masses are
mounted resiliently in an elastically supported frame. In one embodiment, a
frame 22 contains three cylindrical cavities in which are mounted cylindrical
masses 20. The frame is supported on a leaf spring 80, attached to vibrating
object 88. The masses rest on elastomeric elements 150 and are cushioned

by elastomeric sleeves 140 and 142, which fit around the masses, but have
some clearance between them and the walls of the cavities in which they are
located, including at the tops of the masses. Thus, the masses can move
vertically on their supports at small amplitudes and also can impact against
the cavity walls at larger amplitudes.—EEU

6,987,346

43.58.Kr ENERGY TRAP TYPE PIEZOELECTRIC
RESONATOR COMPONENT

Mitsuhiro Yamada et al., assignors to Murata Manufacturing
Company, Limited

17 January 2006 „Class 310Õ320…; filed in Japan 3 June 2003

This patent describes an ‘‘energy trapping’’ resonator design that
works on the third harmonic of the thickness resonance of a piezoelectric
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plate. The exploded view shows the essentials: piezo plate 2 is electroded in
an elliptical pattern 4 on its top and bottom. The elliptical pattern aids in
energy trapping to increase the Q of the resonator, while, at the same time,
clamping and gluing around the edges causes suppression of the fundamen-
tal resonance mode. The patent is concise and well written, but lacking in
details of energy trapping.—JAH

6,987,347

43.58.Kr PIEZOELECTRIC RESONATOR
COMPONENT

Masakazu Yoshio et al., assignors to Murata Manufacturing
Company, Limited

17 January 2006 „Class 310Õ320…; filed in Japan 30 May 2003

This patent is very similar to United States Patent 6,987,346, reviewed
above. It differs only in that it explains the use of certain electrode geom-
etries to suppress the fundamental-mode resonance. The inventors conclude
here that circular electrodes are useful, whereas the previously referenced
patent asserted that elliptical electrodes were optimal. Stay tuned for the
sequel.—JAH

6,992,424

43.58.Wc PIEZOELECTRIC VIBRATOR LADDER-
TYPE FILTER USING PIEZOELETRIC
VIBRATOR AND DOUBLE-MODE PIEZOLECTRIC
FILTER

Yukinori Sasaki et al., assignors to Matsushita Electric Industrial
Company, Limited

31 January 2006 „Class 310Õ360…; filed in Japan 19 February 2001

This patent discloses the use of lithium tantalate as a useful material
for high-stability piezoelectric resonators. The inventors use the anisotropic
crystalline behavior to advantage by rotating the crystalline axis about the

electric field direction to get a zero temperature coefficient. Along with that,
they disclose a similar arrangement suited for use with ladder filter net-
works. The figure shows an embodiment of this design, which is really quite
normal in all respects but the material used.—JAH

6,987,949

43.60.Dh WIRELESS MICROPHONE SYSTEM,
VOICE RECEIVING APPARATUS, AND WIRELESS
MICROPHONE

Shohei Taniguchi and Kenji Matsumoto, assignors to Matsushita
Electric Industrial Company, Limited

17 January 2006 „Class 455Õ62…; filed in Japan 31 October 2001

Despite continuing government restrictions on available bandwidth
and power output, modern wireless microphone technology has attained
broad acceptance in virtually all areas of communications and sound rein-
forcement. This patent extends the range of application to two-way linking

of each microphone with the target receiver, enabling useful communication
and instructions from the receiving position to each microphone. Such
housekeeping data as connection integrity, operating levels, and the like can
be relayed to the users, as needed.—JME
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6,987,856

43.60.Fg BINAURAL SIGNAL PROCESSING
TECHNIQUES

Albert S. Feng et al., assignors to Board of Trustees of the
University of Illinois

17 January 2006 „Class 381Õ92…; filed 16 November 1998

This complex patent describes a two-microphone array for ‘‘zeroing
in’’ on a targeted on-axis sound source, simultaneously minimizing noise
from off-axis sources. This is accomplished by sequentially delaying the

samples and analyzing them in several frequency bands, ultimately reducing
the noise components to an acceptable level. The technique has obvious
application for the hearing-impaired, using microphones positioned, left and
right, in a set of spectacle frames.—JME

6,996,244

43.66.Pn ESTIMATION OF HEAD-RELATED
TRANSFER FUNCTIONS FOR SPATIAL SOUND
REPRESENTATIVE

Malcolm Slaney et al., assignors to Vulcan Patents LLC
7 February 2006 „Class 381Õ303…; filed 6 August 1999

The HRTFs for a subject can be derived from the set of HRTFs for a
generic model, as compared to the complex differential HRTFs for that

subject. This method simplifies the measurement process and has been noted
earlier. The figure shows the basic analysis model.—JME

6,992,592

43.66.Ts RADIO FREQUENCY IDENTIFICATION
AIDING THE VISUALLY IMPAIRED WITH SOUND
SKINS

Michael Gilfix and Jerry Walter Malcolm, assignors to
International Business Machines Corporation

31 January 2006 „Class 340Õ825.19…; filed 6 November 2003

This electronic traveler aid �ETA� for a visually impaired person uses
radio frequency identification �RFID� to identify objects and let the user

know what the objects are through audio prompts. The ETA stores a record-
ing of a sound representing at least one attribute of an object having a RFID
tag. Receipt of an appropriate RFID code retrieves the recording from stor-
age and plays the recording through an audio interface of the ETA. The
sound recordings may be stored locally or remotely and may be indexed and
retrieved from storage according to a RFID code, a classification code for
the object, and a type code �a sound skin identifier� for the recording.—DRR
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6,993,142

43.66.Ts HEARING AID

Lourens George Bordewijk, assignor to Audilux Science B.V.
31 January 2006 „Class 381Õ323…; filed in the Netherlands 3 De-

cember 1999

The sound output channel of a deep-fitting hearing aid is said to be
more resistant to plugging due to ear-canal secretions by means of a two-
piece housing. A battery chamber serves as a buffer between the secretions

and the sound outlet. One end of a flexible tube is placed on the loudspeaker
output and the other end opens into the battery chamber.—DAP

6,993,474

43.66.Ts INTERACTIVE CONVERSATIONAL
SPEECH COMMUNICATOR METHOD AND SYSTEM

David G. Curry, Sedalia and Jason R. Curry, Kansas City, both of
Missouri

31 January 2006 „Class 704Õ3…; filed 17 May 2001

This device was developed with the view to changing the way hearing-
impaired individuals communicate on a global scale by using an interactive
Speech Communicator �sComm� system. The device may also be used by
speakers of a foreign language. Using the sComm system, the hearing- or
speaking-impaired user would be able to converse seamlessly without a
translator and businessmen of different cultures and languages would be
able to converse in conference rooms around the world without a human
interpreter. The sComm system includes a custom laptop configuration hav-
ing a two-sided display screen, a keyboard on each side of the screen, and a

translation system for translating text from the original language into an-
other language. The display screen will also have a split configuration, i.e.,
a double screen depicting chat boxes, each chat box dedicated to a user.—
DRR

6,996,438

43.66.Ts ENVELOPE-BASED AMPLITUDE
MAPPING FOR COCHLEAR IMPLANT STIMULUS

Andrew W. Voelkel, assignor to Advanced Bionics Corporation
7 February 2006 „Class 607Õ56…; filed 14 October 2003

A log mapping of the current levels for stimulation of an electrode
array in multiple frequency bands is obtained using an envelope-based
amplitude-

mapping technique. A compressive function transforms a decimated enve-
lope that is derived from multiple bandpass-filter outputs.—DAP

6,981,569

43.66.Vt EAR CLIP

Paul J. Stilp, Aliquippa, Pennsylvania
3 January 2006 „Class 181Õ129…; filed 22 April 2003

With two fingers, reach behind your earlobe, push it up, and pinch,
trying to seal the external auditory canal. This is the principle behind the
EAR CLIP. One wonders how to determine the NRR of this device.—JE

6,993,144

43.66.Yw INSERT EARPHONE ASSEMBLY FOR
AUDIOMETRIC TESTING AND METHOD
FOR MAKING SAME

Donald L. Wilson and Steven J. Iseberg, assignors to Etymotic
Research, Incorporated

31 January 2006 „Class 381Õ380…; filed 28 September 2000

A receiver �speaker� in a housing is driven by electrical signals from
an audiometer and is acoustically coupled via a tube-nipple assembly to a
flexible tube attached to a flexible eartip. An acoustic damper is located in

the inner portion of the tube nipple to cancel low-frequency resonance. An
angled configuration of the tube nipple allows the housing to hang from the
ear.—DAP
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6,961,695

43.70.Jt GENERATING HOMOPHONIC
NEOLOGISMS

Stephen Graham Copinger Lawrence, assignor to International
Business Machines Corportion

1 November 2005 „Class 704Õ10…; filed in the United Kingdom 26
July 2001

This mechanism �computer program� generates new words which
sound the same as an existing word. For example, given ‘‘was,’’ the system
is said to produce ‘‘waz,’’ ‘‘woz,’’ ‘‘whaz,’’ and ‘‘whoz.’’ An occurrence
table allows the system to decide that ‘‘woz’’ would be the ‘‘most likely’’
spelling. There is no mention of why anyone would want to do this.—DLR

6,954,726

43.72.Ar METHOD AND DEVICE FOR ESTIMATING
THE PITCH OF A SPEECH SIGNAL USING A
BINARY SIGNAL

Cecilia Brandel and Henrik Johannisson, assignors to
Telefonaktiebolaget L M Ericsson „Publ…

11 October 2005 „Class 704Õ217…; filed in the European Patent
Office 6 April 2000

This patent appears to disclose a completely standard run-of-the-mill
LPC-autocorrelation pitch tracker, presented with a minimum of obscurative
hand waving. The one possible novelty is that the well-known autocorrela-
tion method is combined with an equally well known single-bit implemen-
tation of the correlation signal.—DLR

6,990,447

43.72.Ew METHOD AND APPARATUS FOR
DENOISING AND DEVERBERATION USING
VARIATIONAL INFERENCE AND STRONG SPEECH
MODELS

Hagai Attias et al., assignors to Microsoft Corportion
24 January 2006 „Class 704Õ240…; filed 15 November 2001

The idea here is to move beyond the typical adaptive filtering scheme
and somehow base denoising adaptation on what the speech is actually
doing during the frame sequence. A probability distribution for speech
model parameters �linear-predictive modeling is suggested� is used to iden-
tify a statistical distribution of denoised values for these parameters by
adjusting the latter to improve a variational inference to better approximate
the joint distribution of the speech model and the denoised values given the
noisy signal. The variation of an ‘‘improvement function’’ is used to ap-
proximate this posterior joint probability because the perfect solution is
intractable. It is suggested to employ this technique during the expectation
step of an E-M model training run. Specific methods and equations are
provided within.—SAF

6,993,480

43.72.Ew VOICE INTELLIGIBILITY ENHANCEMENT
SYSTEM

Arnold I. Klayman, assignor to SRS Labs, Incorporated
31 January 2006 „Class 704Õ226…; filed 3 November 1998

This patent provides an extensive amount of text and diagrams in the
description of a system that is really rather simple. A speech enhancer is
envisioned for public-address systems, etc., in which the signal is filtered
through a transfer function that approximates the complement to the
Fletcher-Munson curves, which quantify the frequency filtering that is per-
formed by the average human auditory system. The signal is subject to fairly
flat-response amplification when the signal volume is low, but moving more

toward de-emphasizing the low and ultra-high frequencies as the signal vol-
ume gets louder in order to preserve the intelligible range while limiting the
overall sound power to reduce ear strain.—SAF

6,996,524

43.72.Ew SPEECH ENHANCEMENT DEVICE

Ercan Ferit Gigi, assignor to Koninklijke Philips Electronics N.V.
7 February 2006 „Class 704Õ226…; filed in the European Patent

Office 9 April 2001

This patent suggests yet another technique �there have been a number
of these in the past year� for performing frequency-domain noise reduction
of speech. The technique is provided in some detail, yet the patent speaks
for itself in saying ‘‘the �background noise subtractor� is basically a fre-
quency domain adaptive filter.’’ Each successive signal frame is filtered, but
since the filter characteristics may change, an overlap-add scheme is em-
ployed to prevent discontinuities at frame boundaries. Although the filter
updating procedure is fully disclosed, how it is initialized �i.e., what is the
background noise of the first frame� is unclear.—SAF

6,996,526

43.72.Fx METHOD AND APPARATUS FOR
TRANSCRIBING SPEECH WHEN A PLURALITY OF
SPEAKERS ARE PARTICIPATING

Sara H. Basson et al., assignors to International Business
Machines Corporation

7 February 2006 „Class 704Õ231…; filed 2 January 2002

A method is described for applying standard speech recognition ap-
proaches in the service of transcribing a conference or other situation in-
volving numerous speakers. For known speakers, a different speech-
recognition system for each speaker is to be employed, each using an
appropriate distinct speaker model. In one variation, speakers are identified
in the signal using referenced prior-art techniques, and the correct speech-
recognition system is then invoked. In another variation, all systems simul-
taneously decode the speech, and the one with the highest confidence score
can be presumed to be that corresponding to whoever actually spoke.—SAF

6,987,418

43.72.Gy SOUND SIGNAL GENERATING
APPARATUS AND METHOD FOR REDUCING POP
NOISE

Il Joong Kim and Goog Chun Cho, assignors to Samsung
Electronics Company, Limited

17 January 2006 „Class 330Õ10…; filed in the Republic of Korea 2
May 2003

To prevent overshoots during power on and power off, transitions of a
first pulse signal are delayed so as to not overlap with transitions of a second

pulse signal. Reduced-width pulses are used in conjunction with a synchro-
nized mute circuit and are the last pulse signals received by the pulse-width-
modulating output amplifier prior to power turnoff.—DAP
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6,959,279

43.72.Ja TEXT-TO-SPEECH CONVERSION SYSTEM
ON AN INTEGRATED CIRCUIT

Geoffrey Bruce Jackson et al., assignors to Winbond Electronics
Corporation

25 October 2005 „Class 704Õ258…; filed 26 March 2002

This patent describes a single-chip speech storage system originally
patented by Information Storage Devices, later known simply as ISD. That
company was later purchased by the present assignee, which, in turn, has
developed a number of new applications for the storage technology. The

multilevel storage technology MLS consists of storing an analog speech
sample in each memory cell of a flash or other memory system. Samples can
be stored with an analog accuracy corresponding to roughly eight bits of
resolution.—DLR

6,961,704

43.72.Ja LINGUISTIC PROSODIC MODEL-BASED
TEXT TO SPEECH

Michael S. Phillips et al., assignors to Speechworks International,
Incorporated

1 November 2005 „Class 704Õ268…; filed 31 January 2003

This is a prosody generator model intended for use with a speech
synthesizer. In preparation, a marked training-data set is used to construct
and catalog pitch, energy, and duration prototypes for various stress-marked

syntactic structures. During a symbolic markup phase of input text process-
ing, syntactic structure is used to assign a single stress level to selected
syllables. The parameter prototypes are then searched for the most nearly
applicable fit and synthesis-parameter sequences are generated.—DLR

6,989,740

43.72.Ja ADVANCED AUDIO SAFETY APPARATUS

Joseph A. Tabe, Silver Spring, Maryland
24 January 2006 „Class 340Õ463…; filed 13 February 2002

This patent suggests broadcasting a spoken warning from vehicles dur-
ing dangerous situations, most typically truck reversing and school bus un-
loading. Going beyond the ubiquitous ‘‘beep-beep’’ of today, the recorded
human voice will convey the message ‘‘Attention! Please stand clear, this
refuse truck is backing.’’ Similarly, school buses will preferably intone:
‘‘Please stop at 25 feet; this vehicle is coming to a complete stop.’’—SAF

6,961,705

43.72.Ne INFORMATION PROCESSING
APPARATUS, INFORMATION PROCESSING
METHOD, AND STORAGE MEDIUM

Seiichi Aoyagi et al., assignors to Sony Corporation
1 November 2005 „Class 704Õ275…; filed in Japan 25 January 2000

Intended for Internet browser operation, and, more specifically, as a
means to collect user information to produce more relevant search results,
this system would recognize the user’s speech, perform a linguistic analysis,
update a user-information database, and consult a dialog-management unit
to construct replies. The single independent claim requires that the system
track and maintain records of the length of time during which the input
contains references to particular topics. These records form the basis of the
user-information database.—DLR

6,990,179

43.72.Ne SPEECH RECOGNITION METHOD OF
AND SYSTEM FOR DETERMINING THE STATUS OF
AN ANSWERED TELEPHONE DURING THE
COURSE OF AN OUTBOUND TELEPHONE CALL

Lucas Merrow et al., assignors to Eliza Corporation
24 January 2006 „Class 379Õ69…; filed 31 August 2001

In order for service providers to be more efficient in contacting cus-
tomers via automatic telephone calls, a speech recognition system deter-
mines if a live person answers the telephone, and, if so, if the target person
has answered. If an answering machine or another person is detected, a
prerecorded message is left for the target person.—DAP

6,996,519

43.72.Ne METHOD AND APPARATUS FOR
PERFORMING RELATIONAL SPEECH
RECOGNITION

Horacio E. Franco et al., assignors to SRI International
7 February 2006 „Class 704Õ9…; filed 28 September 2001

The proposal here has a hallmark of ingenuity, namely that it seems
like too good an idea for everyone to have overlooked until now. The typical
multipass speech-recognition scheme is altered by performing a database
search with the initial pass results, with the goal of obtaining a variety of
information about the indicated vocabulary domain. This information can
then be used to select a more appropriate language model or acoustic models
to be applied during subsequent recognition passes, thereby reducing the
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search space and, it is hoped, improving recognition accuracy �though no
validation is reported�. The examples include recognition of street addresses,
where, if a city name is recognized on the first pass, subsequent search
passes can then be restricted to models of the street names in that area.—
SAF

6,996,525

43.72.Ne SELECTING ONE OF MULTIPLE SPEECH
RECOGNIZERS IN A SYSTEM BASED ON
PERFORMANCE PREDECTIONS RESULTING FROM
EXPERIENCE

Steven M. Bennett and Andrew V. Anderson, assignors to Intel
Corporation

7 February 2006 „Class 704Õ231…; filed 15 June 2001

A method is proposed for selecting the most appropriate speech rec-
ognizer for an application �e.g., dictation� from multiple speech recognizers.

A predictor controls the routing of the input stream to the enabled recog-
nizer. The predictor may use a recognizer confidence measure and compu-
tational requirements to select a recognizer and track performance over
time.—DAP

6,990,446

43.72.Pf METHOD AND APPARATUS USING
SPECTRAL ADDITION FOR SPEAKER
RECOGNITION

Xuedong Huang and Michael D. Plumpe, assignors to Microsoft
Corporation

24 January 2006 „Class 704Õ240…; filed 10 October 2000

A problem for speaker recognition algorithms is often created by
simple mismatches between training and test signal environments, in par-
ticular, different levels of background noise. This ingenious little idea pro-
poses to avoid known problems with prior ‘‘spectral subtraction’’ attempts to
match a test signal to a training signal, by instead matching the signals by
adding to the mean and variance of multiple frequency components in both
training and test signals. Since no spectral subtraction is ever performed, no
important information can be lost.—SAF

6,988,993

43.80.Qf BIOPHYSICAL SENSOR

Colin Edward Sullivan and Ricardo Bianchi, assignors to
Australian Centre for Advanced Medical Technology Limited

24 January 2006 „Class 600Õ528…; filed in Australia 22 June 2000

This is a biophysical sound-detecting sensor designed to yield a sensed
output and provide two or more separate signal processing paths for pro-
cessing the sensed outputs into output signals. The output signals can, for

example, relate to specific frequency bands within the raw biological data.
One embodiment of this device is an electronic stethoscope in which the
sensing element is a PVDF �a polymer with piezoelectric properties� mem-
brane. The signal processing entails an operational amplifier connected to
the PVDF membrane, followed by a unity-gain buffer amplifier to allow a
direct connection to headphones.—DRR

6,990,976

43.80.Qf ASTHMA DRUG INHALER WITH WHISTLE

Akihiko Miyamoto, Ibaraki, Japan
31 January 2006 „Class 128Õ200.23…; filed in Japan 22 October

2002

A whistle is incorporated into an asthma drug inhaler to indicate that
inhalation is properly done. The whistle is attached to a small opening for
the air intake which may be part of a mouthpiece located on an inhalation

passage of a finely powdered drug. The whistle makes a sound when the
inhalation is properly executed, but this may constitute an annoying factor
when the inhaler is used in quiet surroundings.—DRR

6,986,740

43.80.Vj ULTRASOUND CONTRAST USING
HALOGENATED XANTHENES

H. Craig Dees et al., assignors to Xantech Pharmaceuticals,
Incorporated

17 January 2006 „Class 600Õ458…; filed 9 December 2002

The primary active component in this contrast agent is a halogenated
xanthene such as Rose Bengal or a halogenated xanthene derivative such as
a functional derivative of Rose Bengal.—RCW
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6,988,990

43.80.Vj AUTOMATIC ANNOTATION FILLER
SYSTEM AND METHOD FOR USE IN ULTRASOUND
IMAGING

Lihong Pan et al., assignors to General Electric Company
24 January 2006 „Class 600Õ437…; filed 29 May 2003

An ultrasound image is annotated using a keyboard or a method of
speech recognition to select from a vocabulary words that describe the
anatomy in the image.—RCW

6,988,991

43.80.Vj THREE-DIMENSIONAL ULTRASOUND
IMAGING METHOD AND APPARATUS
USING LATERAL DISTANCE CORRELATION
FUNCTION

Nam Chul Kim et al., assignors to Medison Company, Limited
24 January 2006 „Class 600Õ443…; filed in the Republic of Korea 11

May 2002

The distance is estimated between consecutive b-scan images that are
obtained by manual scanning. Using the estimated distance, the sequence of
images is converted into a three-dimensional format. The resulting three-
dimensional image is displayed.—RCW
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Polymer acoustic matching layer for broadband
ultrasonic applications (L)

Hironori Tohmyoha�

Department of Nanomechanics, Tohoku University, Aoba 6-6-01, Aramaki, Aoba-ku,
Sendai 980-8579, Japan

�Received 6 January 2006; revised 19 April 2006; accepted 21 April 2006�

A polymer acoustic matching layer has been designed that can act as a frequency filter between
water and a test sample, and a method for controlling the high-frequency components of broadband
ultrasound by using the designed layer is described. Acoustic imaging of a silicon-bonding sample
using a very-low-scale matching layer fabricated from poly�vinylidene chloride� is demonstrated, in
which the air gaps between the layer and the sample are evacuated. The experimental results show
that the layer, which was designed for signal amplification, works as a broadband filter, as predicted,
as well as offering protection against water for dry acoustic imaging. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2205127�

PACS number�s�: 43.35.Sx, 43.35.Yb, 43.35.Zc �TDM� Pages: 31–34

I. INTRODUCTION

Acoustic microscopy/imaging has been a standard tool
for the nondestructive detection and evaluation of defects in
samples and for characterizing material.1,2 The recent trend
toward micro- and nano-technologies demands higher reso-
lution and also cross-sectional images with higher signal-to-
noise ratio in advanced samples, e.g., microelectronic
packages.3–5 Pushing the operating frequency of acoustic de-
vices up to the gigahertz range, and also the realization of
broadband ultrasound,6 have been shown to be effective in
improving spatial resolution, and sometimes the resolution
that can be achieved is superior to that of an optical
microscope.7,8 However, the penetration depth of the high-
frequency components of ultrasound is shallow, and the area
that can be evaluated is limited to only the surface or the
subsurface. Moreover, conventional acoustic microscopy/
imaging has suffered from an inherent problem, i.e., immer-
sion of the sample in water, which imposes a limitation on
the samples that can be analyzed.

Several techniques, e.g., the capacitance transducer,9,10

the electromagnetic acoustic transducer,11 and laser
ultrasound,12,13 are able to generate and receive ultrasound
without using a liquid medium, but these techniques are re-
stricted in their ability to transmit high-frequency, broadband
ultrasound. The development of dry techniques has recently
been reported, in which the transduction of high-frequency
ultrasound is accomplished via a solid layer such as a poly-

mer or an elastomeric layer, and the acoustic imaging of
electronic packages has been successfully achieved by these
dry technologies.14 Furthermore, it has been discovered ex-
perimentally that the signal intensity of ultrasound transmit-
ted via a solid layer sometimes exceeds that achieved by
water immersion due to the ultrasonic resonance that occurs
between water, the layer, and the sample.4,15 Desilets et al.
have reported a design method for producing acoustic thin-
disk transducers, which is based on the use of quarter-wave
matching layers between a piezoelectric material and the
acoustic load, and the validity of their method has been veri-
fied by the experiments using ultrasound of up to several
MHz in frequency.16 Today, this method is widely used to
design piezoelectric transducers for medical imaging.

In this letter, the frequency characteristic of a very-low-
scale polymer layer inserted between water and a test sample
is derived theoretically around a resonance frequency for
broadband high-frequency ultrasonic applications. An acous-
tic microscopy concept utilizing the ultrasonic resonance be-
tween water, the layer, and the sample is also shown, in
which the designed polymer layer realizes signal amplifica-
tion as an example of frequency control for broadband ultra-
sound, as well as offering protection against water. As ex-
pected, it was confirmed experimentally that the designed
layer works well as a frequency filter over a wide frequency
range between 20 and 100 MHz.

II. DESIGN OF THE ACOUSTIC MATCHING LAYER

Let us consider a transmission system comprised of wa-
ter, the polymer layer, and the sample, where their acoustica�Electronic mail: tohmyoh@ism.mech.tohoku.ac.jp
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impedances are denoted by ZW�=1.51 MNm−3 s�, ZL, and ZS,
respectively. For plane acoustic waves of frequency � that
are normally incident on a planar layer, the echo transmit-
tance of the three media, T1, is given in Ref. 17, and it takes
its maximum value at ZL= �ZWZS�0.5, and at a layer thickness
given by

d = �cL/4�r�h , �1�

where cL is the longitudinal wave velocity in the layer, �r is
the resonance frequency, and h is an odd number. Here, d in
the case where h=1 is well known as the condition for a
quarter-wave matching layer.16 By introducing a pair of di-
mensionless parameters ��=ZS /ZW� and m�=ZL / �ZWZS�0.5�,
the echo transmittance T1 is found to be simply expressed
by

T1 = T2 � �cos2�2��/cL�d + A sin2�2��/cL�d�−1, �2�

where

A = ���1 + m2�2�/�m�1 + ���2 �3�

and where T2�=4� / �1+��2� is the echo transmittance in the
case without the layer and is independent of �. Therefore, at
�r, the ratio ��=T1 /T2� has its maximum value �r�=A−1�. The
value of �r is governed by d and cL, and the value of �r is
determined by ZW, ZL, and ZS. The distribution of �r as a
function of � and m is shown in Fig. 1�a�. The value of �r is
greater than unity for ��1 and � −0.5�m��0.5, while at any
value of m, the larger the value of � �which signifies a
greater mismatch between ZW and ZS� the larger the value

of �r. For example, if we consider Plexiglass, with its low
ZS value of 3.28 MNm−3 s��=2.2� and Si �100�, with its
high ZS value of 20.74 MNm−3 s��=13.7� as the test
samples, the values of �r at m=1 for both samples become
1.2 and 3.9, respectively.

It can also be found that the behavior of � can be ex-
pressed as

� = �cos2�0.5�h�/�r� + �r
−1 sin2�0.5�h�/�r��−1. �4�

An example of the relationship between � and the normal-
ized frequency � /�r in the case where �r=3.0 and h=1 is
shown in Fig. 1�b�. The ratio � is greater than unity for
� /�r between 0 and 2, and Eq. �4� is found to be a window
function for the effective frequency range of 1−h−1

�� /�r�1+h−1. The effective frequency ranges for h=3
and h=5 become 0.67�� /�r�1.33, and 0.8�� /�r�1.2,
respectively. Therefore, for transmitting a broadband sig-
nal via a polymer layer, a value of d where h=1 is suit-
able.

III. EXPERIMENTAL ARRANGEMENT

The performance of the acoustic matching layer was ex-
amined by using a silicon sample with nanometer gaps. Two
chips measuring 20�20�0.5 mm3 were cut from silicon
�100� wafers. Gaps were patterned on one of the silicon chips
by using photolithography and a fast atom beam etching
technique, as shown in Fig. 2�a�, where the depth of the gaps
measured by a displacement meter was 106±2 nm. After all
of the necessary etching on the silicon chip was completed, a
test sample was fabricated by directly bonding the patterned
and nonpatterned chips. The interface was physically
bonded, and no reflective sources other than the nanometer
gaps were introduced. This sample can provide us with valu-
able information, not only about spatial resolution, but also
regarding the acoustic coupling at the dry interface between
the polymer layer and the sample surface. A schematic of the
acoustic imaging is illustrated in Fig. 2�b�. A layer of poly-
�vinylidene chloride� �PVDC� for which d=9 �m was in-
serted between the water and the sample. The acoustical pa-
rameters of the PVDC layer were ZL=3.23 MNm−3 s �m
=0.58� and cL=1964 m/s. Thus, the layer was expected to
behave as a frequency filter between 0 and 109.1 MHz ��r

FIG. 1. Concept of the polymer acoustic matching layer. �a� Distribution of
�r as a function of the dimensionless parameters � and m. �b� Behavior of �
in the case where �r=3.0 and h=1.

FIG. 2. Experimental details. �a� Nanometer gaps fabricated on a silicon
�100� chip �units are in �m�. �b� Schematic of acoustic imaging via the
PVDC layer, where the air between the layer and the silicon sample is
evacuated by a diaphragm-type vacuum pump.
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=3.0, �r=54.6 MHz�. A broadband ultrasonic transducer
with a nominal frequency of 100 MHz, a piezoelectric ele-
ment of 6.35-mm diameter, and a focal length of 12.7 mm
was used, and the back-wall echoes of the sample with �	1�
and without �	2� the PVDC layer were recorded. The surface
roughness of the sample and the elastic deformation of the
solid layer and the sample surface that accompany the ultra-
sonic transmission are liable to form air gaps at the contact
interface.14,18 To improve the acoustic coupling at the layer/
sample interface, a pressure of about 0.1 MPa was applied to
the interface between the layer and the sample by evacuating
the air between them.14

IV. RESULTS AND DISCUSSIONS

Acoustic images of the sample recorded with the PVDC
contact and with water immersion are shown in Figs. 3�a�
and 3�b�. Both images clearly show gaps that are more than
50 �m wide. In Fig. 3�a�, no detail other than the nanometer
gaps that were introduced can be observed, and there are no
conspicuous differences between either of the acoustic im-
ages. These results verify that an acoustically coupled inter-
face between the PVDC layer and the silicon sample can be
successfully accomplished as long as there are no air gaps
greater than 100 nm high and 50 �m wide at the interface.

The amplitude spectra 	1 and 	2, which were recorded
at points A and B in Figs. 3�a� and 3�b�, are shown in Fig.
4�a�. Figure 4�a� clearly shows that 	1�	2 in the frequency
range between 20 and 100 MHz. The peak frequencies of 	1

and 	2 are 64.5 and 70.3 MHz, and the −6-dB bandwidths of
	1 and 	2 are 33.2 and 37.1 MHz, respectively. These results
suggest that the PVDC layer works as a frequency filter that
effectively transmits high-frequency broadband ultrasound.
The efficiency of ultrasonic transmission via such a layer in
comparison with the case of immersion in water is expressed
as 
=	1 /	2=���, where � and � are related to the ultra-
sonic attenuation in the layer and the acoustic coupling at the
layer/sample interface. The relationship between 
 and � is
shown in Fig. 4�b�. The maximum value of 
 is 3.7 at
56.2 MHz, and these values are close to �r�=3.0� at
�r�=54.6 MHz�. The behavior of 
 is also similar to that of �
�Fig. 1�b�� derived theoretically in the frequency range be-
tween 20 and 100 MHz, i.e., the performance of the layer as
a frequency filter is predictable from Eq. �4�. This indicates
that low signal loss relating to the ultrasonic attenuation in
the layer and good acoustic coupling at the layer/sample in-

terface could be realized by utilizing a very thin PVDC layer
and by the application of pressure to the layer/sample inter-
face.

In this letter, an example of signal amplification of
broadband ultrasound using a polymer acoustic matching
layer, whose �r was close to the peak frequency of 	2 and
whose effective frequency range was close to that of 	2, was
demonstrated. The concept of acoustic microscopy via an
acoustic matching layer allows us to achieve control over
various frequency characteristics, and not only the signal am-
plification but also the signal modulation toward higher fre-
quency components and widening the bandwidth are ex-
pected. For example, if the effective frequency range of � is
broader than that of 	2, and the value of �r is higher than the
peak frequency of 	2, the higher frequency components of
	2 will be amplified preferentially, and therefore the band-
width of 	1 will become wider than that of 	2 without the
layer.

V. CONCLUSIONS

The performance of a polymer layer as a frequency filter
between a test sample and water was predicted, and the con-
cept of acoustic microscopy via a polymer acoustic matching
layer was shown. A very thin, poly�vinylidene chloride� layer
worked well as a frequency filter in a wide frequency range
of 20–100 MHz, where an acoustically coupled interface
was formed between the layer and silicon by evacuating the
air between them. The use of a polymer acoustic matching
layer is therefore verified to be very effective for broadband
ultrasonic applications under a dry environment.

FIG. 3. Acoustic images obtained with �a� the PVDC-contact and �b� water
immersion �4�4 mm�.

FIG. 4. �a� Amplitude spectra of the back-wall echoes of the sample with
�	1� and without �	2� the PVDC layer, which were recorded at points A and
B in Fig. 3. �b� Efficiency of the dry ultrasonic transmission 
�=	1 /	2�.
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Iterative time reversal has been suggested as both an efficient method of creating a spatio-temporal
focus and for use in telecommunications as a form of equalization. In this paper, the equivalence of
a passive, i.e., via computation, iterative time reversal to the Moore-Penrose pseudo-inverse of the
propagation matrix is shown. In the context of communications, however, any received signal is
corrupted by noise. Therefore, a regularization term is introduced to the iterative equations, causing
convergence to the canonical minimum mean-squared error linear equalizer. Hence, a relationship
between time reversal and equalization is demonstrated. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2208458�
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I. INTRODUCTION

In digital communications, the performance of a stan-
dard time reversal �TR� process has limitations because the
reduction in intersymbol interference is related to a matched-
filter process.1–3 On the other hand, the equalization used in
coherent communications is more closely related to inverse
filtering. Though computationally more intensive than TR,
the reduction in intersymbol interference is potentially much
greater, particularly when the ratio of receiving elements to
transmission elements is small, and equalization can there-
fore provide a better approach than standard TR. A recent
paper by Montaldo et al.4 has described an active iterative
form of time reversal to achieve spatio-temporal focusing
through a complex medium with greater intersymbol inter-
ference reduction than standard TR. Additionally, they have
suggested that this could be used as an efficient method of
equalization.5 In certain environments, such as underwater
communications, repeated propagation through the media as
described in the papers is impractical. By performing the
iteration passively, via computation, this problem is relieved,
at the expense of the additional computation. In this paper, a
relationship between TR and equalization is derived by
showing that the inclusion of a regularization term in the
passive iterative TR process is identical to the minimum
mean-square error linear equalizer �MMSE-LE�. This allows
for a physical insight into the MMSE equalizer.

II. DESCRIPTION OF ITERATIVE TIME REVERSAL

One goal of communications is to have multiple sources
transmit to an array of receivers. Such is the case in under-
water acoustic communications with a network of autono-
mous underwater vehicles �AUVs�, where each source cor-
responds to a different user, or in some forms of array-to-
array communications. The goal of passive iterative time

reversal is to create a set of filter banks that equalize the
received signals, such that the combined impulse response of
the channel and each filter bank is a spatio-temporal Kro-
necker delta function corresponding to each source.

The propagation between each transmitter and receiver
element is described by the set of impulse responses hij�t�,
i=1,2 , . . . ,NR, and j=1,2 , . . . ,NT. For example, if the signal
sent from each transmitter is the time-dependant signal xj�t�,
the received signals on the array, in the absence of noise, are

yi�t� = �
j

hij�t� � xj�t� , �1�

where � indicates convolution. Equivalently, in the fre-
quency domain, one may write

Yi��� = �
j

Hij���Xj��� , �2�

where capitalization indicates the Fourier transform and � is
frequency. Writing this in matrix notation yields

Y��� = H���X��� . �3�

When the transmitters wish to send information, they
first send a known function followed by the communications
sequences, X���. The receiver array is able to extract a noisy
estimate of the unitless channel transfer functions, H���,
from the known part of the signals. The second part of the
received signals are the communications sequences con-
volved with the transfer functions, H���X���. The transfer
functions extracted from the first part of the signal are time
reversed to initialize the filter for the first iteration, desig-
nated Fn, where the subscript indicates iteration number,

F1��� = HH��� . �4�

The iterative process begins by passively propagating
the filter impulse responses back to the transmitters. The
term “passively propagating,” in this case, is taken to mean
replicating, via computation on a computer, the result of
physically transmitting the filter impulses and measuring the
field back at the original transmitters. This is analytically

a�Author to whom correspondence should be addressed. Electronic mail:
bhigley@mpl.ucsd.edu

J. Acoust. Soc. Am. 120 �1�, July 2006 © 2006 Acoustical Society of America 350001-4966/2006/120�1�/35/3/$22.50



equivalent to an active time-reversal process when noise is
not considered and reciprocity is valid.6 This results in a
combined channel/filter impulse expressed by the following
equation, where superscript H indicates conjugate-transpose:

R1��� = H���HH��� . �5�

Often, particularly with small arrays, this results in tem-
poral sidelobes that act as intersymbol interference and de-
grade the performance of communications systems. The next
step in the iterative process is to subtract this result from the
objective delta functions, which are constant in frequency,
yielding a difference term expressible as

D1��� = I − H���HH��� . �6�

The filter impulse responses are then updated by adding
to them the difference term convolved with the time-reversed
transfer functions previously obtained. As written in Ref. 4,
the iterative procedure is the set of equations below, where
the frequency dependence has been suppressed for clarity:

F0 = 0 ,

Rn = HFn,

�7�
Dn = I − Rn,

Fn+1 = Fn + HHDn.

The difference term of the nth iteration can be shown to
be

Dn = �I − HHH�n, �8�

which causes the filter responses of the following iteration to
be equal to

Fn+1 = HH�
k=0

n

�I − HHH�k. �9�

The summation term in the above equation can be rec-
ognized as the Neumann expansion7 of the matrix inverse,
which states

A−1 = �
k=0

�

�I − A�k, �10�

given that the norm of �I−A� is less than one. After many
iterations, the filter responses converge to

F = HH�HHH�−1. �11�

This is recognized as the Moore-Penrose pseudo-inverse
of the propagation matrix, H. Finally, this filter set is applied
to the received communications sequences, Y, and the sig-
nals, X, decoded. The problem of the estimate of the transfer
function matrix, H, being noisy is lessened in the case of
active iterative time reversal compared to the passive case, as
each iteration introduces a different realization of the noise
process. However, active iteration is impractical in certain
circumstances, such as during an at-sea experiment.2 Addi-
tionally, in the context of communications, additive noise
dominates channel estimation error, therefore the transfer
functions estimates are usually assumed to be the true trans-

fer functions. A more appropriate goal of passive time rever-
sal would be to create a set of filter impulse responses that
minimize the mean-squared error of the received communi-
cations sequences. The impulse responses that achieve this
goal under a white-noise assumption are governed by the
well-know minimum mean-squared error linear equalizer
�MMSE-LE� expression

F = HH�HHH + �2I�−1, �12�

where �2 is the inverse of the signal-to-noise ratio �SNR�,
calculated as the ratio of the power transmitted from each
transmitter, P, and the noise power, N0, received at a single
receiver.

It is possible, through the addition of a regularization
term, to alter the iterative procedure of Eq. �7� so that it
converges to the MMSE-LE equation stated above in Eq.
�12�. After this modification, the iterative procedure is writ-
ten as

F0 = 0 ,

Rn = HFn,

�13�

Dn = I − Rn − �2�
k=0

n−1

Dk,

Fn+1 = Fn + HHDn.

The only difference is the addition of a regularization
term in the third iteration equation. This can be recognized as
a form of gradient descent solution, similar to the conjugate
gradient method,7 to finding the MMSE-LE filter impulse
responses. Again, once a number of iterations have been per-
formed, the filter set is applied to the received communica-
tions sequences and the signals decoded.

The MMSE-LE has advantages over the inverse filter
relating to its performance in a noisy environment. By mini-
mizing the mean-squared error of the communication se-
quence, it also maximizes the signal-to-interference-plus-
noise ratio �SINR�. Additionally, convergence is monotonic,
as visible in Fig. 1, meaning there is no “best number” of
iterations, such as was the case in Ref. 5. Recent results also
seem to indicate that the MMSE-LE is more robust to chan-
nel estimation error.8

Shown in Fig. �1� is a demonstration of the convergence
of iterative time-reversal output signal-to-interference-plus-
noise to the optimum output SINR of the MMSE-LE. Figure
1�a� shows the output SINR as a function of number of it-
erations for a sample set of five measured impulse
responses,9 which are shown �each shifted in both time and
amplitude for visualization purposes� in Fig. 1�b�. The four
pairs of curves represent four input SNRs each separated by
5 dB. After each iteration, the combined channel and filter
response is converted to the time domain where SINR calcu-
lations are done. The solid lines show the output SINR of
modified iterative time-reversal, whereas nonmodified itera-
tive time reversal is shown with dashed curves. Also, the
MMSE-LE filter is calculated explicitly, using the formula of
Eq. �12�, and the combined channel and filter response con-
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verted to the time domain where SINR calculations are done.
The results are shown as a thin gray line for each noise
power.

Through analysis of the iterative process, one can see
the MMSE-LE as a filter set that attempts to cancel its own
sidelobes in the time domain, but is regularized that the gain
in the frequency domain is not too large, taking into account
the fact that the communications sequence is noisy.

III. CONVERGENCE

The modified iterative time reversal procedure con-
verges so long as the Neumann expansion of the matrix in-
verse is valid, that the norm of �I−HHH−�2I� is less than
one. This is not a restrictive constraint, as the received sig-
nal, Y, can be multiplied by a constant to ensure this condi-
tion is met without loss of optimality, in the sense of maxi-
mizing SINR. Scaling the received signal, Y, is equivalent to
scaling both the transfer function matrix, H, and the noise,
thus leaving the SINR unchanged.

The speed of convergence is determined, as in many
gradient methods, by the eigenvalue spread, in frequency, of
the matrix HHH+�2I. The larger the spread, the longer the
iterative algorithm takes to converge. As can be seen in Fig.
1, convergence occurs with less iteration at lower signal-to-
noise ratios because the eigenvalue spread is smaller, as they
are dominated by the constant noise components.

IV. CONCLUSION

It has been shown that iterative time reversal can be
performed passively, resulting in a procedure that converges
to the Moore-Penrose pseudo-inverse of the propagation ma-
trix. More importantly, it has been shown that a minor modi-
fication, the inclusion of a regularization term, alters the pro-
cedure so that it converges to the MMSE linear equalizer.
Thus, one can view the MMSE equalizer equivalently as a
regularized iterative time reversal process. The iteration sys-
tematically reduces temporal sidelobes and the regularization
limits the amplification in the frequency domain preventing
noisy channels being included in the signal estimate.
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The short-wavelength, steady-state vector intensity field scattered by a rigid prolate spheroid �10:1
fineness ratio� is investigated analytically. The intensity field is the product of the scalar acoustic
pressure and the acoustic particle velocity fields which are computed from the Helmholtz equation
in prolate spheroidal coordinates. Particular emphasis is placed on results in the forward-scattered
direction. It is found that the equivalent plane wave intensity varies by less than ±0.5 dB �relative
to the incident acoustic intensity� in the far-forward-scattered direction with the selected parameters.
This illustrates that the forward-scattered pressure is masked by and interferes with the incident
wave. The reactive intensity in the forward-scattered direction is found to be −25 dB relative to the
incident active intensity, and the computed phase difference between pressure and particle velocity
is 4° at ranges approaching 10 spheroid lengths at a reduced frequency of h=41.7; in the absence
of the spheroid, the phase difference due to the incident plane wave alone is exactly 0°. The study
demonstrates that unique information, extending beyond direction-of-arrival estimation, can be
derived from the total acoustic intensity field and may allow inferences to be made regarding the
presence or absence of the spheroid. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2206514�
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I. INTRODUCTION

The scattering of a scalar wave by an obstacle �having
ideal boundary conditions� is a classic problem in theoretical
physics. The significance of forward scattering at high fre-
quencies has been discussed by many investigators1–7 due to
its application in imaging, radar, and sonar systems. For ex-
ample, when light is obstructed by a circular disk, it is in the
forward-scatter region where the Poisson spot can be ob-
served and the classic Airy diffraction pattern is created. In
atmospheric optics, forward scattering from small water
droplets causes the colored rings around the moon �lunar
corona�. It is also the forward scatter from a sphere in the
high-frequency limit that gives rise to the extinction paradox,
in which the total scattering cross section of a sphere is twice
the geometrical cross section of the sphere.8 Previous inves-
tigations into the forward-scattering of waves by objects em-
phasize calculations—or measurements—of the scalar field
magnitude. In acoustics, this amounts to computing or mea-
suring the acoustic pressure field in the far-field region of the
scattering body.

The objective of the research reported in this paper is to
determine if the acoustic vector intensity field provides new
or additional information regarding the presence of an in-
sonified scatterer in the forward-scattered direction over that
information obtained with scalar pressure sensors alone. The
use of vector sensors in underwater acoustics has been lim-
ited primarily to applications that increase array gain by le-
veraging upon the directionality of the sensors,9–11 or their

use as passive sensors in surveillance and measurement of
ambient acoustic noise.12–14 Researchers in the field of noise
control engineering have been making use of metrics derived
from acoustic intensity measurements in air to identify ab-
normalities of a sound field15 for more than a decade. The
research presented here expands upon these areas by inves-
tigating the perturbation in the physical parameters of the
total acoustic vector intensity field due to a scattering body.
The theoretical analysis involves analytic computations of
the scalar acoustic pressure and the acoustic particle velocity
vector in order to construct the total acoustic intensity vector
field. These theoretical results serve as a basis for an under-
water scattering experiment which has been discussed
elsewhere;16,17 the results of that experiment will be pub-
lished separately.

II. CONCEPTS IN ACOUSTIC INTENSITY

Fundamental relationships in acoustic intensity will be
presented in this section, while the reader is referred to other
references18–22 for derivations which need not be reproduced
here. These relationships emphasize concepts that will be
employed in Sec. III to discuss the perturbation of the acous-
tic intensity due to the presence of a scattering body. An e−i�t

time convention is used in complex notation where � is the
radian frequency and t represents time. The expressions for
the components of acoustic intensity are derived using an
arbitrary pressure and particle velocity to define a power fac-
tor angle as the phase difference between pressure and par-
ticle velocity. Second, the same intensity expressions are de-
veloped using an arbitrary pressure field and the linearized
Euler equation to show how the active and reactive intensi-
ties are related to the mean-squared pressure field and the
gradient of the mean-square pressure field, respectively.

a�Current address: Applied Physics Laboratory, Johns Hopkins University,
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Lastly, the concept of complex acoustic intensity is devel-
oped and used to relate the power factor angle to the active
and reactive intensities.

The derivation begins with the complex field variables
for acoustic pressure and acoustic particle velocity, respec-
tively,

p�r,t� = Pei��p�r�−�t�, �1�

u�r,t� = � Uie
i�ui

�r�î

Uje
i�uj

�r� ĵ

Uke
i�uk

�r�k̂
�e−i�t. �2�

The instantaneous intensity is the product of the real parts of
the complex pressure and velocity,

Ii�r,t� = Re�p�r,t��Re�u�r,t�� . �3�

The rate of change of total energy in a volume is equal to the
acoustic power flowing across the surface of the volume.
Acoustic power per unit area is the instantaneous intensity.
Substituting Eq.�1� and �2� into Eq.�3� results in a form of
the instantaneous intensity as the sum of an in-phase and a
quadrature component,

Ii =
P

2� Ui cos �pui
�1 + cos�2�p − 2�t��î

Uj cos �puj
�1 + cos�2�p − 2�t�� ĵ

Uk cos �puk
�1 + cos�2�p − 2�t��k̂

�
+

P

2� Ui sin �pui
sin�2�p − 2�t�î

Uj sin �puj
sin�2�p − 2�t� ĵ

Uk sin �puk
sin�2�p − 2�t�k̂

� . �4�

For an arbitrary unit vector n̂, two new variables are
defined: �pun

=�p−�un
and �=2�p−2�t, which allow Eq. �4�

to be rewritten more compactly as

Ii = I�1 + cos �� + Q sin � . �5�

Equation �5� presents the instantaneous intensity as the sum
of an instantaneous active intensity, In̂= 1

4 PUn cos �pun
n̂, and

instantaneous reactive intensity, Qn̂= 1
4 PUn sin �pun

n̂.
The phase difference between pressure and acoustic par-

ticle velocity will be referred to as the power factor angle. If
the pressure and velocity oscillations are in-phase, then the
power factor angle is zero and the time-averaged intensity is
maximized �e.g., the case of a plane wave�. Conversely, if
the two oscillations are in quadrature, then the power factor
angle is 90° and the time-averaged intensity is zero �e.g., the
case of a standing wave�. The reference of power factor
angle has been adopted from the variable of the same name
used for power calculations associated with steady-state volt-
ages and currents of circuits driven by sinusoidal
sources.19,20

An alternative form of the instantaneous intensity Ii can
be derived by first substituting Eq. �1� into the linearized
Euler equation,

�u�r,t�
�t

= −
1

�
� p , �6�

to obtain the particle velocity in terms of the pressure,

u�r,t� =
− i

��
�P � �p − i � P�ei��p−�t�. �7�

The direction of the instantaneous velocity vector is gov-
erned by two gradient operators and is affected by the local
spatial variations of the phase and amplitude of the pressure
wave. The second form of the instantaneous intensity is thus
obtained by substituting Eqs. �1� and �7� into �3�,

Ii =
P2 � �p

2��
�1 + cos �� +

�P2

4��
sin � . �8�

Comparison of Eq. �8� with Eq. �5� reveals that the variables
I and Q, which contain the spatial dependencies of the in-
stantaneous active and reactive intensities, can be alterna-
tively described by

I�r� =
P2 � �p

2��
�9�

Q�r� =
�P2

4��
. �10�

It can be seen that the direction �and to some degree the
magnitude� of the active intensity is governed by the gradient
of the pressure phase which is parallel to the wave vector, k,
of the harmonic wave component. Conversely, the reactive
intensity vector is governed by the gradient of the squared
pressure amplitude.

The separation of time and spatial dependencies allows
for a third form of the instantaneous acoustic intensity to be
in the form of a complex intensity, Ic=I+ iQ. We find

Ii = Re�Ic�1 + e−i��� . �11�

The complex intensity is easily shown to be the product of
the acoustic pressure and the complex conjugate of particle
velocity,

Ic =
pu*

2
. �12�

Because the complex intensity is a complex-valued function,
any of its components in the n̂ direction may be represented
as a phasor having a magnitude equal to the envelope of Ic,nn̂
and a phase angle determined by In and Qn according to

Ic,n = 	
In
2 + 
Qn
2ei�pun, where �pun
= tan−1�Qn

In
� .

�13�

The phase angle associated with Ic,nn̂ is the phase difference
between pressure and particle velocity �i.e., the power factor
angle�.

The average flow of acoustic energy per unit area �active
acoustic intensity� is equal to the product of the magnitudes
of the pressure and particle velocities weighted by
cos �pu.21,22 The power factor angle of the acoustic field can-
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not be measured with a single scalar pressure sensor, except
in the very special case of a plane wave, where �pu=0. Be-
cause of this, a plane-wave field contains no reactive inten-
sity. However, if a scattering body perturbs the plane-wave
field, then neither the reactive intensity nor the power factor
angle should be identically zero in the vicinity of those per-
turbations. A reliable estimation of �pu �or the reactive inten-
sity� should therefore allow an inference to be made regard-
ing the presence of a scattering body. Section III develops
these ideas further by investigating the spatial gradients in
the acoustic pressure field established by the scattering of a
plane wave by a rigid prolate spheroid and computing vari-
ous acoustic intensity quantities.

III. SCATTERING FROM A RIGID PROLATE SPHEROID

A. Overview

The prolate spheroid is an ellipsoid of revolution whose
axis of symmetry coincides with the major axis of the under-
lying ellipse. The prolate spheroid degenerates to a sphere as
the eccentricity approaches zero �e→0�, or it degenerates to
an infinitely thin line segment of length equal to the interfo-
cal distance as e→1. The importance of the prolate spheroid
comes from the variety of scattering shapes attainable by the
spheroid, coupled with the fact that the prolate spheroidal
coordinate system is one of 11 that permits a separable solu-
tion to the scalar Helmholtz equation. The analytical method
for generating an exact solution to the scattering problem is
based on the partial wave expansion of the incident wave in
terms of basis functions and the adoption of classical bound-
ary conditions �Neumann, Dirichlet, or Robin�. The basis
functions for the azimuthal angle and radial portions of the
separable solution both employ spheroidal harmonics. Com-
putational difficulty arises when attempting to evaluate these
basis functions.23–26 As a result, analytical investigations
have been limited to expanding the spheroidal harmonics in
terms of the more familiar spherical harmonics and con-
straining the analyses to a high or low frequency limit and
observation points in the far field of the scattering
body.4,27–30 Recently, new techniques have been devel-
oped31,32 to evaluate the prolate spheroidal radial functions
�and their derivatives� over a wide range of parameters with
sufficient precision and accuracy for rigorous studies at high
frequencies. The derivatives of the radial functions are nec-
essary for satisfying the rigid boundary condition and for
computation of the acoustic particle velocity in the field.
These techniques have enabled the straightforward evalua-
tion of the three-dimensional field scattered from a prolate
spheroid in both the near and far field of the scatterer over a
wide range of incident frequencies and plane-wave incidence
angles.

By superposition, the total acoustic field observed when
a scattering body is placed in an incident wave field is the
sum of the incident and the scattered fields. Computation of
the total pressure and particle velocity fields enables evalua-
tion of both the active �convective� and reactive �nonconvec-
tive� components of the instantaneous intensity at all points
around the scattering body. The scattering problem in the
high-frequency �or short wavelength� limit is of particular

interest because an acoustic shadow is formed on the oppo-
site side of the body from insonification.2,8 This shadow for-
mation is a result of constructive and destructive interfer-
ence. In fact, the strong forward scattering by the prolate
spheroid in the high-frequency limit of geometrical acoustics
is what gives rise to the classic extinction paradox for the
degenerate case of a sphere, i.e., the total scattering cross
section is twice the geometrical cross section of the sphere.8

It is hypothesized that in these regions of interference, spatial
gradients exist in the pressure field which will give rise to a
nonzero power factor angle and reactive intensity according
to the theory presented in Sec. II.

B. Prolate spheroidal coordinate system

Rotation of the two-dimensional elliptical coordinate
system about the major axis yields the prolate spheroidal
coordinate system with natural coordinates of �� ,� ,��. The �
coordinate �1����� is the radial coordinate that specifies
concentric ellipsoidal surfaces. The � coordinate �−1��
�1� is often called the angular coordinate due to the angle,
cos−1 �, with which it intersects the z axis. The � coordinate
�0��	2
� is the rotational coordinate that specifies a
unique plane stemming from the z axis. This study is specifi-
cally interested in the intersection of this coordinate system
with the x-z plane shown in Fig. 1. The � coordinate is
constrained to zero while �̂ is perpendicular to this plane.

Any prolate spheroid is constructed by specifying a con-
stant �=�0, which equivalently specifies the eccentricity e
=�0

−1 as well as the fineness �length-to-diameter� ratio �
=L /2R=�0 / ��0

2−1�1/2. The interfocal distance of the spheroid
is given by a. In this paper, �0 and � are used to reference the
surface of the rigid spheroid having a major axis of length
L0, while � and L /L0 are used to denote the radial coordinate
at which the various quantities are evaluated.

C. Scattered pressure field

Consider a monochromatic plane wave in a lossless, un-
bounded medium described by p�r , t�= P0ei�k·r−�t�= Pe−i�t

that is incident upon prolate spheroid �0 from an arbitrary
angle defined by cos−1 �inc ,�inc. The medium has bulk sound
speed c and bulk density �. The wave vector of the incident
plane wave, k, is related to the sound speed and radian fre-
quency by k= 
k
=� /c. Substitution of the time-harmonic
pressure field into the wave equation results in the Helmholtz
equation. Its separable solution can be written in terms of the
eigenfunction

Pmn = Rmn
�j� �h,��Smn�h,��cos m�

sin m�
� ,

where h=ka /2. The function Smn�h ,�� is the prolate sphe-
roidal angle function of the first kind of order m and degree
n. The function Rmn

�j� �h ,�� is the prolate spheroidal radial
function of the jth kind of order m and degree n. The radial
functions may be tailored to represent standing or travel-
ing waves. For the problem under consideration, outgoing
traveling waves are most appropriate, so the radial func-
tion of the third kind is employed.25,26
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The incident plane-wave pressure field, of magnitude
P0, is given by25

Pinc��,�,�� = 2P0�
m=0

�

�
n=m

�

in �m

Nmn
Smn�h,�inc�Smn�h,��Rmn

�1�

�h,��cos m�� − �inc� . �14�

A Neumann boundary condition is imposed at the surface of
the rigid prolate spheroid, �=�0, requiring that 
�n̂ ·�Psct

+ n̂ ·�Pinc�
�=�0
=0. Substitution of Eq. �14� into this bound-

ary condition allows the scattered field to be written4,30

Psct��,�,�� = − 2P0�
m=0

�

�
n=m

�

in �m

Nmn

Rmn
�1���h,�0�

Rmn
�3���h,�0�

Smn�h,�inc�

 Smn�h,��Rmn
�3��h,��cos m�� − �inc� . �15�

In this analytical solution, the eigenfunction in the rotational
coordinate has been reduced to cos m� with m�0 in order
to satisfy a required periodicity over 2
. The Neumann
factor is

�m = �1 for m = 0

2 for m � 1
� ,

and the normalization factor Nmn is specified so that the pro-
late spheroidal angular functions have the same
normalization24,25 as the associated Legendre function
Pn

m���.
Calculations using Eq. �15� for the far-field scattered

pressure patterns in the x-z plane of a prolate spheroid de-

fined by �0=1.005 �i.e., L /2R=10� are shown in Fig. 2. Here,
the plane wave originates at �inc=60°, �inc=0° �in spherical
coordinates�, and the incident amplitude is unity �P0=1�. At
the lowest value of h, where the wavelength is much larger
than a /2, the scattering is predominantly in the backscattered
direction. The scattering is analogous to Rayleigh scattering
from a sphere of radius r0=a /2. For h=4.2 the dominant
backscatter lobe narrows and rotates from a backscatter di-
rection towards the direction of specular reflection. This lobe
falls short of the true direction of specular reflection because
the local radius of curvature of the prolate spheroid at the
point of plane-wave impingement is comparable to the inci-
dent wavelength. The lobe approaches the angle of true
specular reflection as h→10.

For h�10 the wavelength becomes smaller than the
characteristic dimensions of the prolate spheroid; the
asymptotic condition of geometrical acoustics begins to ap-
ply. The pressure scattered in the forward direction acquires
a more significant magnitude. The forward-scattered lobe
grows in magnitude �relative to the specular magnitude� and
narrows in angular extent as h increases. This happens be-
cause a shadow is generated in the near field immediately
behind the spheroid. The total pressure anywhere in the field
exterior to the spheroid, ���0, is the sum of the incident and
scattered pressures. In order for the shadow to exist in the
high-frequency limit, the scattering body must scatter an
acoustic wave in the forward direction that is equal in mag-
nitude but opposite in sign from the incident wave. Destruc-
tive interference between the incident and scattered waves

FIG. 1. The prolate spheroidal coordi-
nate system.
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causes the acoustic shadow immediately behind the scatterer.
In the degenerate case of a sphere in the far-forward-
scattered direction, the scattered and incident waves would
constructively interfere to form the Poisson cone.

D. Total pressure field

By the principle of superposition, the computed scat-
tered pressure is combined with the incident wave pressure
to obtain the total pressure field as presented in Fig. 3. Inter-
ference between the incident and scattered fields is apparent
only when h�1. Although the scattered pressure field inter-
feres with the incident field at high values of h, the construc-
tive and destructive interference generating the far-field dif-
fraction pattern does not cause the overall pressure levels to
deviate significantly from the incident pressure level. There-
fore, the presence of the scattering body does not appreciably
perturb the total pressure field for the selected spheroid size
and frequencies.

E. Total intensity field

The scattered particle velocity usct=usct
����̂+usct

����̂+usct
����̂

can be derived using the linearized Euler equation. Substitu-
tion of Eq. �15� into the Euler equation given by Eq. �6�
yields the following expression for the scattered particle ve-
locity vector:

usct =
− i

��
�2

a
	 �2 − 1

�2 − �2

�Psct

��
�̂

+
2

a
	 1 − �2

�2 − �2

�Psct

��
�̂+ 2

a	��2 − 1��1 − �2�
�Psct

��
�̂� .

�16�

The scattered particle velocity can be combined with the par-
ticle velocity of the incident plane wave to obtain the total
particle velocity, utot�r , t�. This expression, along with
ptot�� ,� ,��, is used to construct the complex acoustic in-
tensity according to Eq. �12�. The vector components of
the magnitude and phase �between the total pressure and
the total particle velocity� are computed from the complex

vector intensity. The computed phase in the �̂- and �̂ di-
rections are presented in Figs. 4 and 5, respectively. The
power factor angle for the complex intensity in the �̂ di-
rections is presented in Fig. 6 for completeness. The phase
angle of the �̂ component of complex intensity can still be
evaluated despite a vanishing small magnitude due to
k · �̂=0.

The spatial distribution of power factor angle indicates
the development of significant and localized disturbances in
the phase of the complex intensity that are strongly depen-

dent upon h. The phase of the �̂ component of the complex
intensity field exceeds 5° in the specularly scattered direc-
tion, even at distances �20L0. Conversely, the phase of the �̂
component exhibits a significant anomaly that is localized to
the forward-scattered region with little perturbation in the
specular direction. The observed phase differences in the two
intensity components can be explained by examining the real

FIG. 2. �Color online� Far-field scattering patterns for a rigid prolate spher-
oid having a fineness ratio of 10:1 ��0=1.005� insonified by a monochro-
matic plane wave from the direction �inc=60°, �inc=0°. These patterns rep-
resent the magnitude of the scattered pressure, normalized by their
respective maximum values, evaluated over �=cos−1 � at �=50.25. Each
division represents 0.2 and the maximum radial value shown is 1. The arrow
represents the wave vector k of the incident plane wave. The reduced fre-
quency h is 0.4 �a�, 4.2 �b�, 8.3 �c�, and 41.7 �d�.
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and imaginary parts of the complex intensity, which corre-
spond to the active and reactive intensity, respectively.

The magnitude of the active intensity in the �̂ direction
is presented in Fig. 7. This is a vector quantity and therefore
contains a spatial response corresponding to the dot product
of the local acoustic wave vector and the unit vectors of the
coordinate system. This results in a cosine shading �a dipole
spatial response� which is exaggerated in Fig. 7 by the small
dynamic range of the gray scale. The radial component33 of
active intensity, I�, quickly drops to zero at those locations
where the radial unit vector is orthogonal to the incident

wave vector, i.e., k · �̂=0. Since �̂ and �̂ are orthogonal to one
another, the tangential component of active intensity is at a
maximum when the radial component of active intensity is at
a minimum. The �̂ component of active intensity is at a
minimum for all the field points evaluated on the x-z plane
because the �̂ unit vector is orthogonal to this plane which
contains k. In Sec. II, it was shown that the active intensity
was proportional to the square of the pressure field. There-
fore, the features that were observed in Fig. 3 are present in
the active intensity as displayed in Fig. 7.

The reactive intensity is the imaginary part of the com-
plex intensity which is proportional to the gradient of the

mean-squared pressure field. The reactive intensity for the �̂-
and �̂ directions is presented in Figs. 8 and 9, respectively.
The reactive intensity in the �̂ direction is not presented

because k · �̂=0. The �̂ component of reactive intensity �Fig.
8� at h=0.4 indicates the development of very small levels of
reactive intensity in the backscattered direction. Only when

h�1 does the �̂ component of the reactive intensity become
a feature that is localized in the direction of specular reflec-
tion. The justification for this is that Eq. �16� implies that the

�̂ component of particle velocity will exhibit significant mag-
nitude when the radial portion of the gradient of the pressure
is significant. In the steady-state scattering problem, the in-
cident plane wave is always interfering with the specularly
scattered wave in a fashion that causes the radial pressure
gradient to take on significant magnitude. This development
can also be observed in Fig. 4, which shows that the power

factor angle for the �̂ direction is localized to the same region
at the larger values of h.

A similar explanation is used to explain the development
of the �̂ component of reactive intensity as presented in Fig.
9. This component of reactive intensity exists in the specular
direction at high reduced frequencies because of the interfer-
ence between the incident and scattered waves. However,
reactive intensity has also developed in the forward direction
at the larger values of h. The behavior mimics the develop-
ment of appreciable power factor angles in the forward-
scattered direction in Fig. 5. This can be explained by refer-
ring to Fig. 3 and observing that the gradient of the mean-
square pressure in the �̂ direction is significant due to the
presence of fringes of the patterns.

The sensitivity of the phase angles corresponding to the
�̂ and �̂ components of total intensity to the field angle off of
forward scatter and to reduced frequency for the case of
�inc=90° is given in Fig. 10. The sensitivity of these phase
angles to plane-wave incidence angle at constant reduced

FIG. 3. �Color online� Total pressure field, 10 log10�
Ptot / P0
2�, due to the
scattering of a monochromatic plane wave by a rigid prolate spheroid having
a fineness ratio of 10:1 ��0=1.005� insonified by a monochromatic plane
wave from the direction �inc=60°, �inc=0°. The field in the vicinity of the
spheroid at the origin has been omitted for clarity. The reduced frequency h
is 0.4 �a�, 4.2 �b�, 8.3 �c�, and 41.7 �d�. The x and z axes of the plots extend
between ±20L0 �1.17	�	40.0�. The gray scale represents the total acoustic
pressure in decibels. The development of the interference pattern in the
forward scatter direction at high reduced frequencies gives rise to spatial
gradients in the mean-square pressure field, causing nonzero phase angles in
certain complex intensity vectors.
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FIG. 4. �Color online� Phase angle of the �̂ component of the complex
intensity field when a monochromatic plane wave originating from �inc

=60° is perturbed by the presence of a rigid prolate spheroid having a
fineness ratio of 10:1 ��0=1.005�. The reduced frequency h is 0.4 �a�, 4.2
�b�, 8.3 �c�, and 41.7 �d�. The x and z axes of the plots extend between
±20L0�1.17	�	40.0�. The gray scale represents relative phase angle in
degrees. The noteworthy feature of the plots is the absence of a phase angle
anomaly in the forward-scatter direction.

FIG. 5. �Color online� Phase of the �̂ component of the complex intensity
field when a monochromatic plane wave originating from �inc=60° is per-
turbed by the presence of a rigid prolate spheroid having a fineness ratio of
10:1 ��0=1.005�. The reduced frequency h is 0.4 �a�, 4.2 �b�, 8.3 �c�, and
41.7 �d�. The x and z axes of the plots extend between ±20L0 �1.17	�
	40.0�. The gray scale represents relative phase angle in degrees. A phase
angle anomaly develops in the forward-scatter direction at high reduced
frequencies.
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FIG. 6. �Color online� Phase of the �̂ component of the complex intensity
field when a monochromatic plane wave originating from �inc=60° is per-
turbed by the presence of a rigid prolate spheroid having a fineness ratio of
10:1 ��0=1.005�. The reduced frequency h is 0.4 �a�, 4.2 �b�, 8.3 �c�, and
41.7 �d�. The x and z axes of the plots extend between ±20L0 �1.17	�
	40.0�. The gray scale represents relative phase angle in degrees. A phase
angle anomaly develops in the forward-scatter direction at high reduced
frequencies. This phase angle exists numerically even though the magnitude
of the intensity in this direction is vanishingly small due to the orthogonality
of �̂ and the incident wave vector, k.

FIG. 7. �Color online� Total active intensity field, 10 log10�
I� / Iref
�, in the �̂
direction resulting from the scattering of a monochromatic plane wave origi-
nating from �inc=60° by a rigid prolate spheroid having a fineness ratio of
10:1 ��0=1.005�. The reduced frequency h is 0.4 �a�, 4.2 �b�, 8.3 �c�, and
41.7 �d�. The x and z axes of the plots extend between ±20L0 �1.17	�
	40.0�. The gray scale represents the active acoustic intensity in decibels
relative to incident active intensity, Iref= P0

2 /2�c.
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FIG. 8. �Color online� Total reactive intensity field, 10 log10�
Q� / Iref
�, in the

�̂ direction resulting from the scattering of a monochromatic plane wave
originating from �inc=60° by a rigid prolate spheroid having a fineness ratio
of 10:1 ��0=1.005�. The reduced frequency h is 0.4 �a�, 4.2 �b�, 8.3 �c�, and
41.7 �d�. The x and z axes of the plots extend between ±20L0 �1.17	�
	40.0�. The gray scale represents the reactive acoustic intensity in decibels
relative to incident active intensity, Iref= P0

2 /2�c.

FIG. 9. �Color online� Total reactive intensity field, 10 log10�
Q� / Iref
�, in the
�̂ direction resulting from the scattering of a monochromatic plane wave
originating from �inc=60° by a rigid prolate spheroid having a fineness ratio
of 10:1 ��0=1.005�. The reduced frequency h is 0.4 �a�, 4.2 �b�, 8.3 �c�, and
41.7 �d�. The x and z axes of the plots extend between ±20L0 �1.17	�
	40.0�. The gray scale represents the reactive acoustic intensity in decibels
relative to incident active intensity, Iref= P0

2 /2�c.
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frequency is given in Fig. 11. Figure 12 shows the sensitivity
of these phase angles to radial coordinate � with �inc=90°
and h=41.7. In Fig. 10, the onset of the phase angle anomaly
and the narrowing of its angular extent at high reduced fre-
quencies can be observed. For h=41.7 the phase angle is
seen to be �3° at the computed range of 10L0 from the
center of the spheroid. Figure 11 shows that, as the incident
angle changes from nearly end-on at �inc=10° to broadside at
�inc=90°, the phase angles in the forward-scattering direction
increase, and the lateral extent of this effect also increases. It
is interesting to note the asymmetry of the phase angle
anomaly at angles other than broadside. The decay of the
phase angle anomaly with range can be observed in Fig. 12.
At the range of 25L0, the magnitude of the central portion
��0° � of the anomaly is only 1°, which is comparable to the
phase angle of the first-order sidelobe. Given the physical
interpretations presented earlier, it can be expected that the
magnitude of these anomalies will increase as the reduced
frequency increases.

IV. SUMMARY AND CONCLUSION

The complex-valued acoustic vector intensity field asso-
ciated with the scattering of a steady-state harmonic plane
wave by a rigid prolate spheroid in an unbounded, lossless
medium has been investigated analytically. Calculations in-
dicate that there are localized regions in the total acoustic
field where the presence of the scattering body perturbs the
active and reactive intensity, as well as the power factor
angle. The regions where these perturbations are most appar-
ent are the forward-scatter and specular-scatter regions due

FIG. 10. �Color online� Phase angle of the �̂ component �left� and the �̂
component �right� of the complex intensity field when a monochromatic
plane wave originating from �inc=90° is perturbed by the presence of a rigid
prolate spheroid having a fineness ratio of 10:1 ��0=1.005�. For both plots,
the field has been evaluated at �=20.1, which corresponds to a range of
10L0. The reduced frequency h is 41.7 �solid�, 20.8 �dashed�, 8.3 �dotted�,
and 4.2 �dash-dot�.

FIG. 11. �Color online� Phase angle of the �̂ component �left� and the �̂
component �right� of the complex intensity field when a monochromatic
plane wave is perturbed by the presence of a rigid prolate spheroid having a
fineness ratio of 10:1 ��0=1.005� and h=41.7. For both plots, the field has
been evaluated at �=20.1, which corresponds to a range of 10L0. The inci-
dence angle �inc is 10° �solid�, 30° �dashed�, 60° �dotted�, and 90° �dash-
dot�.

FIG. 12. �Color online� Phase angle of the �̂ component �left� and the �̂
component �right� of the complex intensity field when a monochromatic
plane wave originating from �inc=90° is perturbed by the presence of a rigid
prolate spheroid having a fineness ratio of 10:1 ��0=1.005� and h=41.7. For
both plots, the � coordinate is 10.0 �solid�, 20.1 �dashed�, 30.1 �dotted�, and
50.2 �dash-dot�. These coordinates correspond to ranges of 5L0, 10L0, 15L0,
and 25L0, respectively.

J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 B. Rapids and G. C. Lauchle: Scattered vector intensity field 47



to the interference of the incident and scattered waves. Per-
turbations in the backscatter direction would occur for the
special case of broadside incidence angles, where the
specular-and backscatter directions coincide.

These theoretical results suggest that for the 3D, high-
frequency scattering problem considered, an acoustic field
rich in phase and pressure gradients exists. The detection of
these features can be accomplished using the basic principles
of complex acoustic vector intensity measurements. The re-
active intensity and the power factor angle can be determined
directly from simultaneous measurement of the acoustic
pressure and acoustic particle velocity. The observable mani-
festation of the phenomenon studied in this investigation is
the phase difference between acoustic pressure and particle
velocity, i.e., power factor angle. In the short-wavelength
limit, the ability to reliably measure power factor angles of
1° to 5°, and to differentiate them from situations where this
angle is theoretically 0°, would allow an investigator to infer
that a scattering body is present in the line-of-sight between
a source and receiver. From a practical point of view, the
influence of finite statistics upon phase estimation in low
signal-to-noise ratio situations will limit the applicability of
this concept. The presence of secondary sources will bias the
intensity vectors and even dictate the gradient of the mean-
square pressure field if they are of significantly higher level
than the source illuminating the spheroid. The use of arrays
of intensity sensors may enable spatial filtering to reduce the
effects of secondary sources but would require further inves-
tigation.
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The layered multiple-scattering method is based on an approximate solution for infinite gratings. In
this method, an array of regularly arranged scatterers is viewed as comprising of layers of infinite
grating and treated as a multiple transmission-reflection process in a multilayer panel. In this paper,
this method is evaluated by comparing with exact solutions obtained by other means. One is a
multiple-scattering solution. Another is the exact solution for an infinite grating, which is obtained
by combining the T-matrix formulation of the multiple-scattering theory and an alternative
representation of the Schlömilch series. The infinity nature enables the waves due to a planar
incident wave to be expressed as planar waves and divided into propagating and evanescent modes.
The layered multiple-scattering method accounts only for the propagating modes. Details of these
modes are analyzed for a single grating, and it is concluded that only the first evanescent modes
would have significant presence in a limited frequency range. The layered multiple-scattering
method suggests that the only important geometric parameters for wave transmission and reflection
are the grating distance and the interlayer distance. Numerical examples indicate that error due to
evanescent modes might be significant due to interlayer interactions, such as critical frequencies of
a stopband. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2206517�
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I. INTRODUCTION

The infinite grating problem refers to the scattering of
planar waves by an infinite number of identical scatterers
periodically arranged along a straight line. Such structures,
or variants with finite numbers of scatterers, appear in appli-
cations as wave filters or reflectors for many types of waves.
Approximate theories have been studied by early pioneers of
sound theory such as Lord Rayleigh �1907� nearly a century
ago.

Many modern theories for infinite gratings can be traced
back to a seminal work by Twersky �1956�. In this work,
following his earlier work on finite gratings �Twersky,
1952b�, the Green’s function method, also known as the in-
tegral equation method, is used to obtain a formalism for the
scattering of electromagnetic waves by infinite gratings
whose members are symmetric about the grating axis. The
most important result is that the resulting waves are sepa-
rated into propagating modes that propagate in a set of “dif-
fraction angles,” and nonpropagating modes of “surface
waves” that localize near the grating. It also explains the
so-called Wood’s anomaly in which the scattered wave ap-
pears to be propagating along the grating when the incident
wave is directed at a certain angle. Closely following Twer-
sky’s work, Millar studied the infinite and finite grating prob-
lems in greater detail in two series of articles �1961a, b,
1963a, b, 1964a, b, 1966�.

Using the integral equation method, complicated scat-
terer geometries have been studied. Ivanov �1971� formu-
lated the scattering by multiple gratings. Leiko and May-
atskii studied the scattering of acoustic waves by gratings of
elliptical perfectly compliant �1974� and rigid �1975� cylin-

ders. Kalhor and Ilyas �1982� studied gratings comprised of
scatterers of an arbitrary cross-section embedded in a dielec-
tric slab. Lakhtakia et al. have also studied a similar problem
�1986a�. They further extended their analysis for a circular
cylindrical grating in a slab subjected to elastic antiplane
shear waves �1986b� and longitudinal and shear waves
�1988�. Achenbach and colleagues �Achenbach and Li, 1986;
Angel and Achenbach, 1987� studied gratings of cracks.
Scarpetta and Sumbatyan �1995, 1997, 2002, 2003� studied
the scattering of elastic wave by gratings of a variety of
shapes of defects.

Twersky later published two more papers on infinite
grating problem, which represent more significant analytical
simplifications, although they received less references until
rather recently. In the first paper �Twersky, 1961�, an alter-
native representation for Schlömilch series using elementary
functions is obtained. Schlömilch series are omnipresent in
infinite grating problems where cylindrical wave functions
are used. In the second paper �Twersky, 1962�, a more acces-
sible form of formulation, via the separation of variables
method, is obtained for gratings of circular cylinders. This
formulation resulted in a set of algebraic equations in terms
of the solution to the corresponding single scattering prob-
lem. A single scattering problem refers to the one in which a
single scatterer embedded in an infinite host medium is sub-
jected to an incident wave. Extension to gratings of elliptical
cross sections was obtained by Burke and Twersky �1966�.

Following Twersky’s formulation, Klyukin and Cha-
banov �1975� studied acoustic scattering by gratings of rigid
cylinders. Miles �1982� combined single scattering results in
the low-frequency limit obtained by Rayleigh and Lamb with
Twersky’s formulation to study acoustic scattering by a grat-

J. Acoust. Soc. Am. 120 �1�, July 2006 © 2006 Acoustical Society of America 490001-4966/2006/120�1�/49/13/$22.50



ing of flat plates. Heckl and colleagues �Heckl, 1992, 1994;
Huang and Heckl, 1993; Mulholland and Heckl, 1994; Heckl
and Mulholland, 1995� studied various configurations of
sound wave scattering by gratings of circular tubes, taking
into account losses due to dissipation and heat generations at
interfaces. Recently, Kavakloğlu �2000, 2001, 2002� studied
the scattering of out-of-plane oblique electromagnetic waves
by gratings of circular dielectric cylinders.

The separation of variable approach is sometime called
the waveguide approach when employed in a Cartesian co-
ordinate system. Kristiansen and Fahy �1972� studied the
acoustic scattering by multiple gratings of square columns.
Vovk and colleagues �Vovk et al., 1976; Vovk and
Grinchenko, 1978� analyzed the scattering of acoustic waves
by gratings of hollow elastic boxes. Radlinski and colleagues
�Brigham et al., 1977; Radlinski and Simon, 1982; Radlinski
and Janus, 1986; Radlinski, 1989� studied the acoustic scat-
tering by various configurations of compliant tubes of rect-
angular cross sections.

Work has also been done for water waves, especially for
gratings of cylindrical columns, either floating on the water
surface or planted to the bottom of the water, used as break-
waters. Interested readers are referred to works by Miles
�1983�, Linton and Evans �1990�, Evans and Linton �1991�,
Porter and Evans �1996, 1999�, Maniar and Newman �1997�,
McIver �2000�, and Ohl et al. �2001a, b�, and the references
cited therein.

Despite the difference in the types of waves, when a
wave impinges onto an infinite grating, a portion of the wave
becomes localized in the vicinity of the grating and the re-
mainder propagates in the form of planar wave. This behav-
ior itself suggests an obvious approximation commonly
known as the layered multiple-scattering method for analyz-
ing the scattering due to multiple gratings. This method treats
periodically arranged scatterers as layers of gratings stacked
together. Within each layer, the infinite grating problems can
be used to approximate the wave transmission and reflection
characteristics. Then, the multiple-scattering problem be-
comes analyzing the wave propagation in multilayered pan-
els. Some of the aforementioned references have in fact en-
deavored into the method. This method has recently garnered
renewed interest in the study of photonic and phononic band
gap materials. These materials are artificial materials having
internal periodically arranged scatterers. They prohibit waves
in a certain frequency range from propagating through the
material. The layered multiple-scattering method has been
used in many analyses such as Esquivel-Sirvent and Coco-
letzi �1994�, Botten et al. �2000, 2004�, Liu et al. �2000�,
Psarobas and Sigalas �2002�, Platts et al. �2003a, b�, Saini-
dou et al. �2005�. However, so far this method has not been
compared with exact solutions for validation and error quali-
fication.

The main thrust of this paper is to evaluate the layered
multiple-scattering method. The infinite grating problem is
first revisited, with the use of T-matrix notation. This nota-
tion not only maintains the full mathematical rigor, but also
accentuates the physics framed in an input-output perspec-
tive. More importantly, the matrix notation allows scatterers
in the grating to be abstract. A set of planar wave expansion

basis matrices is defined, based on the alternative represen-
tation of Schlömilch series obtained by Twersky �1961�.The
characteristics of the propagating modes and the evanescent
modes are analyzed. The layered multiple-scattering analysis
is then derived. The approximate solution is compared with
the analytically exact solution obtained via the computational
system constructed in the author’s previous work �Cai and
Williams, 1999b�.

II. INFINITE GRATING PROBLEM REVISITED

A. Problem description

Consider an infinite number of identical cylindrical scat-
terers equally spaced by a distance d apart along the y axis,
as shown in Fig. 1. Scatterers are numbered from −� to �:
those with negative numbers are located in the lower half-
plane, those with positive numbers in the upper half-plane,
and scatterer 0 is located at the origin. Coordinates in the
global coordinate system are referred to either by Cartesian
coordinates �x ,y� or by polar coordinates �r ,��.

It is assumed that the T matrix for each scatterer is
known. The T matrix is defined in the corresponding single-
scatterer problem and relates wave expansion coefficients of
the scattered wave to those of the incident wave. When the
incident and scattered waves are expressed as

�inc = �A�T�J�r,��� and �scattered = �B�T�H�r,��� , �1�

where �A� and �B� are the wave expansion coefficients for
the incident and scattered waves, respectively, and �J�r ,���
and �H�r ,��� are the regular and singular wave expansion
bases, respectively, the linearity of the system requires

�B� = �T��A� , �2�

where �T� is the so-called T matrix. Entries for the wave
expansion bases at the nth row are

�J�r,���n = Jn�kr�e�̂n� and �H�r,���n = Hn
�1��kr�e�̂n�,

�3�

where �̂=�−1,Jn�·� and Hn
�1��·� are Bessel and Hankel func-

tions of the first kind, respectively, and n runs from −� to
�. Since the T matrix is defined in a specific coordinate
system, the assumption about the T matrix implies that a
set of local polar coordinate systems, denoted as �ri ,�i� for
scatterer i, has been defined. All �i’s are measured from
the global x direction.

FIG. 1. Geometry of infinite grating problem.
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For generality, no further assumptions regarding the
physical and geometrical compositions of the scatterers are
made. This allows the broadest range of scatterers to be used
to construct the grating, such as those generated by the so-
called scatterer polymerization methodology �Cai and Will-
iams, 1999a� or multilayered scatterers �Cai, 2004, 2005�.

Considerations here are limited to elastic antiplane shear
waves, which are commonly called the SH waves. In such
cases, the only nontrivial displacement component is the z
component. In the steady state, this displacement can be ex-
pressed as z=�e�̂�t, where � is the circular frequency and �
is the complex amplitude of the displacement. It is noted that
the mathematical description of an SH wave problem is es-
sentially the same as that for acoustic waves.

B. Multiple-scattering solution

Multiple-scattering problems have been studied exten-
sively in the past few decades. Twersky �1952a� established
an early solution by tracking the wave-scatterer interactions.
Waterman �1969� introduced the concept of the T matrix for
analyzing the scattering from geometrically complicated
scatterers. Varadan and colleagues obtained multiple-
scattering solutions using the T-matrix method for a variety
of problems �see Varadan et al. �1988�, for a list of their
work�. The author used the T-matrix concept to frame Twer-
sky’s ordered scattering in an input-output perspective and
subsequently developed a multiple-scattering solution �Cai
and Williams, 1999a�, and the scatterer polymerization
method �Cai and Williams, 1999a� and the multiple scatter-
ing in single scatterers method �Cai, 2004, 2005� for analyz-
ing complicated scatterers. Note that none of the aforemen-
tioned multiple-scattering solutions consider the effects of
possible rigid-body translations of the scatterers.

According to the multiple-scattering theory �Cai and
Williams, 1999a�, the total wave field �total consists of the
incident wave and an infinite number of scattered waves, one
from every scatterer; that is,

�total = �inc + �
i=−�

�

�Ci�T�H�ri,�i�� , �4�

where �Ci� and �H�ri ,�i�� are the wave expansion coefficient
matrix and the singular wave expansion basis, respectively,
for a scattered wave in scatterer i’s local coordinate system.

The general solution for the multiple-scattering problem
�Cai and Williams, 1999a� is

�Ci� = �T�	�Ai� + �
j � i
j=−�

�

�R ji�T�C j�
 , �5�

where �Ai� is the wave expansion coefficient for the incident
wave in scatterer i’s local coordinate system and �R ji� is the
coordinate translation matrix between scatterer i and scat-
terer j’s local coordinate systems, whose entry at the pth row
and qth column is given by

�Rji�pq = e�̂�p−q��jiHp−q
�1� �kdji� , �6�

where �dji ,� ji� are the polar coordinates in scatterer j’s local
coordinate system for oi, the origin of scatterer i’s local co-

ordinate system. Note that dji= �i− j �d, and �ij =� /2 when i
� j and �ij =3� /2 when i� j.

Assume a planar incident wave of unit amplitude propa-
gates along a direction that forms an angle 	 with the X axis,
that is,

�inc = e�̂kr cos ��−	� = e�̂k�x cos 	+y sin 	�. �7�

Without losing generality, the incident wave is expressible in
the following wave expansion form:

�inc = �A�T�J�r,��� . �8�

The incident wave observed at oi has a phase difference
compared to that observed at the global origin O, as sketched
in Fig. 2. This phase difference leads to the following rela-
tion between the wave expansion coefficients in local coor-
dinate systems of two different scatterers i and j as

�A j� = e�̂�j−i�kd sin 	�Ai� . �9�

Due to the infinity nature, all scatterers play the identical
role, with the only difference being the different phase of the
incident wave they are exposed to. This means that waves
scattered by different scatterers only differ by the same phase
difference, that is,

�C j� = e�̂�j−i�kd sin 	�Ci� . �10�

Note that the global coordinate system is the same as
scatterer 0’s local coordinate system: �A0�= �A�. Also, denote
�C0�= �C�. Expressing all waves in the global coordinate sys-
tem, Eqs. �4� and �5� can be rewritten as

�total = �A�T�J�r,��� + �C�T �
i=−�

�

e�̂ikd sin 	�H�ri,�i�� �11�

and

�C� = �T��A� + �T�	 �
j � 0
j=−�

�

�R j0�Te�̂jkd sin 	
�C� , �12�

where Eq. �10� specialized for the case i=0 has been used.
Introducing the following matrix

�L� = �
j � 0
j=−�

�

�R j0�Te�̂jkd sin 	, �13�

which contains only the geometric information of the grating
and is hence called the lattice sum, Eq. �12� can be solved
formally as

�C� = ��I� − �T��L��−1�T��A� . �14�

FIG. 2. Angled incident wave.
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For each entry in the �L� matrix, the summation is per-
formed in the way such that a pair of scatterers j and −j is
summed first, giving, for the pth row and qth column,

�L�pq = �̂p−qHp−q�kd,	� , �15�

where

Hn�z,	� = �
i=1

�

Hn
�1��iz���− 1�ne�̂iz sin 	 + e−�̂iz sin 	� , �16�

and Eq. �6� has been used.
The summation in Eq. �16� is a Schlömilch series �Wat-

son, 1966�. In general, this series converges rather slowly,
especially when z is small, which happens to be in the ranges
where most of the interests in infinite gratings lie. Twersky
�1961� developed an alternative representation of this series
using elementary functions, that gives a better convergence.
Twersky’s representation and the author’s experience in its
computational implementation are summarized in Appendix
A. In the context of the following discussions, it suffices to
treat Hn�z ,	� as a special function, which becomes singular
when z�1±sin 	� / �2�� is an integer.

C. The planar wave expansion basis

The total scattered wave, the second term on the right-
hand side of Eq. �11�, involves another Schlömilch series.
Twersky �1962� also obtained an alternative expression using
elementary functions for this series. Adapting Twersky’s for-
mula for the present notation is discussed in Appendix B.
The resulting formula can be written as

�
i=−�

�

e�̂ikd sin 	e�̂n�iHn�kri�

=
2

kd
�

m=−�

�
�sin 
m − �̂�x/�x�� cos 
m�n

cos 
m
e�̂k��x�cos 
m+y sin 
m�,

�17�

where the fraction x / �x� simply denotes the sign of x,

sin 
m = sin 	 + m
2�

kd
, �18�

and the corresponding cos 
m is defined as

cos 
m = ��1 − sin2 
m when �sin 
m� � 1,

�̂�sin2 
m − 1 when �sin 
m� � 1.
�19�

Similar to the Schlömilch series in Eq. �16�, this series also
diverges when kd�1±sin 	� / �2�� becomes an integer.

Define a column matrix �P�x ,y�� and a square matrix
�M� whose entries are

�P�x,y��m = e�̂k��x� cos 
m+y sin 
m�, �20�

and

�M�mn =
2

kd

�sin 
m − �̂�x/�x�� cos 
m�n

cos 
m
. �21�

Then, the total wave in the field can be written as

�total = e�̂k�x cos 	+y sin 	� + ��M��C��T�P�x,y�� . �22�

Matrix �P�x ,y�� has the appearance of planar waves and is
hence called the planar wave expansion basis. Matrix �M�
serves as the mode converter that converts cylindrical wave
modes �in polar coordinate system� into planar wave modes
�in Cartesian coordinate system�.

1. The propagating modes

The planar wave modes that correspond to real values of

m �or, �sin 
m � �1� represent the propagating modes of the
grating. In these modes, −� /2�
m�� /2, and m is limited
by

− m− � m � m+, �23�

where

m− =  kd�1 + sin 	�
2�

�, m+ =  kd�1 − sin 	�
2�

� , �24�

and �·� denotes the largest integer no larger than the enclosed
argument. In these modes, on the right half-plane �x�0�, the
transmitted wave propagates in a direction that forms an
angle 
m with the x axis, and on the left half-plane �x�0�,
the reflected wave propagates in a direction that forms an
angle �−
m with the x axis. These propagation directions
are independent of the material properties of the grating.

The number of propagating modes depends on the nor-
malized frequency kd and the incident angle. The mode dia-
gram in Fig. 3 shows the existence of different propagating
modes on the kd−	 plane. The delineating curves are deter-
mined by setting sin 
m=1 in Eq. �18�. Mode m=0 is always
a propagating mode. The region in which m=0 is the only
propagating mode is often called the one-mode region.

2. The evanescent modes

When m falls outside the range as defined in Eq. �23�,

m assumes a complex value. These modes are called the
evanescent modes of the grating. For mode m, sin2 
m�1,
the planar wave expansion basis in Eq. �20� becomes

FIG. 3. Diagram of propagating modes in kd-	 space. Each curve denotes
the condition in which one of modes becomes propagating. Different modes
that exist in areas partitioned by curves are shown.
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�P�x,y��m = e−�x���k sin 	 + 2m�/d�2−k2
e�̂y�k sin 	+2m�/d�. �25�

Equation �25� suggests that, along the grating �the y direc-
tion�, the mode shape is periodic. When the incident wave is
normal to the grating, the spatial period is d / �m�. With an
angled incident wave, the period varies with the frequency: it
is shortened as the frequency increases for modes that propa-
gate in directions that fall within the acute region between
the incident direction and the grating; it is lengthened as the
frequency increases in the remaining region.

More importantly, in the direction normal to the grating
�the x direction�, the mode shape decays exponentially as �x�
increases; higher modes decay faster than the lower modes.
Define

� = ��kd sin 	 + 2m��2 − �kd�2. �26�

Then, the extent of an evanescent mode in the x direction can
be quantitatively described by e−��x�/d, which means that, at a
distance d from the grating, the evanescent mode has de-
cayed to a fraction of e−�.

For mode m=1, Fig. 4 shows the characteristics of this
mode in the kd–	 space. The bold curve, which appears in
Fig. 3, delineates the propagating and evanescent regions.
Contours for � are shown in the evanescent region, and con-
tours for the propagating direction 
1 are shown in the
propagating region. For mode m=−1, the picture is Fig. 4
flipped about 	=0° axis. For all other m�0 modes, the
picture is similar to mode m= ±1.

Figure 4 suggests that an evanescent mode has only lim-
ited presence within a small neighborhood near the delineat-
ing curve. An evanescent mode evolves with the increase of
frequency as the following: the mode starts as an evanescent
mode at extremely low frequencies. Its spatial extent in-
creases as the frequency increases and eventually becomes a
propagating mode traveling along the grating—the Wood’s
anomaly as noted by Twersky �1961�. Afterwards, its propa-
gation direction approaches to that of the incident wave as
the frequency continues to increase.

D. Exact solution in planar wave expansion basis

Often, it is more convenient to split the unified notation
in Eq. �22� into separated expressions for the transmitted and
the reflected waves. Define the forward planar wave expan-
sion basis �P+�x ,y�� and the backward planar wave expan-
sion basis �P−�x ,y�� with entries

�P±�x,y��m = e�̂k�±x cos 
m+y sin 
m�. �27�

Then, the transmitted and the reflected waves can be ex-
pressed as

�transmitted = �C+�T�P+�x,y�� ,

�reflected = �C−�T�P−�x,y�� , �28�

where �C+� and �C−� are planar wave expansion coefficients
for the transmitted and the reflected waves, respectively.
They are determined by

�C+� = �M+��C� + �A�, �C−� = �M−��C� , �29�

where

�M±�mn =
2

kd

�sin 
m  �̂ cos 
m�n

cos 
m
, �30�

and �A� is the planar wave expansion coefficient of the in-
cident wave. For the incident wave given in Eq. �8�, �A�0

=1 and �A�m=0 for all other m.
Recall that both Schlömilch series become singular

when kd�1±sin 	� / �2�� becomes an integer, in which case,
cos 
m=0. To observe the behavior of the exact solution near
the singularity point, Eqs. �14� and �29� can be combined to
write

�C±� = �M±���I� − �T��L��−1�T��A� + �A� , �31�

where �A� appears only for the case with the + sign. Matri-
ces �M±� and �L� become singular simultaneously, due to the
term 1/cos 
m in Eq. �30� for �M±� and in Eq. �15� �and, in
turn, Eqs. �A2�, �A3�, and �A6�� for �L�. Near the singular
point, as the near-singular terms become dominant, keep-
ing only the dominant terms, Eq. �31� becomes

lim
cos 
m→0

�C±� = − �M±��L�−1�A� + �A� . �32�

The common factor 1 /cos 
m in the �M±� and �L� matrices
cancels each other due to the inversion of �L� matrix. As a
result, there is no singularity in the final expressions for
waves.

E. The approximate solution

Since there is only a limited number of planar propagat-
ing wave modes, it immediately becomes conceivable to ap-
proximate the wave fields by accounting for only these
propagating modes. Such an approximation can be readily
achieved by reducing the size of both the planar wave ex-
pansion coefficient matrices and the corresponding planar
wave expansion bases so that the index m only runs from
−m− to m+. Performing such size reduction does not change
the matrix expressions for the transmitted and reflected
waves in Eq. �28�.

FIG. 4. Details of mode in m=1. The bold curve delineates propagating and
evanescent regions. In the evanescent region, contours for �, which charac-
terizes spatial exponential decay of the mode in the function form e−��x�/d, are
shown. In the propagating region, the contours for the direction of the trans-
mitted wave are shown.
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F. Numerical examples

In the following, comparisons among the exact and ap-
proximate infinite grating solutions and the multiple-
scattering solution for finite gratings are made through nu-
merical examples. The gratings are comprised of circular
steel cylinders embedded in epoxy host. The multiple-
scattering solutions are obtained for a grating of 25 cylinders
via a computational system that has previously been verified
to be analytically exact �Cai and Williams, 1999a, b�. The
shear modulus is 1.17 GPa for the epoxy and 200 GPa for
the steel. The mass density is 1100 kg/m3 for the epoxy and
7800 kg/m3 for the steel. Unless otherwise noted, the spac-
ing between any two adjacent cylinders in a grating is d
=3a, where a is the radius of the cylinders, and all materials
are assumed to be lossless.

Figures 5–7 compare the displacement amplitude fields
in the vicinity of the grating at normalized frequencies kd
=3,6, and 9 �ka=1, 2, and 3�, respectively. In the figures for
the infinite grating solutions, the exact solutions are shown in
the upper half-space and the approximation solutions are
shown in the lower half-space; a pair of vertical thin black
lines denotes the extent of the grating itself ��x � =a�.

When kd=3 and 6, there is only one propagating mode.
When kd=3, the approximate and the exact solutions are
identical, except for a slight difference in a small region near
the grating. By the first crest in the backward direction,
which is located at approximately a half wavelength from the
centerline, all the evanescent modes have diminished. In

comparison, when kd=6, the evanescent modes extend into
the fourth crest in the backward direction, which is located
approximately at �x � =2��2.09d. This is consistent with Fig.
4, which gives a nondimensional characteristic length ��2
for the first evanescent mode m= ±1.

When kd=9, there are three propagating modes. Waves
in these modes interfere, forming a weave pattern which does
not give a clear indication of propagating directions of these
modes. All evanescent modes have sufficiently decayed out-
side the region occupied by the grating, and the approximate
solutions are identical to the exact solutions.

In the multiple-scattering solutions for the correspond-
ing finite gratings, edge effects due to the finite size of the
grating are prevalent. For the cases of one propagating mode
�kd=3 and 6�, the edge effects appear in the forward direc-
tion as multiple streaks at different angles with respect to the
x axis. In the backward direction, these streaks are superim-
posed onto other waves to become lumps on crests. The edge
effects are minimal in a small region �x � /a�10 and �y � /a
�25, where the multiple-scattering solutions agree with the
infinite grating solutions. For the cases of three propagating
modes �kd=9�, the region having minimal edge effects ap-
pears as a diamond-shaped region, with the extent in the x
direction increasing as frequency increases.

Figure 8 compares the displacement transmission spec-
tra as computed by the infinite grating solution and by the
multiple-scattering solution. The infinite grating spectrum is
determined by ��C+�0�, which represents the amplitude of the

FIG. 5. �Color online� Comparison of
the infinite grating solution �a� with
the multiple-scattering solution for fi-
nite grating �b� when kd=3 �ka=1�. In
�a�, the lower half-space shows the ap-
proximate solution that accounts only
for propagating modes; the black lines
denote the extent of grating itself.

FIG. 6. �Color online� Comparison of
the infinite grating solution �a� with
the multiple-scattering solution for fi-
nite grating �b� when kd=6 �ka=2�. In
�a�, the lower half-space shows the ap-
proximate solution that accounts only
for propagating modes; the black lines
denote the extent of grating itself.
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propagating mode m=0. The spectrum for the multiple-
scattering solution is obtained by averaging the displacement
amplitude along x /a=10 in the range y /d� �0,10�. The x
and y are so chosen such that the evanescent modes have
sufficiently decayed and the edge effects are minimal.

The two spectra shown in Fig. 8 are extremely close,
since both solutions are exact for the respective problems. At
certain very low frequencies �kd�0.4�, the multiple-
scattering spectrum exceeds unity. This is due to the edge
effects, which are more prevalent in lower frequencies than
in higher frequencies. For the infinite grating problem, there
is no such effect and hence the transmission coefficient never
exceeds unity.

When there is more than one propagating mode, a mean-
ingful single transmission coefficient needs to account for
the propagating directions of different modes. This is rather
difficult to calculate for the multiple-scattering solution.
Hence, the spectra shown in the range between kd=2� and
kd=7.5 �ka=2� /3 and ka=2.5� do not have much physical
meaning, except to indicate, by the closeness of two curves,
that the contributions from the propagating modes m= ±1 are
very small. This portion of spectra is included primarily to
demonstrate that there is no computational difficulty near the
singularity point of the Schlömilch series.

III. LAYERED MULTIPLE-SCATTERING METHOD

Using the approximate solution for the infinite grating
problem, wave interactions with the grating can be viewed in

simple terms such as transmission and reflection coefficients,
analogous to those for a thin homogeneous panel separating
an infinite host medium. Consequently, an array of regularly
arranged scatterers can be viewed as comprising of multiple
layers of infinite gratings, and the approximate solution for
the infinite grating problem would enable the problem to be
treated as multiple transmissions and reflections occurring in
a multilayer panel. This approach, called the layered
multiple-scattering method, would significantly simplify the
analysis.

A. Transmission and reflection coefficients in
regularly arranged scatterer array

As an example to illustrate the layered multiple-
scattering method, a recursive procedure for calculating the
wave transmission and reflection coefficients is outlined in
the following for a case in which all gratings are identical,
and the distance between any two adjacent layers is b. The
consideration is further limited to the one-mode region. A set
of recursive formulas was obtained by Huang and Heckl
�1993� for the case when all layers are aligned to form a
rectangular grid.

A more general case is considered here. Layers are num-
bered from left to right. Each layer has its own local coordi-
nate system, denoted as �xp ,yp� for the pth layer. A global
coordinate system �x ,y� is defined to coincide with the first
layer’s. Layers are arranged such that their y positions are
shifted with respect to the x axis, by an amount �p

= �1+ �−1�p�� /2 for the pth layer. That is, there is no shift for
odd-numbered layers and � for even-numbered layers. It is
further assumed that the transmission and reflection coeffi-
cients for individual gratings have been obtained. These co-
efficients are in fact wave expansion coefficients associated
with individual local coordinate systems, and T= �C+�0 and
R= �C−�0.

Assume the first p−1 layers have been analyzed, yield-
ing the cumulative transmission and reflection coefficients
Tp−1 and Rp−1, respectively. The task at hand is to obtain the
cumulative transmission and reflection coefficients, Tp and
Rp, respectively, for the first p layers. All cumulative trans-
mission and reflection coefficients are associated with the
global coordinate system. Obviously, T1=T and R1=R. Fig-
ure 9�a� shows the geometry of the problem, and Fig. 9�b�

FIG. 7. �Color online� Comparison of
the infinite grating solution �a� with
the multiple-scattering solution for fi-
nite grating �b� when kd=9 �ka=3�. In
�a�, the lower half-space shows the ap-
proximate solution that accounts only
for propagating modes; the black lines
denote the extent of grating itself.

FIG. 8. Comparison of wave transmission spectrum as obtained by the
infinite grating solution �solid curve� and the multiple-scattering solution
�dashed curve�.
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illustrates the multiple transmission and reflection processes
between the first p−1 layers and the pth layer, as well as the
relation between the two coordinate systems. Note that x
=xp+Dp, y=yp+�p, and Dp= �p−1�b.

The incident wave 1 is assumed to be a planar wave as
expressed in Eq. �8�. Waves 2 and 3 are the reflected and
transmitted waves by the first �p−1� layers, which are ex-
pressible as

�2 = Rp−1e�̂k�−x cos 	+y sin 	�,

�3 = Tp−1e�̂k�Dp cos 	+�p sin 	�e�̂k�xp cos 	+yp sin 	�,

where wave 3 is expressed in the �xp ,yp� coordinate system,
in which it incidents upon layer p, producing waves 4 and 5.
Thus,

�4 = RTp−1e�̂k�Dp cos 	+�p sin 	�e�̂k�−xp cos 	+yp sin 	�

=RTp−1e2�̂kDp cos 	e�̂k�−x cos 	+y sin 	�.

Note that �p disappears when wave 4 is expressed in the
global coordinate system. Afterwards, wave 4 incidents upon
the first p−1 layers, producing waves 6 and 7. In this pro-
cess, the incident wave encounters the right surface of the
first p−1 layers. If p−1 is even, the first p−1 layers are
skew symmetric about their geometric center. If p−1 is odd,
the first p−1 layers are symmetric about the central layer. In
both cases, the resulting waves can be identically expressed
as

�6 = Rp−1RTp−1e2�̂kb cos 	e�̂k�x cos 	+y sin 	�,

�7 = Tp−1RTp−1e2�̂kDp cos 	e�̂k�−x cos 	+y sin 	�.

Expressions for all subsequent waves can be similarly ob-
tained, as tabulated in Table I.

The total transmitted wave consists of waves 5, 8, 12,
and higher order terms. Hence, adding the wave expansion
coefficients as listed in Table I gives

Tp =
Tp−1T

1 − Rp−1Re2�̂kb cos 	
, �33�

where the following Taylor expansion for �1−x�−1=1+x
+x2+x3+¯ has been used. Similarly the reflection coeffi-
cient for the first p layers can be found as

Rp = Rp−1 +
T p−1

2 Re2�̂�p−1�kb cos 	

1 − Rp−1Re2�̂kb cos 	
. �34�

Expressions in Eqs. �33� and �34� are equivalent to those
obtained by Huang and Heckl �1993�. However, the present
derivation allows position shifts in y position. The fact that
these position shifts �p do not enter the final expressions
suggests a possible further generalization, to the first ap-
proximation: that any shifts in the y positions, regular or
irregular, would have no effects. With an approximation that
takes only the propagating modes into account, an infinite
grating becomes a mathematical interface with homogeneous
properties. This means that the interlayer distance is the only
parameter that determines the behavior of the scatterer array.

B. Examples

Consider two arrays of scatterers constructed from two
and four layers of equally spaced infinite gratings, respec-
tively, and b=d. The approximate solutions obtained by the
layered multiple-scattering method are compared with ana-
lytically exact multiple-scattering solutions for the corre-
sponding arrays comprised of finite gratings of 25 scatterers
in each grating. No exact multiple-scattering solution for
multiple infinite gratings is available for this comparison be-
cause the Schlömilch series are only applicable to a single
infinite grating.

The displacement transmission spectra are shown in
Figs. 10 and 11 for the cases of two and four gratings, re-
spectively. The spectra for the exact multiple-scattering so-
lution for the finite gratings are the averaged displacement
amplitude measured at a distance x /a=10 from the last layer
in the forward direction. Figures 10 and 11 show that the
curves for the two solutions in general have excellent agree-
ment. As expected, as the number of layers increases, a ma-
jor stop band is formed, giving a quiescent field in the for-
ward direction for kd�1.5 �ka�0.5�. At very low
frequencies, the transmission coefficient computed by the ex-
act multiple-scattering solution for the finite gratings again
occasionally exceeds unity, due to the diffracted waves.

There are two distinctive features in these spectra that do
not appear in the corresponding single-grating spectra and

FIG. 9. Process for pth step recursive analysis for a multiple layer gratings.
First p−1 layers have been analyzed and treated as one single layer. �a�
Scatterer arrangement. �b� Schematic of analysis.

TABLE I. Expressions for waves depicted in Fig. 13.

Wave Coefficient Basis

1 1 e�̂k�x cos 	+y sin 	�

2 Rp−1 e�̂k�−x cos 	+y sin 	�

3 Tp−1e�̂kDp cos 	 e�̂k�xp cos 	+yp sin 	�

4 RTp−1e�̂kDp cos 	 e�̂k�−x cos 	+y sin 	�

5 TTp−1e�̂kDp cos 	 e�̂k�xp cos 	+yp sin 	�

6 Rp−1RTp−1e�̂k�Dp+2b� cos 	 e�̂k�xp cos 	+yp sin 	�

7 Tp−1RTp−1e�̂k2Dp cos 	 e�̂k�−x cos 	+y sin 	�

8 TRp−1RTp−1e�̂k�Dp+2b� cos 	 e�̂k�xp cos 	+yp sin 	�

9 RRp−1RTp−1e�̂2k�Dp+2b� cos 	 e�̂k�−x cos 	+y sin 	�

10 Rp−1RRp−1RTp−1e�̂k�Dp+4b� cos 	 e�̂k�xp cos 	+yp sin 	�

11 Tp−1RRp−1RTp−1e�̂2k�Dp+b� cos 	 e�̂k�−x cos 	+y sin 	�

12 TRp−1RRp−1RTp−1e�̂k�Dp+4b� cos 	 e�̂k�xp cos 	+yp sin 	�

13 RRp−1RRp−1RTp−1e�̂k�2Dp+4b� cos 	 e�̂k�−x cos 	+y sin 	�

14 Tp−1RRp−1RRp−1RTp−1e�̂k�2Dp+4b� cos 	 e�̂k�−x cos 	+y sin 	�
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thus are attributed entirely to the nature of multiple layers.
The first is several peaks and valleys in the low-frequency
range before the stop band’s cutoff frequency. The number of
these valleys and spikes equals the number of layers minus
one. This has been observed by a number of similar studies,
such as Kristiansen and Fahy �1972�, Vovk et al. �1978�, and
Radlinski �1989�. The second is the same number of closely
spaced resonance spikes between kd=5.5 and 6.0, and there
is a noticeable shift in peak frequencies between the two
solutions.

Figure 12 compares the displacement amplitude distri-
butions at kd=6 �ka=2� for the cases of two and four grat-
ings. In each case, the multiple-scattering solution for finite
gratings is shown in the upper half-space, and the layered
multiple-scattering solution is shown in the lower half-space.
This particular frequency is chosen because the evanescent
mode m= ±1 has a large extent at this frequency, as observed
earlier in Fig. 6.

Figure 12 shows that there is a slight difference between
the exact and approximate solutions in displacement ampli-
tude in the forward direction, which is also observable from
the spectra in Figs. 10 and 11. This slight difference is com-
pletely overwhelmed by other more dominant effects in the
backward direction. There are periodic lumps riding atop the
crests in the backward direction in the exact multiple-
scattering solution. However, a closer comparison with the
corresponding single-grating case in Fig. 6 suggests that
these lumps are mostly due to the edge effects, and the lumps

due to the evanescent modes are again limited to the first
three to four crests. In other words, the extent of the evanes-
cent modes does not increase as the number of layers in-
creases.

C. Effects of scatterer arrangement

The geometric parameters used in the layered multiple-
scattering method include only the scatterer spacing within a
grating d and the interlayer spacing b. This implies that scat-
terer arrangements such as the ones in Fig. 13, in which one
is a rectangular arrangement and the other is a triangular
arrangement but both have an interlayer spacing of �3d /2,
would produce the same result. Note that the two configura-
tions in Fig. 13 represent the extremes of possible variations
in scatterer arrangement under the given constraints.

In Fig. 14, the transmission spectrum calculated by the
layered multiple-scattering method is compared with the
spectra obtained by the exact multiple-scattering solution for
finite gratings for both arrangements. Figure 14 shows that
the three spectra are indeed very close to each other. All the
peaks appear to have shifted to higher frequencies when
compared to the similar setting when b=d as in Fig. 10.
Specifically, comparing the peaks by the multiple-scattering
solution, the peak at kd�5.73 in Fig. 10 is shifted to kd
�6.54 in Fig. 14—a shift by a factor of 1.14; the peak at
kd�1.20 in Fig. 10 is shifted to kd�1.44 in Fig. 14—a shift
by a factor of 1.20. Both shift factors are very close to 1.155,

FIG. 11. Comparison of wave transmission spectrum for four layers of
grating as obtained by the layered multiple-scattering solution for infinite
gratings �solid curve� and the multiple-scattering solution for finite gratings
�dashed curve�.

FIG. 10. Comparison of wave transmission spectrum for two layers of grat-
ing as obtained by the layered multiple-scattering solution for infinite grat-
ings �solid curve� and the multiple-scattering solution for finite gratings
�dashed curve�.

FIG. 12. �Color online� Comparison
of the layered multiple-scattering solu-
tion with the exact multiple-scattering
solution for �a� two layers of gratings
and �b� four layers of gratings, when
kd=6 �ka=2�. The multiple-scattering
solution is shown in the upper half-
space and the layered multiple scatter-
ing solution is shown in lower half-
space.
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the ratio between the interlayer distances in the two cases.
Therefore, the interlayer distance b is the overriding param-
eter, at least to the first approximation, that affects the fea-
tures in the spectra due to the nature of multiple layers.

There are two noticeable differences among the three
spectra. The first is the peak at kd�6.54 only appears in the
case of rectangular arrangement using multiple-scattering so-
lution. This peak occurs in the frequency range where there
are three propagating modes, for which the layered multiple-
scattering solution is no longer valid. The second difference
is the slight shift of the peak frequencies at kd�1.4: all three
spectra give slightly different peak frequencies.

D. Effects of evanescent modes

The evanescent modes are the only difference between
the exact infinite grating solution and the approximate infi-
nite grating solution. Between the exact multiple-scattering
solution and the layered multiple-scattering solution, the dif-
ferences include the edge effect due to the finite grating used
in the former and the omission of the evanescent modes in
the latter. Examples so far suggest that the shifts in various
key frequencies appear to be the most prominent effect of the
evanescent modes. Such a shift occurs in the case of two or
more layers, and the shift does not seem to increase as the
number of layers increases.

The simpler case of two gratings offers an elementary
scenario for analyzing the mechanism of the frequency shift
in the approximate solutions. Mathematically, a peak would

occur when the denominator in Eq. �33� approaches zero or
an extreme. Denote the single grating reflection coefficient as
R= �R �e�̂�, where � represents the phase in the reflected
wave. For a normal incidence �	=0° �, a peak would occur
if �R�2e2�̂��+kb� approaches to unity; this would require that �R�
be sufficiently close to unity, and that

� + kb = n� , �35�

where n is any integer. Equation �35� agrees with an earlier
observation that the interlayer spacing b is the dominant fac-
tor in determining the peak frequencies.

In the multiple layer setting, the presence of an evanes-
cent mode would affect the way the two layers interact. The
most likely effect of the evanescent mode is in the form of a
small correction to the phase �. According to Eq. �35�, this
would cause the peak frequencies to shift slightly. Further-
more, this correction to � is independent of the number of
layers in the scatterer arrangement, and hence the peak fre-
quency shift is not affected by the number of layers.

The phase shift due to evanescent modes can also ex-
plain the peak frequency shift in the spectra for triangular
and rectangular scatterer arrangements obtained via the
multiple-scattering solution. In these two arrangements, the
square arrangement can be viewed as the result of shifting
the second layer in the triangular arrangement by a distance
d /2 in the y direction. In the presence of the evanescent
mode m, according to Eq. �25�, the mode shape is periodic in
the y direction, and the geometrical shift of the second layer
would result in a phase shift of e�̂m� in the expression for the
evanescent mode, which would in turn result in another
slight correction to the phase �.

It is also noted that the problem under consideration is
an elastic SH wave problem. In such a problem, scatterers
undergo pure shear deformation and no net volume change
would occur. As reported by others �such as Vovk and
Grinchenko, 1978; Radlinski, 1989�, shell-like scatterers un-
dergoing the breath-mode deformation might cause signifi-
cant intergrating interactions.

IV. CONCLUSIONS

In this paper, the layered multiple-scattering method for
analyzing the scattering from an array of regularly arranged
scatterers is evaluated by comparing with exact solutions ob-
tained by other means. In this method, each layer is an infi-
nite grating, and the multiple-scattering process is treated as
a multiple transmission-reflection process in a multilayer
panel.

One of the exact solutions used in the evaluation is a
general multiple-scattering theory. The theory uses a T ma-
trix to represent a scatterer, which opens the possibility to
use abstract scatterers for the analysis. The other exact solu-
tion is the exact solution for an infinite grating. This solution
is obtained by combining the T-matrix formulation of the
multiple scattering theory and the alternative expressions for
Schlömilch series �Twersky, 1961�. The infinity nature en-
ables the scattered waves due to an planar incident wave to
be expressed in a planar wave expansion basis using a Car-
tesian coordinate system. The resulting waves are further di-

FIG. 13. Different arrangements with same interlayer distance of �3d /2: �a�
triangular arrangement and �b� rectangular arrangement.

FIG. 14. Transmission spectra for different fiber arrangements with the
same interlayer distance. Solid curve: layered multiple scattering solution;
dashed curve: triangular arrangement; dot-dashed curve: rectangular ar-
rangement.
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vided into propagating and evanescent modes. Details of
these modes are analyzed. Numerical examples suggest that
only the first evanescent modes would have significant pres-
ence in a limited frequency range.

The layered multiple-scattering method only accounts
for the propagating modes in each grating. This method not
only provides an excellent approximation for most frequency
ranges, but also significantly reduces the computational com-
plexity. However, this method may give a slight shift in peak
frequencies in the spectra. Numerical examples also show
that, in a regular arrangement of scatterers, the interlayer
distance is the dominant parameter that affects the features
due to the multi-layer setting, such as the critical frequencies
of a stopband.
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APPENDIX A: FIRST SCHLÖMILCH SERIES

The first Schlömilch series used in an infinite grating
problem is in the computation of the wave expansion coeffi-
cients, as in Eq. �16�;

Hn�x,	� = �
s=1

�

Hn�sx���− 1�ne�̂sx sin 	 + e−�̂sx sin 	� . �A1�

Twersky �1961� obtained an alternative representation
for the series. For n�0,

H2n�x,	� = 2�
m=0

�
e−�̂2n
m

x cos 
m
+ 2 �

m=−�

−1
e�̂2n
m

x cos 
m
+

�̂

n�

+
�̂

�
�
s=1

n
�− 1�m22m�n + m − 1� ! B2m�� sin 	�

�2m� ! �n − m� ! �2m ,

�A2�

H2n+1�x,	� = 2�
m=0

�
e−�̂�2n+1�
m

x cos 
m
− 2 �

m=−�

−1
e�̂�2n+1�
m

x cos 
m

+
2

�
�
s=0

n
�− 1�m22m�n + m� ! B2m+1�� sin 	�

�2m + 1� ! �n − m� ! �2m+1 ,

�A3�

where �=x / �2n�, Bn�x� is the Bernoulli polynomial, and 
m

are defined by a pair of functions sin 
m and cos 
m in Eqs.
�18� and �19�.

Note that 
m become complex when �sin 
m � �1. For
such cases, Twersky �1961� defined 
m=� /2− �̂ ��m� when
m�0 and 
m=−� /2+ �̂ ��m� when m�0, where cosh �m

=sin 	+2m� /x. In the implementation for this paper, it is

found that, without introducing �m, sin 
m and cos 
m in
Eqs. �18� and �19� in conjunction with the following identify
suffice:

e±�̂n
m = �e±�̂
m�n = �cos 
m ± �̂ sin 
m�n. �A4�

For n=0, according to Twersky �1961�, J0�x ,	� and
Y0�x ,	� are obtained by Magnus and Oberhettinger as

H0�x,	� = J0�x,	� + �̂Y0�x,	� . �A5�

Again, without using �m, J0�x ,	� and Y0�x ,	� can be
equivalently written as

J0�x,	� =
2

x
�

m=−m−

m+

1

cos 
m
− 1, �A6�

Y0�x,	� = −
2

�
	� + ln

x

4�

 +

1

�
	�

m=1

m+ 1

m
+ �

m=1

m− 1

m



− 2 �
m=m++1

� 	 1

x�sin2 
m − 1
−

1

2�m

− 2 �

m=−�

−m−−1 	 1

x�sin2 
m − 1
+

1

2�m
 , �A7�

where m− and m+ are defined in Eq. �24�, and �
=0.5772156649. . . is the Euler constant. Although the
above expression could be further simplified by noting
that the summations over 1 /m in fact cover the entire
integer range, the split expression as shown in Eq. �A7�
ensures a better convergence.

For n�0, the following relation is used:

H−n�x,	� = �− 1�nHn�x,	� . �A8�

In the implementation, it is found that when x is large
�such as x�50�, especially when x sin 	 and n are also large
�such as x sin 	�35 and n�50�, the performance of Twer-
sky’s series deteriorates. In such cases, using the following
asymptotic expression for the Hankel functions generally
produces better results:

Hn�z� �� 2

�z
e�̂�z−n�/2−�/4�. �A9�

Combining Eqs. �A9� and �A1� gives

H2n�x,	� �
4e−�̂�n+1/4��

�2�x
�
m=1

�
e�̂mxcos �mx sin 	�

�m
, �A10�

H2n+1�x,	� � −
4e−�̂�n+1/4��

�2�x
�
m=1

�
e�̂mx sin �mx sin 	�

�m
.

�A11�

APPENDIX B: SECOND SCHLÖMILCH SERIES

Twersky �1962� derived the following formula for a
Schlömilch series that often appears in infinite grating prob-
lems: for x�0,
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�̂n �
s=−�

�

e�̂sd sin 	e−�̂n�sHn�rs� = 2 �
m=−�

�

Cme−�̂n
me�̂x cos 
m+�̂y sin 
m,

�B1�

where

Cm =
1

d cos 
m
, �B2�

and all parameters are defined in the same way as in the
present paper, except that the local polar coordinate systems
are defined such that, for scatterer s ,�s=tan−1 �y−sd� /x for
x�0 and �−�s when x�0, whereas, in the present paper,
the polar coordinates are defined such that �s varies from
0 to 2�. The following relations are noted: in the first
quadrant, �s=�s; in the second and third quadrants, �s

=�−�s; and in the fourth quadrant, �s=2�+�s.
Replacing n by −n and using the relation H−n

�1��·�
= �−1�nHn

�1��·� give

�̂n �
s=−�

�

e�̂sd sin 	e�̂n�sHn�rs� = 2 �
m=−�

�

Cme�̂n
me�̂x cos 
m+�̂y sin 
m.

�B3�

It can be readily verified that this expression is valid for both
the first and fourth quadrants.

For x�0, according to Twersky �1962�, the relation is
obtained when �s on the left-hand side of Eq. �B1� is re-
placed by �−�s and 
m on the right-hand side is replaced by
�−
m. It can be similarly shown that the relation becomes
the following:

�̂n �
s=−�

�

e�̂sd sin 	e�̂n�sHn�rs�

= 2 �
m=−�

�

Cme�̂n��−
m�e�̂x cos ��−
m�+�̂y sin ��−
m�. �B4�

Note the relations

sin �� − 
m� = sin 
m and cos �� − 
m� = − cos 
m,

�B5�

and, for x�0, −x= �x�, the right-hand side of Eq. �B4� can be
alternatively written as

�̂n �
s=−�

�

e�̂sd sin 	e�̂n�sHn�rs�

= 2 �
m=−�

�

�− 1�nCme−�̂n
me�̂�x� cos 
m+�̂y sin 
m. �B6�

There is a slight ambiguity in Twersky’s original paper
as to whether 
m in the expression for Cm in Eq. �B2� should
be replaced by �−
m when x�0. Numerical computations
using Eq. �B4� confirm that Eq. �B2� should remain un-
changed.

Combining Eqs. �B3�, �B6�, and �A4�, a unified expres-
sion that is valid for both x�0 and x�0 can be written as

�
s=−�

�

e�̂sd sin 	e�̂n�sHn�rs�

=
2

d
�

m=−�

�
�sin 
m − �̂�x/�x�� cos 
m�n

cos 
m
e�̂��x� cos 
m+y sin 
m�,

�B7�

where the fraction x / �x� simply denotes the sign of x.
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The Wigner-Smith matrix Q is built up by differentiation of the unitary condition of the scattering
matrix S. The matrices Q and S both contain the same information but with different points of view.
For structures with simple geometrical shapes such as plates or cavities, the acoustic scattering is a
two channel scattering represented by a 2�2 S matrix. The elements of the Q matrix can be
described: �i� by means of the phase derivatives of the elements of the matrix S, �ii� by means of the
phase derivatives of the eigenvalues of the S matrix. The equivalence of these two descriptions
allows one to express the phase derivatives of �i� in terms of the phase derivatives of �ii�. The
Wigner-Smith matrix concept enables one to unify and to improve both the phase gradient method
and the eigenvalue method in the frame of the multichannel scattering. It obviously incorporates the
resonance scattering theory. Approximate resonant formulas and numerical results are given for the
case of fluid loaded elastic isotropic plates in order to check the validity of the method.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2207574�

PACS number�s�: 43.20.Ks, 43.40.Dx, 43.40.Rj �RMW� Pages: 62–73

I. INTRODUCTION

The resonance scattering theory �RST� has been applied
to various submerged structures such as plates or stacks of
plates,1,2 targets of separable geometry such as cylinders,
tubes or spheres,3,4 and also to cavities in an elastic
medium.5–7 Its main purpose was to analyze the resonance
properties of these structures by finding the convenient ap-
proximations �called the Breit-Wigner formula� of the ele-
ments of the scattering matrix in the frequency domain
�plates, cylinders, spheres, cavities� or in the angular domain
�plates�. Some difficulties have been encountered when ap-
plying the RST to cases where overlapping phenomena be-
tween resonances occur.8,9 This fact, added to the need for
fast methods easy to implement, have led to building the
phase gradient method �PGM� applied to plates10,11 and cy-
lindrical shells.12 The PGM consists in analyzing the phase
derivatives of the elements of the scattering matrix. The
peaks of the phase derivatives with respect to the frequency
variable �or angular variable� give both the resonance posi-
tions �located at the values of the variable where sharp peak
maxima or minima occur� and twice the inverse of the width
�by the measure of the peak heights�. The PGM then enables
a more complete characterization of the resonance properties,
the overlapping phenomenon8,9 in the case of plates also be-
ing solved. As an extension of the method, the derivative
variable can be one of the physical parameters of the struc-
tures: densities, wave velocities, etc. This enables one to
study the sensitivity of the waves scattered by these struc-
tures, with respect to these parameters.

The scattering matrix needed for the analysis takes sev-
eral forms.

For cavities in an elastic medium, polarization conver-
sions between L �longitudinal� and T �transverse� waves arise
in the scattering. As a consequence, the main diagonal of the
scattering matrix is made up of 2�2 block matrices Sm Ref.
5 �m denotes the mode� while all the other blocks are equal
to zero. The form of the matrices Sm is

Sm = �sm
LL sm

LT

sm
LT sm

TT � .

The superscript LL stands for the polarization conversion
from the incoming L wave into an outgoing L wave while the
superscript LT stands for the polarization conversion from
the incoming L wave into an outgoing T wave.

For fluid-loaded plates or stacks of plates, the scattering
matrix is a 2�2 matrix denoted S, whose elements are the
reflection and transmission coefficients.13 In the case of
plates loaded by different fluids on the faces, one has

S = � r1 �t1

�t1 r2
� ,

r1, r2, denoting the reflection coefficients of the plate, and
�t1 the transmission coefficient through the plate.

The dimension of the matrix Sm—Ref. 7 �or S13� being
two, one is in the field of the two-channel scattering formal-
ism. Each of the elements of these matrices is coupled with
the three others and gives only a partial information about
the scattering. In RST or PGM, the studies are generally led
by calculating at first the elements one by one, and then by
comparing them. However, the need for methods of fast
evaluations of the resonance spectrum, avoiding both the
study of the elements one by one and as much as possible the
steps of the derivative processes led us to suggest an eigen-
values method �EM� exploiting the unitary properties of the
matrix Sm �or S�. It then remains to find the connection be-a�Electronic mail: pascal.rembert@univ-lehavre.fr
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tween the PGM and the EM. Because, from a mathematical
point of view, the analysis of the two matrices Sm and S
follows nearly the same way, the physical approach will fo-
cus mainly on the case of plates in this paper.

Let e2i�� and e2i�� denote the eigenvalues of the S ma-
trix. The plots of the moduli of the two transition terms T�

= �e2i�� −1� /2i and T�= �e2i�� −1� /2i give, although from a
different point of view, the same results as the PGM �which
uses the phase derivative of the reflexion coefficient�. In the
particular case of identical fluids loading the plate �r2=r1�,
the connection between PGM and EM seems straightfor-
ward. As a proof, let us consider the derivative with respect
to the frequency for instance, S�S†+SS†�=0, of the unitary
relation SS†=I. The prime- and dagger denote the derivative
and the adjoint operator, respectively, and I is the �2�2�
identity matrix. The first term of the previous derivative mul-
tiplied by −i, i.e., Q=−iS�S†, is known as the Wigner-Smith
matrix or lifetime matrix, and was initially developed in the
frame of quantum mechanics by Smith.14 This formalism al-
lows one to define rigorously and estimate the time spent by
an asymptotically free particle within an interaction region.
Here, the diagonal elements of the Q matrix exhibit the
phase derivative of the reflection coefficient. But the Q ma-
trix can also be expressed in terms of the phase derivatives of
the eigenvalues of the S matrix. By equaling the trace �first
scalar invariant� of these matrices, a simple formula relating
the phase derivatives is obtained.

More precisely, two descriptions of the Q matrix are
possible. At first, the ��� ,��� description, presented in Sec.
II, deals with the derivatives of the reflection and transmis-
sion coefficient phases � and �. Its corresponding matrix is
noted Q��. The second one, the ���� ,��� � description, pre-
sented in Sec. III, deals with the phase derivatives of the
eigenvalues e2i�� and e2i�� of the S matrix. Its corresponding
matrix is noted Q��. The requirement Q��=Q�� means, in
particular, that the traces are equal, as well as the determi-
nants �second scalar invariants�. It also provide basis rela-
tions between the sets of phase derivatives ��� ,��� and
��� ,��� as shown in Sec. IV. The connection between PGM
and EM can then be achieved by means of relations between
phase derivatives.

Several analyses in acoustic scattering �by cylindrical or
spherical structures� require the removal of the background
component that masks the resonances from the scattered
field. It is then shown, in Sec. V, how the results of the
previous sections can account for the background and how
they lead to express the scattering matrix as a sum of density
matrices.15 The concept of the density matrix is useful, in
particular, for geometrical interpretations. In Sec. VI, the
two-channel RST is incorporated. Approximate forms of the
phase derivatives and of the elements of various matrices are
obtained in the frequency variable. At first, the advantages of
a use of the transition terms in place of the transmission
coefficients are shown. In particular, around some given fre-
quencies, the transition terms behave as if they exchange
their properties. This fact is not encountered in the transmis-
sion coefficient. Then, the phase derivatives ��, ���, and ���
are investigated. Contrary to ��, the use of the phase deriva-
tives ��� and ��� enhances the contrast between great peaks

due to plate resonances and small peaks �located at the same
frequencies previously mentioned� caused by the asymmetry
in fluid loading. Connection between the phase derivatives
and the transition terms are explained. At last, the derivative
of the mixing angle �e.g., the angle related to the orthogonal
matrix that diagonalizes S� is shown to be an adequate tool to
indicate the asymmetry in fluid loading. The plots of the
eigenvalues of the Q matrix show the spreading of the reso-
nances between the two channels of the scattering. In Sec.
VII, the work of the preceding section is carried out in the
angular domain for the phase derivatives ��, ���, and ��� .

II. THE „�� ,��… DESCRIPTION

Let us consider plates or stacks of plates loaded with
different fluids �of indices 1 and 2� at each external face. If
the incident wave comes from fluid 1 �respectively, fluid 2�,
let r1 �respectively, r2� be the reflection coefficient of the
system and �t1 be the transmission coefficient. These coeffi-
cients are given in Appendix A. They depend on a set of n

variables �frequency f , sine of the incidence angle k̄x� and
physical parameters �densities, sound velocities in fluids c1

and c2, longitudinal cL and transverse cT wave velocities in
the solids, etc.�. This set forms the n elements of a vector x.
For instance, n=4 and x= �f ,cL ,cT ,c1� for an elastic plate
loaded by the same fluid on its two faces.10 The scattering
matrix of the structure

S = � r1 �t1

�t1 r2
� , �1�

is a �2�2� complex, symmetric, and unitary matrix. In this
last case, SS†=S†S=I. The expansion of the first product
leads to

SS† = �r1r1
* + ��t1���t1�* r1��t1�* + ��t1�r2

*

��t1�r1
* + r2��t1�* r2r2

* + ��t1���t1�* � = �1 0

0 1
� ,

�2�

the asterisk denoting the complex conjugate. The derivative
��� of the unitary condition SS†=I with respect to one of the
components of vector x gives the following expression:

S�S† + SS�† = 0. �3�

From Eq. �3�, a self-adjoint matrix Q��, also called Wigner-
Smith matrix,14 can be defined by

Q�� = − iS�S†. �4�

The subscripts � and � represent the phases of the reflection
and the transmission coefficients written as follows

r1 = �r1�ei�, r2 = �r2�ei�, �t1 = ��t1�ei�, �5�

with �r1 � = �r2�. From these expressions, one of the unitary
relations of the scattering matrix, Eq. �2�:

r1��t1�* + ��t1�r2
* = 0 �6�

gives

ei��−�� = − ei��−��. �7�

By differentiation, one has
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�� − �� = �� − ��. �8�

Hence, the elements qlm �l ,m=1,2� of the Q�� matrix take
the forms

q11 = ����r1�2 + ����t1�2	 , �9a�

q12 = q21
* = ���� − ����r1���t1� + iW	ei��−��, �9b�

q22 = ����r1�2 + ����t1�2	 , �9c�

Here, W indicates the Wronskian of �r1� and ��t1�:

W = �r1���t1�� − �r1����t1� . �10�

The first scalar invariant of Q��, i.e., the trace of the matrix,
is

tr�Q��� = 2��. �11�

It does not depend on �r1� and ��t1�. The second scalar invari-
ant is

det�Q��� = �����r1�2 + ��2��t1�2 − W2. �12�

The eigenvalues 	��
± of the matrix Q��, according to the

properties of Hermitian matrices, are real and given by

	��
± = �� ± 
��2 − det�Q���

= ��� + ��

2
� ±
��� − ��

2
�2

�r1�2 + W2. �13�

III. THE „��� ,��� … DESCRIPTION

We examine now the second way to express the Q ma-
trix by using the phase derivatives of the eigenvalues of the
scattering matrix S. The S matrix can be put into the diago-
nal form Seig by means of the transform S=RSeigR

t �the su-
perscript t stands for transposition�, in which

Seig = �e2i�� 0

0 e2i��
� , �14�

and

R = �cos 
 − sin 


sin 
 cos 

� . �15�

The quantities e2i�� and e2i�� represent13 the eigenvalues of S
and are such that �e2i�� � = �e2i�� � =1. R is a real and orthogo-
nal matrix, RRt=RtR=I, and 
 is the rotation angle �also
called the mixing angle�. The first �respectively, second�
column of R is the eigenvector associated with e2i�� �re-
spectively, e2i���. First, the use of the relationship S
=RSeigR

t leads to the following form for the Wigner-
Smith matrix

Q�� = RMRt, �16�

with

M = iR�tR + Qeig − iSeigR�tRSeig
† , �17�

and

Qeig = − iSeig� Seig
† = �2��� 0

0 2���
� . �18�

In a second time, the relation between the rotation matrix R
and its derivative being such that

R�tR = i
�� 0 1

− 1 0
� , �19�

the previous expression for M becomes

M = �2��� A

A* 2���
� , �20�

with

A = i
��1 − e2i���−���� . �21�

From these results, one obtains the elements q̄lm �l ,m=1,2�
of the Q�� matrix:

q̄11 = 2��� cos2 
 + 2��� sin2 
 − �2 Re A�sin 
 cos 
 , �22a�

q̄12 = q̄21
* = A cos2 
 − A* sin2 
 + 2���� − ��� �sin 
 cos 
 ,

�22b�

q̄22 = 2��� sin2 
 + 2��� cos2 
 + �2 Re A�sin 
 cos 
 . �22c�

Here, Re A means the real part of A. The first scalar in-
variant only depends on the sum of the phase derivatives
��� and ��� :

tr�Q��� = 2���� + ��� � . �23�

The second scalar invariant takes the form

det�Q��� = 4������ − �A�2. �24�

From these relations and from Eq. �13�, the following forms
of the Q�� matrix eigenvalues can be deduced

	�,�
± = ���� + ��� � ± 
���� + ��� �2 − det�Q��� . �25�

It is easily verified that they are real quantities if det�Q��� is
replaced by its expression given in Eq. �24�. It must also
be noticed that tr�Q��� and that det�Q���=det�M�. So, the
matrices Q�� and M have the same eigenvalues. If U is
the unitary matrix transforming M into a diagonal one,
i.e., Meig, then M=UMeigU

† and finally

Q�� = �RU�Meig�RU�†. �26�

Therefore, matrix RU diagonalizes Q��.

IV. IMPLICATIONS OF THE REQUIREMENT Q��=Q��

This requirement implies that both the traces and the
determinants in each description are equal:

tr�Q��� = tr�Q��� , �27�

and

det�Q��� = det�Q��� . �28�

In a more explicit form, Eq. �27� becomes
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��� + ��� = ��. �29�

Equation �29� enables the connection between the PGM and
the EM. It does not depend on the rotation angle and in-
volves the phase of the transmission coefficient rather than
the one of the reflection coefficients. In a sense, this is not
surprising because the transmission coefficient is the coeffi-
cient that remains unchanged whatever the side of the plate
impinged by the incident wave �the phase of the reflection
coefficient changes while the transmission coefficient re-
mains invariant�. By using the relation between the phase
derivatives in Eq. �8�, it follows

��� + ��� =
�� + ��

2
. �30�

While the phase derivatives ��� and ��� describe eigenmodes
�each one describes a part of the resonance spectrum for the
plate, according to the separation implied by the eigenvalues
of the S matrix�, the sum ���+��� describes an average of the
phase derivatives �� and ��. It must be noticed also, from
Eqs. �29� and �30�, that ���+��� = ���+��+��� /3.

To examine briefly one possible generalization of Eq.
�29�, let Q��j and Q��j be the Wigner-Smith matrices when
the differentiation is done with respect to one of the compo-
nents xj �j=1 to n� of the x vector defined in Sec. II. Then,
the linear combinations � jxjQ��j and � jxjQ��j on one hand,
and the traces in each description on the other hand, are
equal:

�
j

xjQ��j = �
j

xjQ��j , �31�

and

�
j

xjtr Q��j = �
j

xjtr Q��j . �32�

By introducing the notation x ·�x=� jxj� /�xj, one obtains
from Eq. �32�

x · �x��� + ��� = x · �x� . �33�

The phases �, ��, and �� are homogeneous functions of zero
order of the components xj of the x vector. For instance, in
the case of identical fluid-loading, the right-hand side mem-
ber is equal to zero.10 One deduces the relations

x · �x�� = x · �x�� = 0, �34�

which constitute an extension of the PGM to the field of the
multi-channel scattering formalism.

V. INTRODUCTION OF THE DENSITY MATRIX
FORMALISM

In this section, one examines at first the form taken by
the Q matrix when S is expressed as the product of two
matrices. Such a product �or factorization� is encountered in
problems where the background needs to be removed, for
instance in the scattering by fluid cavities. It is also encoun-
tered when a factorization needs to be applied to the matrix
Seig, in view to decompose the two channel scattering as a
product of single channel ones. In a second time, one intro-
duces the density matrices related to the scattering �in this

present case, by fluid-loaded plates�. The concept of the den-
sity matrix has been summarized in Ref. 15 for quantum
mechanics and statistical physics. It can also be used in
acoustic scattering to quantify the spreading of the reso-
nances between the outgoing channels.7

Let us assume that the scattering matrix S expresses as
the product of two matrices Sleft and Sright:

S = SleftSright, �35�

with SleftSleft
† =Sleft

† Sleft=I and SrightSright
† =Sright

† Sright=I. Once
the matrices Q=−iS�S†, Qleft=−iSleft� Sleft

† , and Qright

=−iSright� Sright
† have been defined, the following relation is

easily deduced:

Q = Qleft + SleftQrightSleft
† . �36�

Since the trace of a product of several matrices is invariant
by a cyclic permutation of these matrices, it follows:

tr Q = tr Qleft + tr Qright. �37�

As a general rule, the phases related to the background �rep-
resented by the Sleft matrix� vary very slowly in compari-
son with the phases of the resonant scattering12 �repre-
sented by the Sright matrix�. It follows, in Eq. �37�, that
tr Qleft is very small in comparison with tr Qright.

Let us examine now another case where the matrix Seig

can be factorized as follows:

Seig = Seig���Seig���, �38�

with

Seig��� = �e2i�� 0

0 1
�, Seig��� = �1 0

0 e2i��
� . �39�

Such a factorization enables one to distinguish, inside the
two channel problem, two separate matrices in which one of
the channels is closed �the corresponding element is equal to
one�. Then, the scattering matrix S=RSeigR

t can be put into
the form of Eq. �35� with

Sleft = RSeig���R
t, Sright = RSeig���R

t. �40�

Next, the introduction of the so-called density matrices,15 P�

and P�, defined by

P� = R�1 0

0 0
�Rt, P� = R�0 0

0 1
�Rt, �41�

with P�P�=P���� ���� represents here the Kronecker delta
symbol� and the use of the transition terms T�,�= �e2i��,�

−1� /2i leads to

Sleft = I + 2iT�P�, Sright = I + 2iT�P�. �42�

Therefore, the S matrix can be expressed by means of the
density matrices:

S = I + 2i�T�P� + T�P�� . �43�

In terms of the pseudovector �� = ��1 ,�2 ,�3� whose compo-
nents are the Pauli matrices

J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Franklin et al.: The Wigner-Smith matrix in acoustic scattering 65



�1 = �0 1

1 0
�, �2 = �0 − i

i 0
�, �3 = �1 0

0 − 1
� , �44�

we have

P� = 1
2 �I + L� · �� �, P� = 1

2 �I − L� · �� � , �45�

the relation P�=I−P� being easily deduced and

L� = �sin 2
,0,cos 2
� . �46�

It follows from Eqs. �43� and �45� that

S = I + i�T��I − L� · �� � + T��I + L� · �� �� . �47�

Though this form appears rather formal, its advantage is to

exhibit the L� vector allowing geometrical discussions. When

the mixing angle 
 varies, the extremity of the L� vector de-
scribes, in the �u1 ,u3� plane of the space materialized by
three orthogonal axes indexed u1, u2, u3, a circle of radius
one centered at the origin �0,0 ,0�. We recall that for a fluid

cavity in an elastic medium, L� describes an helical path on
the unit sphere.7 There are two reasons to such a difference
of behavior. For the fluid cavity, �i� only one of the transition
terms describes the whole scattering process, while the other
one is null �only one eigenchannel is involved in the scatter-
ing, the other being closed�; �ii� the rotation matrix R in-
volves two independent angles instead of one for the plate.

By taking into account both the derivative of Eq. �43�,

S� = 2i�T��P� + T��P� + T�P�� + T�P�� � , �48�

and the Hermitian conjugate

S† = I − 2i�T�
*P� + T�

* P�� , �49�

and by using the relations P�
t =P�, P�

t =P�, P��P�=−P��P�,
P��P�=−P��P�, and P�P�=P����, the Wigner-Smith matrix
Q��=−iS�S† is obtained under the form

Q�� = 2�T���1 − 2iT�
*�P� + T�� �1 − 2iT�

* �P� + T�P��

+ T�P�� − 2i�T� − T���T�
*P��P� − T�

* P��P��� . �50�

With the following identities:

tr P� = tr P� = 1, �51�

tr P�� = tr P�� = 0, �52�

tr P��P� = tr P��P� = 0, �53�

it follows

tr Q�� = T���1 − 2iT�
*� + T�� �1 − 2iT�

* � . �54�

VI. APPLICATION: DERIVATIVES WITH RESPECT TO
THE FREQUENCY

A. Connection with the two channel RST

It must be noticed, at first, that in the case of asymmetri-
cally loaded plates, the modes in the � channel �respectively,
� channel� tend to the antisymmetric �respectively, symmet-
ric� modes when the fluids are identical.13 For the fluids con-
sidered here, one would not see objection to use the words

antisymmetric and symmetric. In the two channel theory, a
resonance corresponds to the case where one of the eigen-
phases, ��, varies strongly while the other eigenphase ��

remains constant. This case occurs when the resonances are
separated enough to consider them as independent ones. Let
us denote by X the dimensionless frequency variable. In
these conditions, in the neighborhood of a resonance position
Xp, one gets the Breit-Wigner approximations

e2i�� �
X − Xp − i�p

+/4

X − Xp + i�p
+/4

, e2i��  1, �55�

from the exact formulas �given in Appendix B in the particu-
lar case of a single plate�. The term Xp− i�p

+ /4 represents the
pole of the reflection �or the transmission� coefficient or the
pole of e2i��. It is recalled that �p

+=�1,p+�2,p and �p
−=�1,p

−�2,p.13 The terms �1,p and �2,p are the partial widths quan-
tifying the contribution of each fluid, defined by1

�m,p = + 2m,p��dCa

dX
�Xp��, m = 1,2. �56�

They are related to the mixing angle 
 by the formulas
�p

+ cos2 
=�1,p and �p
+ sin2 
=�2,p. From Eq. �55�, it fol-

lows that

�� = 2 arctan
�p

+

Xp − X
, �� � p��p � Z� , �57�

and that

��� �
�p

+/4

�X − Xp�2 + ��p
+/4�2 , ��� � 0. �58�

In the neighborhood of the resonance position Xp, the ap-
proximations for the moduli of the reflection and transmis-
sion coefficients are

�r1� =
��X − Xp�2 + ��p

−/4�2�1/2

��X − Xp�2 + ��p
+/4�2�1/2 , �59�

��t1� =
��1,p�2,p/4�1/2

��X − Xp�2 + ��p
+/4�2�1/2 . �60�

Those for the phases of the reflection coefficients are

� = − arctan
�p

+/4

X − Xp
− arctan

�p
−/4

X − Xp
, �61�

� = − arctan
�p

+/4

X − Xp
+ arctan

�p
−/4

X − Xp
, �62�

while for the transmission coefficient

� = − arctan
�p

+/4

X − Xp
. �63�

The corresponding derivatives are

�r1�� =
�X − Xp����p

+/4�2 − ��p
−/4�2�

��X − Xp�2 + ��p
+/4�2�1/2��X − Xp�2 + ��p

+/4�2�3/2 ,

�64�
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��t1�� = −
�X − Xp���1,p�2,p/4�1/2

��X − Xp�2 + ��p
+/4�2�3/2 , �65�

�� =
�p

+/4

�X − Xp�2 + ��p
+/4�2 +

�p
−/4

�X − Xp�2 + ��p
−/4�2 , �66�

�� =
�p

+/4

�X − Xp�2 + ��p
+/4�2 −

�p
−/4

�X − Xp�2 + ��p
−/4�2 , �67�

and

�� =
�p

+/4

�X − Xp�2 + ��p
+/4�2 . �68�

In particular, at the resonance frequency X=Xp, one has

��� = �� 
4

�p
+ , �69�

and

�� 
4

�p
+ +

4

�p
− , �� 

4

�p
+ −

4

�p
− . �70�

Let us give now the form of the Q�� matrix at the resonance
frequency X=Xp. Formulas �64� and �65� ensure that the
Wronskian W given by Eq. �10� vanishes in the off diagonal
elements q12 and q21. After straightforward calculations, it
follows

Q��
X=Xp =

16

�p
+2�

�1,p

2

��1,p
1/2�2,p

1/2

2

��1,p
1/2�2,p

1/2

2

�2,p

2
� . �71�

One can verify that Q��
X=Xp =Q��

X=Xp. At the resonance fre-
quency Xp, the diagonal elements of the Q�� matrix provide
the partial widths �1,p and �2,p, once the total width �p

+ is
determined. In other words, Eq. �71� shows that the diagonal
elements of the modified matrix �1/���

2�Q�� give the half
values of the partial widths at the resonance frequency, the
trace of this matrix being equal to the half of the total width.

In the same way, the density matrix P� and the L� vector
become

P�
X=Xp =�

�1,p

�p
+

��1,p
1/2�2,p

1/2

�p
+

��1,p
1/2�2,p

1/2

�p
+

�2,p

�p
+

� , �72�

and

L�X=Xp = ��p
−

�p
+ ,0, ±

�1,p
1/2�2,p

1/2

�p
+ � . �73�

As expected, the trace of each density matrix is equal to one.
The comparison of Eqs. �71� and �72� leads to Q��

X=Xp

= �8/�p
+�P�

X=Xp, i.e., the elements of the two matrices differ by
factor 8 /�p

+, which represents twice the amplitude of the
phase derivative �� �or ���� at the resonance frequency. For

identical fluid loading, �p
−=0. Therefore, the L�X=Xp vector is

along the u3 axis. In the case of a resonance in the � channel,
similar calculations lead to the density matrix

P�
X=Xp =�

�2,p

�p
+

��1,p
1/2�2,p

1/2

�p
+

��1,p
1/2�2,p

1/2

�p
+

�1,p

�p
+

� , �74�

which can also be deduced formally by means of the relation
P�=I−P� �Eq. �45��.

B. Numerical results

When the fluids are identical, the information provided
by the EM and the PGM are identical. The only advantage of
the EM is to provide automatically the separation between
symmetric and antisymmetric modes. When the fluids are
different, only the EM is convenient to demonstrate the
asymmetry of the loading. As an obvious consequence, the
use of the Q�� description is more efficient than Q��, as will
be shown in the following.

Consider the case of an aluminum plate loaded with wa-
ter on one face and with glycerine on the other face �see
Appendix A, for the constants�. All the curves are given for
the incidence angle �1=5° and are plotted versus the fre-
quency variable X=k1d �k1 is the wave number in fluid F1�.
Only the case of derivatives with respect to the frequency are
considered in the following.

1. The transition terms

The case of an aluminum plate loaded with water on one
face and with glycerine on the other face has been studied
previously by means of the transition terms13 defined as the
elements T� and T� of the matrix T= �Seig−I� /2i. We recall
in Fig. 1�a� the curves of the squared modulus of the transi-
tion terms �T��2 �antisymmetric modes� and �T��2 �symmetric
modes�. Generally, the peaks of ��t1�2 do not reach unity. As
a consequence, these plots cannot provide the accurate esti-
mation of the widths and the positions of the resonances. At
the opposite, the �T��2 and �T��2 curves, plotted together, look
like that of the transmission coefficient but have peaks reach-
ing unity. It is then possible, in principle, to evaluate from
the corresponding curves the position and width of the reso-
nances, even if, as can be seen in Fig. 1�a�, several resonance
peaks have not rigorously the symmetric behavior expected
from the Breit-Wigner formula �at values of �T��2 and �T��2
less than 0.25�. Near the frequencies X3.40, 6.65, 9.93,
13.37, 16.73, 19.97, a careful examination would show that
the curves of the two transition terms are not smooth and
exhibit sharp variations, as in Fig. 1�b�. Around these fre-
quencies, the transition terms behave as if they exchange
their properties �from symmetric to antisymmetric and con-
versely�. Obviously, when the fluids loading the plate are
identical, the shape of the curves is different, i.e., it becomes
smooth, and no exchange of property can be assumed. This
phenomenon does not happen at all the incidence angles, for
instance, at �1=20°, it no longer exists.
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2. The phase derivatives

In Fig. 2, the curve of the phase derivative ��, truncated
at a value of 25, shows peak maxima located at the same
resonance frequencies as those found in Fig. 1�a�. Both the
resonance frequencies and peak heights are indicated in

Tables I and II. According to the definition given by the
PGM, the higher the peak, the smaller the resonance width;
the height of one peak must be equal to four times the in-
verse of the corresponding resonance width. To verify this
fact, the “exact” values of the heights of �� reported from the
curves and the “approximate” values calculated with Eq. �56�
are reported in Tables I and II. The agreement is good be-
tween exact and approximate values. For the antisymmetrical
modes, the values of the partial widths of the resonances are
also presented.

In Fig. 3�a�, the measurement of the peak heights of the
phase derivatives ��� �dotted curve� and ��� �dashed curve�
would show that they are a little smaller than those of Fig. 2.
This is a consequence of Eq. �29�: for each frequency, one
must add the contributions of both ��� and ��� to be able to
find exactly the value of ��. As a general rule, relatively far
from the plate resonance frequencies, the two derivatives ���
and ��� are negligible. But around the frequencies X3.40,
6.65, 9.93, 13.37, 16.73, 19.97 where the transition terms
have a singular behavior, ��� �or ��� � shows small peaks, as in
the zoom of Fig. 3�b� for ��� . Both the dotted and the dashed
curves have smooth variations everywhere, except in the vi-
cinity of the frequency X3.40 corresponding to the posi-
tion of the small peak maximum. The presence of the small
peaks is due to the asymmetrical fluid loading. When the
fluids are identical, these peaks vanish. So, at this stage, it is
possible to distinguish between the plate resonances �great
peaks� and the asymmetry resonances �small peaks, second-
order phenomena comparatively to the great peaks�. For the
small resonance peaks, it can be noted that no approximation
formula has been found.

If one reports once more to Fig. 3�b�, a new set of two
smooth and composite peaks can be exhibited and inter-
preted as resulting from the exchange of properties already
mentioned for the transition terms. For increasing frequen-
cies, the plot of the small peak begins with a dotted part, and,
after its maximum, becomes a dashed part. At the opposite,
the plot of the great peak beginning with a dashed part, ends
with a dotted part. The accurate examination of Figs. 3�a�
and 1�a� shows that the frequency at which one goes from
dot to dash �and conversely� corresponds exactly to the fre-
quency at which the moduli of the transition terms have
abrupt vertical variations, as in Fig. 1�b�.

A comparison between Figs. 2 and 3�a� leads one to
point out that the great peaks of ��� and ��� may be considered
in place of ��. With a good accuracy, they provide most of
the resonance widths. It can be seen that ����� or ��� ��.
For the same reasons that led one to use the transitions in
place of the transmission coefficient, the eigenphase deriva-
tives must be used in place of the phase derivative of the
transmission coefficient, as they contain much more informa-
tion. As a first conclusion, the use of the eigenphase deriva-
tives presents at least two advantages:

�i� Contrary to ��, they enable one to distinguish be-
tween the two types of resonances for the plate:
symmetric �dashed curve peaks� or antisymmetric
�dotted curve peaks�.

FIG. 1. �a� Squared moduli of the transition terms �T��2 �dotted� and �T��2
�dashed� in the frequency variable X=k1d for the incidence angle �1=5°
�reported from Ref. 13�. �b� Zoom of �a� in the frequency range from X
=3 to X=4 showing the discontinuity at X=3.40.

FIG. 2. The phase derivatives with respect to the frequency ��. The peak
heights have been truncated to a value of 25. Both the position and peaks
heights are given in Tables I and II.
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�ii� The small peaks, not easy to detect in ��, indicate
the existence of asymmetrical loading by the flu-
ids. They vanish for identical fluids.

One can also represent the curves corresponding to the
projection of the peaks in the �X ,�1� plane. Those of the
Wigner-Smith matrix eigenvalue 	��

+ , in Fig. 4, look like
those of �� �not represented in the paper�. However, the
computations show that the peak heights �i.e., the intensities
in the �X ,�1� plane� differ. The only exception concerns the
mode A0 which lies in the 	��

− eigenvalue. At the same scale
of representation in the �X ,�1� plane, the peaks of 	��

− would
appear as second-order phenomena. These results show that
the symmetric and antisymmetric characters of the reso-
nances cannot be identified by means of the Wigner-Smith
matrix eigenvalues.

3. The mixing angle

At first, let us illustrate the role played by the mixing
angle 
 in the relation that links Q�� and the frequency de-
rivatives ��� and ��� . It is shown �see the end of Sec. VI A�
that at the resonance frequency X=Xp of the eigenvalue e2i��,
one gets the remarkable relation Q��

X=Xp = �8/�p
+�P�

X=Xp. It is
also shown in Appendix B, that for X=Xp, the first diagonal
element cos2 
 of the density matrix P�

X=Xp can be approxi-
mated by cos2 
���2+1� /4 ��2=1 /2 being nothing but the
contrast between the fluids�. It follows that the plot of the
first diagonal element q11 of Q�� should coincide at X=Xp

with the plot of 2��� weighted by ��2+1� /4. Indeed, in Fig.
5�a� plotted for �1=15°, the heights of the q11 peaks centered
at the values of Xp :13.3, 28.1, 43.5, 59.1, and 74.7 equate the
heights of the 2������2+1� /4� peaks. Figure 5�b� illustrates
the equation Q��= �8/�p

+�P�
X=Xp at resonance frequencies X

=Xp of the eigenvalue e2i��, by comparing q11 and 2��� ���2

+1� /4� at the same incidence angle �1=15°. Once again, at
the values of Xp :19.6, 35.6, 51.3, and 66.9, the heights of the
peaks in both plots remarkably coincide.

In Fig. 6, the peaks of the mixing angle derivative �
��,
plotted for �1=5°, are located at the frequencies X3.40,
6.65, 9.93, 13.37, 16.73, 19.97 already mentioned for the
transition terms. One effect of the mixing angle is to point
out the frequencies where the transition terms show abrupt
variations. It also informs on the character of the fluid-
loading: identical fluids imply �
� � =0 whatever the fre-
quency, while different fluids imply �
� � �0 in limited inter-
vals as indicated in the figure. Therefore, it localizes what we
have called the asymmetry resonances and seems to be an
adequate tool to indicate the difference in fluid-loading.

FIG. 3. �a� The eigenphase derivatives with respect to the frequency ���
�dotted�, ��� �dashed�. The peak heights have been truncated to a value of 25.
�b� An enlargement of �a� at the neighborhood of the resonance frequency
X=3.40. The contribution of ��� �dashed� to the value of the peak height of
��� �dotted� is negligible.

TABLE I. The first antisymmetric resonances at the incidence angle �1=5°. The agreement is good between the
“exact” resonance heights measured on the curve of ��, Fig. 2, and the approximate one calculated from Eq.
�56�.

Generalized
Lamb mode Ap

Resonance
frequency Xp

Resonance
heights
4 /�p

+

�exact�

Resonance
heights
4 /�p

+

�approximated�

Partial widths
�1

�approximated�

Partial widths
�2

�approximated�

A1 3.485 56.7 57.5 2.64�10−2 4.31�10−2

A2 9.913 153.4 152.6 9.95�10−3 1.63�10−2

A3 14.395 2.19 2.19 6.93�10−1 1.131
A4 16.920 22.03 22.6 6.72�10−2 1.097�10−1

TABLE II. The first symmetrical resonances at the incidence angle �1=5°.
The agreement is good between the “exact” resonance heights measured on
the curve of ��, Fig. 2, and the approximate one calculated from Eq. �56�.

Generalized
Lamb
mode Sp

Resonance
frequency

Xp

Resonance
heights

4 /�p
+ �exact�

Resonance
heights
4 /�p

+

�approximated�

S1 6.155 6.36 6.64
S2 7.776 2.93 2.95
S3 13.374 920 1026.21
S4 19.73 17.44 18.07
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VII. APPLICATION: DERIVATIVES WITH RESPECT TO
THE INCIDENCE ANGLE

In this section, the frequency is assumed to be fixed. The
analysis of Sec. VI A can be adapted to the case where the
incidence angle is the variable. For convenience, we report
here only some of the formulas needed for the discussions.

k̄x=sin �1 denotes the sine of the incidence angle �see Ap-
pendix A�. In the vicinity of an antisymmetric resonance

position k̄x,p, the approximations for the eigenvalues of the
scattering matrix are13

e2i�� �
k̄x − k̄x,p + i�p

+/4

k̄x − k̄x,p − i�p
+/4

, e2i��  1. �75�

The k̄x,p+ i�p
+ /4 term represents the pole of the reflection �or

the transmission� coefficient or the pole of e2i��. It is recalled
that �p

+=�1,p+�2,p and �p
−=�1,p−�2,p. The terms �1,p and �2,p

are the angular partial widths defined by

�m,p = − 2m,p��dCa

dk̄x

�k̄x,p��, m = 1,2. �76�

From the above-noted expressions, the phase derivatives

�now with respect to k̄x� are

��� �
− �p

+/4

�k̄x − k̄x,p�2 + ��p
+/4�2

, ��� � 0. �77�

It can be deduced, from the approximate expressions of the
reflection and transmission coefficients, that ������. In par-

ticular, at the resonance frequency k̄x= k̄x,p, one has

��� = �� 
− 4

�p
+ . �78�

In order to examine briefly the properties of the phase
derivatives with respect to the incidence angle, two values of
the dimensionless frequency are considered. The value X
=4.23, or in frequency-thickness units fd2 Mhz mm, is
chosen to plot the curves presented in Fig. 7 �see also Fig.
�12� of Ref. 10�. The resonances are well separated. In addi-
tion, the two eigenphase derivatives ��� and ��� enable an
easier distinction between antisymmetric �dotted curve� and
symmetric �dashed curve� modes. The first resonance mini-
mum corresponding to the A1 mode is located at the angle

�̄p9.70 �or k̄x,p0.17� with an amplitude −4/�p
+

=−158.90. The resonance width is then �p
+0.0025. For

identical fluids �water�, it has been found �̄p9.69 and
−4/�p

+−209.55. As expected, the effect of a heavier fluid
on one of the faces is two enlarge the resonance width, with
no significant modification of the position.

FIG. 4. Curves of the peaks of the eigenvalue �	��
+ � in the �X ,�1� plane

�white=lowest value, black=highest value�.

FIG. 5. �a� Plot of q11 component of Q�� �plain line� compared to
2������2+1� /4� �dashed line� at �1=15°. �b� Plot of q11 component of Q��

�plain line� compared to 2��� ���2+1� /4� �dashed� at �1=15°.

FIG. 6. The absolute value of the mixing angle derivative with respect to the
frequency �
�� plotted vs the frequency for the incidence angle �1=5°. The
peak located at X13.37 culminates at 489.9.
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For the dimensionless frequency X=25, we give at first,
in Fig. 8, the curves of the two transition terms in the angular
domain �28°–34° � that includes the Rayleigh angle. When
�1�29°, the modulus of the transmission coefficient is equal
to zero, while each of the transition terms �dotted curve for
�T��2, dashed curve for �T��2� detects one resonance. The
presence of two resonances is due to the two generalized
Rayleigh waves that propagate along the water/aluminum
and the glycerine/aluminum interfaces. The curves of the
phase derivatives �� �solid curve�, ��� �dotted curve�, and ���
�dashed curve�, are given in Fig. 9. In the �29°–34° � do-
main, the curve of �� exhibits only one minimum, the am-
plitude of which provides an easy interpretation only when
the fluids loading the plate are identical. One can verify, as
stated by Eq. �29�, that �� is an average of the eigenphase
derivatives ��� and ��� . At the scale of the figure, both curves
of ��� and ��� present a jump at the Rayleigh angle �1

30.84. A zoom near this angle would show that the jumps
are not truly vertical. If the curves of ��� and ��� are put
together as in the figure, they draw two resonance minima,
one located at �130.69 with an amplitude equal to −70.28,
the other located at �130.29 with an amplitude equal to

−40.45. As we are in the limit of very great values of the
frequency where the interfaces are practically decoupled and
the waves propagating along them connected to the funda-
mental modes A0 and S0, the widths correspond to partial
widths. They must be computed with the help of the formula
−2/�1,0=−70.28 and −2/�2,0=−40.45 rather than −4/�0

+, in-
dex 0 referring to the A0 and S0 modes. Finally, the values of

k̄x,m= k̄x,0+ i�m,0 /2 �m=1,2� that correspond to the minima

are k̄x,10.510+ i0.014 and k̄x,20.504+ i0.024. They are in
good agreement with those values obtained from the compu-
tation of the poles of the reflection coefficients at the water/

aluminum �k̄x,10.510+ i0.015� and the glycerine/aluminum

�k̄x,20.504+ i0.027� interfaces.

VIII. CONCLUSION

The Wigner-Smith matrix enables the unification of
three methods �RST, PGM, and EM� originally built up in-
dependently. It also provides a general frame useful to solve
some scattering problems in acoustics. In this paper, the gen-
eral properties of the Wigner-Smith matrix have been inves-
tigated in the case of structures with simple geometrical
shape, with a special focus on plates. It has been shown that
the study of the resonances can follow two ways: either by
considering a description which uses the phases of the ele-
ments of the scattering matrix �e.g., the phases of the reflec-
tion and transmission coefficients�, or by considering a de-
scription which uses the phases of the eigenvalues of the
scattering matrix. The second description, although not
straight, gives more results than the first one. The main re-
sults are as follows.

�1� The phase derivative of the transmission coefficient is
equal to the sum of the eigenphase derivatives. Then,
by a separate study of the eigenphases, it is possible
to decompose and to understand a little more the
physical content of the transmission coefficient.

�2� The description which uses the eigenphase derivatives
allows one to build up density matrices useful to in-

FIG. 7. The phase derivatives with respect to the sine of the angle. ���
�dotted� and ��� �dashed� plotted vs the incidence angle �1. Dimensionless
frequency X=4.23.

FIG. 8. Squared moduli of the transition terms �T��2 �dotted�, and �T��2
�dashed� plotted vs the incidence angle �1. Dimensionless frequency X=25.

FIG. 9. The phase derivatives with respect to the sine of the angle. ��
�solid�, ��� �dotted�, and ��� �dashed� plotted vs the incidence angle �1. Di-
mensionless frequency X=25.
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troduce a geometrical interpretation for the scattering.
It also allows one to interpret the effects of the mixing
angle derivatives.

�3� The numerical computations led in the case of plates,
show that the mixing angle derivative helps to distin-
guish between the effects due to the asymmetrical
loading by the fluids and the resonances of the plate.

Although the numerical computations have been per-
formed for plates, the method proposed here can be used for
the study of the acoustic scattering by other submerged struc-
tures. For fluid-loaded stack of plates16 as for single cavities
embedded in an elastic medium, the results of Secs. II–IV
need very little modifications. The Wigner-Smith matrix con-
cept can be extended to cases of higher dimension for the
scattering matrix. For instance, a stack of plates sandwiched
between elastic semi-infinite media admits a 4�4 scattering
matrix �four channel scattering�. The four eigenphases de-
rivatives can be helpful to analyze accurately the vibration
modes. In multiple scattering by cylindrical or spherical
cavities in an elastic medium, the scattering matrix is of in-
finite dimension. It is also made up of 2�2 block submatri-
ces similar to those described in the Sec. I. The 2�2 blocks
can be studied separately �even if they are not unitary� or the
infinite matrix truncated to an N�N matrix under the con-
straint that the unitary condition is satisfied. The N eigen-
phase derivatives of such a matrix can serve to study the
multiple scattering.

APPENDIX A

We recall here the reflection and transmission coeffi-
cients for fluid-loaded plates13 �F1/S/F2 systems�. Fluid Fi
�i=1,2� has density �i, sound wave speed ci with, for time
harmonic waves of angular frequency �=2�f , an associate
wave number ki=� /ci. Solid S has density �. The velocity of
the longitudinal L �respectively, transverse T� wave is cL �re-
spectively, cT� with an associate wave number kL=� /cL �re-
spectively, kT=� /cT�. The thickness of the plate is denoted
by d. From the above-defined physical quantities, dimension-
less parameters can be built, with reference to fluid F1, that
help to express the antisymmetric Ca, symmetric Cs, and
fluid loading i functions as follows:

Ca = 4k̄x
2k̄zLk̄zTtan�k̄zTX/2� + �2k̄x

2 − nT
2�2tan�k̄zLX/2� ,

�A1�

Cs = 4k̄x
2k̄zLk̄zTcot�k̄zTX/2� + �2k̄x

2 − nT
2�2cot�k̄zLX/2� ,

�A2�

i =
�i

�
nT

4 k̄zL

k̄zi

. �A3�

In Eqs. �A1�–�A3�,

k̄x = sin �1 = ni sin �i = nL sin �L = nT sin �T, �A4�

with ni=c1 /ci, nL=c1 /cL, nT=c1 /cT and

k̄zi = �ni
2 − k̄x

2�1/2, k̄zL = �nL
2 − k̄x

2�1/2, k̄zT = �nT
2 − k̄x

2�1/2,

�A5�

while X=k1d �dimensionless frequency�. The reflection co-
efficients r1 �F1/S interface�, r2 �F2/S interface�, and the
transmission coefficient t1 are �with i=
−1�:

r1 =
�Ca − i1��Cs − i2� + �Ca + i2��Cs + i1�
�Ca + i1��Cs − i2� + �Ca + i2��Cs − i1�

, �A6�

r2 =
�Ca + i1��Cs + i2� + �Ca − i2��Cs − i1�
�Ca + i1��Cs − i2� + �Ca + i2��Cs − i1�

, �A7�

t1 =
2i1�Ca + Cs�k̄z1/k̄z2

�Ca + i1��Cs − i2� + �Ca + i2��Cs − i1�
, �A8�

The usual energy conservation law is �r1�2+ ��t1�2=1 with �
=
�2kz2 /�1kz1.

The constants used in the computations are: �
=2790 kg/m3, cL=6380 m/s and: cT=3100 m/s for alumi-
num; �1=1000 kg/m3 and c1=1485 m/s for water; �2

=1260 kg/m3 and c2=1920 m/s for glycerine.

APPENDIX B

We give in the following the exact forms for the phase
derivatives ��� and ��� . By using the formulas of Appendix A,
a straightforward calculation gives

e2i�� =
P*

P
, e2i�� =

V*

V
, �B1�

where

P =
1

2
�2
12�Ca + Cs�
� − �1 + 2��Cs − Ca�	

+ 2i12, �B2�

V = —
1

2
�2
12�Ca + Cs�
� + �1 + 2��Cs − Ca�	

+ 2i12, �B3�

with

� = � �1 − 2��Ca − Cs�
2
12�Ca + Cs�

�2

+ 1. �B4�

From expressions �B1�–�B4�, the phase derivatives ��� and ���
are

��� =
Im�PP�*�

�P�2
, ��� =

Im�VV�*�
�V�2

. �B5�

In the particular case where identical fluids load the plate
�1=2�, one has

��� =
1C�a − 1�Ca

Ca2 + 1
2 , ��� =

1C�s − 1�Cs

Cs2 + 1
2 . �B6�

The sum ���+��� gives Eq. �3� of Ref. 10.
Assuming that 1=� and 2= /�, =
12 represents

the logarithmic mean between 1 and 2, while �2=1 /2 can
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be interpreted as the contrast factor between the acoustic
impedances of fluids 1 and 2. From now on, our purpose is to
demonstrate that the coupling angle 
, at the resonance of an
eigenmode � or � and whatever the variable �frequency or
angle�, only depends on the contrast factor �2. The case of
the frequency variable is considered in the following. At a
resonance frequency X=Xp of the eigenvalue e2i��, the reso-
nance condition Re�P�Xp���0 leads to

�Ca + Cs�
�Cs − Ca�


� �
�1 + 2�
2
12

=
�2 + 1

2�
, �B7�

and by applying the definition of 
�, Eq. �B4�, at the same
frequency,


� �
�2 + 1

2�
. �B8�

It can be concluded that Ca�0. The first-order expansion of
P�X� near Xp,

P�X� � 2i12 + �X − Xp��
12

��X�Ca + Cs�

− 
12

�

�Ca + Cs�
�Cs − Ca�

�X�Cs − Ca��
X=Xp

, �B9�

provides the resonance width �p
+ in term of the partial width

�1,p:

�p
+

4
=

212


12

���X�Ca + Cs� −

�Ca + Cs�
�Cs − Ca�

�X�Cs − Ca��
X=Xp

=
1

�2 + 1
�1,p. �B10�

The comparison of this last relation with �p
+ cos2 
=�1,p

gives

cos2 
 =
�2 + 1

4
. �B11�

Finally, the density matrix P�, defined in Eq. �41�, becomes

P�
X=Xp =�

�2 + 1

4


��2 + 1��3 − �2�
4


��2 + 1��3 − �2�
4

3 − �2

4
� .

�B12�
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I. INTRODUCTION

Time domain boundary integral methods have been used
to solve wave propagation problems since the 1960s.1,2 Since
then increasing computer power has made numerical solu-
tions possible over longer run times and so long-time insta-
bilities in the time marching numerical solutions have be-
come evident.3–5 A number of methods have been suggested
to resolve this such as time-averaging6,7 and modified
time-stepping.4 Using an implicit formulation with high or-
der interpolation and quadrature was also found to give
stable results for all practical purposes.8,9 Ha-Duong et al.10

obtained stable results using a Galerkin approach and used
an energy identity to prove stability of the Galerkin approxi-
mation. However, Galerkin methods are difficult and costly
to implement and so have remained relatively unpopular de-
spite their theoretical advantages.

The cause of these instabilities is discussed in Ref. 6 �in
the context of the electric field integral equation� and is
shown to be related to internal resonances of the scattering
�or radiating� body. A similar argument is applied to the
methods for acoustics problems later in this paper. In order to
prevent these instabilities a time domain Burton-Miller type
integral equation formulation like that originally applied to
frequency domain problems11 is used. A time domain formu-
lation was proposed by Michielssen et al.12 for acoustics
scattering problems. It is shown that this formulation avoids
the solution being corrupted by internal resonances and thus
allows stability. The main difficulty in applying this method
is evaluating the hypersingular integrals which are intro-
duced. One method for doing this is to apply a similar lim-
iting procedure to that of Terai13 in the frequency domain as
in Refs. 12 and 14. However, this has the disadvantage of
being restricted to piecewise flat surface discretizations. The
method employed here reformulates the hypersingular inte-

grals into weakly singular ones using a Taylor series expan-
sion and the identity of Meyer et al.15

II. THE INTEGRAL EQUATION FORMULATION

Let ��R3 be a finite object with regular boundary sur-

face �. Let �+=R3 \�̄ denote the unbounded exterior acous-
tic field and �−=� \� denote the interior of �. Assume that
�+ is filled with a homogeneous compressible acoustic me-
dium with speed of sound c. Let the radiated velocity poten-
tial be denoted by � : ��+����R�0→R and consider the
following initial-boundary value problem:

�2��x,t� =
1

c2

�2�

�t2 �x,t� in ��+ � �� � R�0, �1�

��x,0� = 0 in �+ � � , �2�

�̇�x,0� = 0 in �+ � � , �3�

��

� n̂x

�x,t� = f�x,t� on � � R�0, �4�

where n̂x denotes the outward unit normal vector to � at x, �̇
the time derivative and f :��R�0→R is known. It is well
known that this is a well-posed problem �see, for example,
Ref. 10�.

The initial-boundary value problem above may be rep-
resented by the following integral equation using Green’s
second identity16

D���x,t�� − S� ��

� n̂x

�x,t�� = �1

2
��x,t� x � �

��x,t� x � �+,

�5�

where in the case x��, it is assumed that � is locally dif-
ferentiable at x. The single-layer potential S, and the double-
layer potential D are defined as usual in terms of the funda-
mental solution of the wave equationa�Electronic mail: d.j.chappell@brighton.ac.uk
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G�x,t�: =
1

4��x�
��t −

�x�
c
� ,

where � is the Dirac delta function. Explicitly, they are de-
fined by

S��x,t�: = 	
0

t+ 	
�

G�x − �,t − s����,s�dS�ds

and

D��x,t�: = 	
0

t+ 	
�

�G

� n̂�

�x − �,t − s����,s�dS�ds ,

where t+= t+	 for arbitrarily small 	. This avoids taking the
upper limit on the time integral at the singularity in �. The
classical jump relations in the form �S��=0 and �D��=�
hold, where �−� represents the jump across �. It is easy to
show that the integral equation �5� is equivalent to the well-
known Kirchoff or retarded potential integral equation:17

− 1

4�
	

�

 �R

� n̂�

����,
�
R2 +

�̇��,
�
cR

� +
1

R

��

� n̂�

��,
��dS�

= �1

2
��x,t� x � �

��x,t� x � �+.

�6�

Here R= �x−�� and 
= t−R /c is the retarded time.

A. Stability problems

As mentioned previously, it is well known that time
marching solutions obtained using Eq. �6� suffer from poor

stability. Since �� /�n̂� is known for all time with x��, the
term containing it will not affect the stability of the time
marching solution. To study the stability properties it is
therefore sufficient to consider the case where this term is
zero, hence Eq. �6� becomes

1

2
��x,t� =

− 1

4�
	

�

�R

� n̂�

����,
�
R2 +

�̇��,
�
cR

�dS�. �7�

The initial conditions mean the only time harmonic solutions
that should be admitted by Eq. �7� are zero. However, sup-
posing that ��x , t�= �̂�x�e−i�t with ��R�0 is a time har-
monic solution of Eq. �7� valid for t� t��0, where t� is
some arbitrary positive time gives

1

2
�̂�x�e−i�t =

− 1

4�
	

�

�R

� n̂�

�̂���e−i�t e
ikR�1 − ikR�

R2 dS�, �8�

where k : =� /c is the wavenumber. Hence the following
equation for �̂ is obtained

1

2
�̂�x� = 	

�

�

� n̂�

� eikR

4�R
��̂���dS�, �9�

which is the well-known analogue of Eq. �7� in the frequency
domain. This equation is known to admit nontrivial solutions
for a set of discrete resonant wavenumbers.11 Hence Eq. �7�
must also admit these resonant solutions for t� t��0.

The fact that these resonant time harmonic solutions are
admitted by Eq. �7� is not in itself a cause of instability.
However, the solution of the discretized version of Eq. �7�
may be considered as a sum of discrete frequency compo-
nents of the form �̂�x�et with �C. Time harmonic solu-
tions occur here when the sum is over a single value of 
lying on the imaginary axis. As in the case of the electric
field integral equation studied in Ref. 6, the discretization
leads to a loss of accuracy causing the values of  to deviate
from their theoretical values. This loss in accuracy is more
severe for higher frequencies. For a time discretization with
time step �t, angular frequencies ��� /�t cannot be repre-
sented by the discrete model �Nyquist condition� and for �
�� /�t the discrete model will be highly inaccurate and
hence so will the values of  in the calculation.6 This is a
problem since the resonances become more dense as �
increases11 and so the smaller �t is taken to be �necessary to
approximate higher frequency radiation�, the greater the
chance that �res�� /�t for some resonant angular frequency
�res. If this occurs, then the value of  corresponding to the
resonance will be calculated inaccurately and may in general
move off the imaginary axis into the right or left half planes.
Any excited resonances for which  moves into the right half
plane give rise to an exponentially increasing oscillation or
instability.

B. Burton-Miller-type time domain integral equation

In order to cure the above-described instability prob-
lems, a time domain analogue of the well-known Burton and
Miller method in the frequency domain is used to obtain a
solution for � on �. A similar formulation to the one sug-
gested in Ref. 12 is adapted to apply to radiation problems.
This entails taking a linear combination of the derivative of
Eq. �5� with respect to time and the normal derivative of Eq.
�5�. Explicitly this yields

�1 − ��
D��̇�x,t�� − S�� �̇�

� n̂x

��x,t�� −
1

2
�̇�x,t��

+ �c
 �

� n̂x

D���x,t�� −
�

� n̂x

S� ��

� n̂x

�x,t�� −
1

2

��

� n̂x

�x,t��
= 0, �10�

where �� �0,1� is a coupling parameter. The factor of c is
required to balance the relative sizes of the terms in the two
equations, i.e., so the power of c in the coefficients of like
terms is the same in both equations. Note that the following
easily proven identity has been used here:

�

�t
�S or D�� = �S or D��̇ . �11�

Equation �10� may also be written in a similar form to Eq.
�6�. The upper �time derivative� term is like Eq. �6� for x
��, but with �̇ substituted for � and the right-hand side
subtracted. The lower �normal derivative� term is more com-
plicated and contains hypersingular integrals.

The methods used to evaluate these will be discussed
later. Note that in this integral equation formulation the val-
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ues of ���̇ /�n̂� on ��R�0 are also required. However, the
same initial-boundary value problem �1,2,3,4� is being
solved and so these values may be computed from Eq. �4�,
assuming f is differentiable with respect to time. In the case
where f is given by a closed expression this may be done
directly by differentiating, as is done in the examples consid-
ered later. In the case where f is obtained from discrete mea-
sured values such as in loudspeaker modeling, the easiest

way to calculate ḟ is by using a finite difference approxima-
tion.

The use of the Burton-Miller type integral equation �10�
to avoid the above-described stability problems is now con-
sidered in detail. It is clear from the previous section that the
stability problems will be avoided if the integral equation
arising when homogeneous boundary conditions are applied
does not admit nontrivial solutions. The Burton-Miller-type
equation with homogeneous boundary conditions is given by

�1 − ��
D��̇�x,t�� −
1

2
�̇�x,t�� + �c
 �

� n̂x

D���x,t��� = 0.

�12�

Assume that � is a nontrivial solution of Eq. �12� and con-
sider the double-layer potential

U�x,t� = D��x,t�

for any x�R3. The jump relations together with Eqs. �11�
and �12� give the following relation between interior bound-

ary values of U̇ and �U /�n̂x:

�1 − ��U̇− + �c� �U

� n̂x
�

−

= 0, �13�

where the subscript “−” denotes the interior boundary values.

Applying Green’s first identity to U and U̇ on �− gives

1

2
	

�−


���U�x,t+��2 +
�U̇�x,t+��2

c2 �dV�

= 	
0

t+ 	
�

U̇−� �U

� n̂x
�

−

dS�ds , �14�

assuming � is such that the volume integral is always finite.
Substituting Eq. �13� into Eq. �14� and noting that �
� �0,1� yields

0 �
1

2
	

�−


���U�x,t+��2 +
�U̇�x,t+��2

c2 �dV�

=
− �c

�1 − ��	0

t+ 	
�
 �U

� n̂x


−

2

dS�ds

=
− �1 − ��

�c
	

0

t+ 	
�

�U̇�−2dS�ds � 0. �15�

This means that both U̇− and ��U /�n̂x�− are zero. The jump
relations give that

U̇+ = U̇− + �̇ = �̇, � �U

� n̂x
�

+

= � �U

� n̂x
�

−

= 0, �16�

where the subscript “+” denotes the exterior boundary val-
ues. This means that U satisfies the homogeneous Neumann
boundary condition. By uniqueness of the exterior Neumann

problem U=0 at any point in �+. Clearly then U̇=0 at any
point in �+ and so by Eq. �16�, �̇=0 at any point in �+. This
means that � is constant in time and so by the initial condi-
tion �2� must also be zero. It has therefore been shown that
the Burton-Miller-type integral equation with homogeneous
boundary condition �12� does not admit nontrivial solutions.
Recall from the previous section that the stability problems
inherent in the Kirchoff integral equation are related to its
admission of resonant time harmonic solutions at some time
when the initial conditions have vanished and the boundary
sources are controlling the problem. The above-presented ar-
gument shows that the Burton-Miller-type integral equation
�10� does not allow any resonant solutions and hence does
not suffer from these stability problems.

III. THE SPACE-TIME DISCRETIZATION

Equation �10� is discretized in space and time in order to
obtain a numerical solution via the collocation method. To do
this, � is divided into n elements and the time axis into a
regular grid tk= �k−1��t, k=1, . . . ,N, where �t is the time
step. The solution ��x , t� is represented in terms of basis
functions � j�x�, j=1, . . . ,n which interpolate � in space, and
Tk�t�, k=1, . . . ,N which interpolate � in time. Explicitly this
yields

��x,t� = �
k=1

N

�
j=1

n

� j
k� j�x�Tk�t� , �17�

where � j
k are unknown coefficients. Piecewise constant func-

tions are chosen for � j, j=1, . . . ,n as these simplify the
evaluation of the hypersingular integral later on. Cubic time
interpolation functions as used in Ref. 12 are chosen for Tk,
k=1, . . . ,N and are given by Tk�t�=T�t− tk�, where

T�t�

=�
1 +

11

6
� t

�t
� + � t

�t
�2

+
1

6
� t

�t
�3

, − �t � t � 0

1 +
1

2
� t

�t
� − � t

�t
�2

−
1

2
� t

�t
�3

, 0 � t � �t

1 −
1

2
� t

�t
� − � t

�t
�2

+
1

2
� t

�t
�3

, �t � t � 2�t

1 −
11

6
� t

�t
� + � t

�t
�2

−
1

6
� t

�t
�3

, 2�t � t � 3�t

0 otherwise.

�
�18�

Figure 1 gives a plot of the nonzero part of T�t� and this
choice ensures that all quantities evaluated in Eq. �10� are
interpolated by at least piecewise linear functions in time.
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Expanding Eq. �10� out in the form of Eq. �6�, substituting in
Eq. �17� and evaluating at the kth time step yields an equa-
tion of the form

− A�0��k = �
l=1

k−1

A�l��k−1 + yk. �19�

The terms in this matrix equation are given by

Ai,j
�l� = �1 − ��
− 1

4�
	

�j

�R

� n̂�

� Ṫk−l�
k�
R2 +

T̈k−l�
k�
cR

�dS�

−
1

2
�i,jṪk−l�tk�� +

�c

4�
=	
�j

�2

� n̂x � n̂�

� 1

R
��Tk−l�
k�

+
R

c
Ṫk−l�
k��dS� + 	

�j

1

c2R

�R

� n̂x

�R

� n̂�

T̈k−l�
k�dS�� ,

yk =
− �1 − ��
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�

1

R� ��̇

� n̂�

���,
k�dS�

+ �c
 1

4�
	

�

�R

� n̂x
� 1

R2

��

� n̂�

��,
k�

+
1

cR� ��̇

� n̂�

���,
k��dS� −
1

2

��

� n̂x

�x,tk�� ,

�k = ��1
k, . . . ,�n

k�T, �20�

where �= denotes the Hadamard finite part integral, R= �xi

−��, 
k= tk−R /c and �i,j is the Kronecker delta.
The surface solution at any given time tk may be gener-

ated using Eq. �19�, by starting at the first time step and
solving recursively �time marching� until reaching the de-
sired time. The exterior solution at some point x��+ may
then be calculated using the discrete form of Eq. �6�. The
finite part integral is used since the integral here is hyper-
singular and so a method must be developed to evaluate its
finite part numerically.

A. Evaluating the hypersingular integral

The hypersingular integral occurring in Eq. �10� can be
seen in its discretized form as the Hadamard finite part inte-
gral appearing in terms of the matrix A in the previous sec-
tion. Before discretization, this integral was of the form

=	
�

�2

� n̂x � n̂�

� 1

R
�����,
� +

R

c
�̇��,
��dS�, �21�

with notation as in Sec. II. As R→0, the first term in Eq.
�21� is O�R−3� and the second is O�R−2�. This can be reduced
to the weakly singular case �O�R−1�� by applying Taylor’s
theorem as follows:

���,
� = ��x,t� + �� − x� · ������,
����=x + O�R2� ,

�22�
�̇��,
� = �̇�x,t� + O�R� ,

which is valid if �̇ is differentiable in space on �� �0, � �
and � is twice differentiable in space on �� �0, � �. Apply-
ing this to the hypersingular integral the following expres-
sion which is equivalent to Eq. �21� is obtained

	
�

�2

� n̂x � n̂�

� 1

R
�����,
� − ��x,t� − �� − x�

· ������,
����=x�dS� + 	
�

R

c

�2
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� 1

R
���̇��,
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− �̇�x,t��dS� + ��x,t�=	
�

�2
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� 1

R
�dS�
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�

�2

� n̂x � n̂�

� 1

R
��� − x� · ������,
����=xdS�

+ �̇�x,t�=	
�

R

c

�2

� n̂x � n̂�

� 1

R
�dS�. �23�

This can now be evaluated since the first two integrals are
weakly singular, the third may be evaluated using an identity
from Meyer et al.15 and it is easy to show that the last two
integrals cancel in the case of piecewise constant spatial ba-
sis functions. The identity from Meyer gives that

=	
�

�2

� n̂x � n̂�

� eikR

R
�dS� = k2	

�

�n̂x · n̂��
eikR

R
dS�, �24�

and so setting k=0, this can be used to evaluate the third
integral in Eq. �23�. A method for evaluating the hypersin-
gular integral which is valid for any type of surface approxi-
mation has therefore been developed. This is important for
applications such as loudspeakers where many elements
would be required for flat elements to provide an accurate
discretization.

IV. NUMERICAL RESULTS

The examples studied in this work are restricted to ra-
diation from axisymmetric objects as this, simplifies the cal-
culations. Figure 2 shows the generating curves for the three
objects considered. The generating curve for the peanut is
defined by three unit circles whose centers lie on an equilat-

FIG. 1. The nonzero part of the cubic temporal basis function T�t�.
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eral triangle. Starting from the point �0,2� at the top of the
curve and moving along it in a clockwise direction, the first
2/5 of the arclength is formed by an arc from a circle cen-
tered at �0,1�, the next 1/5 from a circle centered at ��3,0�
and the final 2/5 from a circle centered at �0,−1�. All meshes
used to approximate � are exact geometric representations
defined in terms of arcs of circles or straight lines as appro-
priate.

In all cases the radiation of a spherically symmetric
wave defined by

��R,t� =
1

R
�3

4
− cos���R − ct + 3a�

2a
�

+
1

4
cos���R − ct + 3a�

a
���H�R − ct + 3a�

− H�R − ct − a�� �25�

is considered, which has the property that ���̇ /�n̂� is con-
tinuous in time. Here a is the radius of some sphere S�� ,R
is the distance from the center of S to some point x��+, and
H is the Heaviside step function. It may be verified that Eq.
�25� satisfies Eqs. �1�–�3� from the initial-boundary value
problem. The boundary data required in Eq. �4� may be cal-
culated from Eq. �25� using the chain rule and simplifica-
tions due to the axisymmetric geometry to give

��

�r
=

��

�R
sin �,

��

�z
=

��

�R
cos � ,

where r and z are the coordinate axes shown in Fig. 2 and �
is the angle measured clockwise from the positive z axis.
Hence the boundary data are given by

��

� n̂
= nr

��

�r
+ nz

��

�z
=

��

�R
�nrsin � + nzcos �� , �26�

where nr and nz are the components of n̂ in the r and z
directions, respectively. It is also straightforward to compute
���̇ /�n̂� from the above. In the results that follow S is taken
to be the sphere centered at the origin with the maximum
possible radius a such that S�� and the speed of sound has

been normalized so that c=1. A Fourier transform shows that
the wave defined by Eq. �25� is essentially band limited at
frequency fmax, which depends on the value of a. For ac-
curacy, the time step is chosen as �t=1/ �10fmax� and the
coupling parameter � is taken to be 0.5 as in Ref. 12.

The first example to be considered is that of a unit
sphere. Since the radiated waves are spherically symmetric,
the surface solution will be constant over � and so piecewise
constant spatial basis functions will provide a good approxi-
mation of the analytic solution. Hence the relatively small
value of n=10 boundary elements are used. The time step is
taken to be 1/10 for the above-given reasons. This test prob-
lem is first solved using the simpler Kirchoff integral equa-
tion �6�. Here the more widely used linear hat functions are
applied for the time interpolation as in Ref. 5. Figure 3
shows the numerical results for � compared with the exact
solution at two different points in the exterior field. The re-
sults are clearly unstable, increasing exponentially after
around 250 time steps. The results of repeating the same test
problem, but using the Burton-Miller-type integral equation
�10� are shown in Fig. 4. Here the results match the exact
solution closely and so plots of the relative error at the two
exterior points are given instead of the numerical and exact
solutions. The relative error is Calculated from ��
− �̃� /max �, where � and �̃ denote the exact and numerical
solutions, respectively. Note that the “max” used in the de-
nominator is taken with respect to time and is used to avoid
division by zero. The dotted vertical lines on the error plots
in this paper are used to indicate the position of the radiated
pulse shown in Fig. 3. The error is very small, peaking at
0.002 783 for the point �0,0,6� and at 0.003 293 for the point
�3�2,0 ,3�2�. These peaks both occurred during the pulse.
This shows that the results are accurate and stable over the
352 time steps shown.

Now the long-term stability of the method for calculat-
ing the surface solution is demonstrated. This is shown in
terms of the characteristic ratio cT /diam��� as in Ref. 10,
where T is the maximum time at which the solution is evalu-

FIG. 2. Generating curves for the axisymmetric radiating objects consid-
ered. FIG. 3. The velocity potential calculated at two exterior points using the

Kirchoff equation to calculate the surface solution on a unit sphere. Results
are compared with an exact solution.
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ated and diam��� is the diameter of �. In Ref. 10 long-term
stability was shown with a characteristic ratio of greater than
500. Figure 5 shows the surface solution at the ten surface
collocation points with a characteristic ratio of greater than
1000. This clearly shows the stability of the results over a
long period of time �2002 s� and surpasses previous results.

Now the other examples of a cylinder and a peanut
shaped mesh are considered. Here the spherical wave is not
constant over � and so finer spatial discretizations are re-
quired for accurate results. More elements are also required
since these objects have longer arclengths than the sphere.
For the cylinder, n=40 is used and �t=1/10 for the above-
noted reasons. Figure 6 shows how the relative error varies
in time at the same two points in the exterior field as before.
The error is fairly small, peaking at 0.007 157 after the pulse
for the point �0,0,6� and at 0.011 82 during the pulse for the
point �3�2,0 ,3�2�. These peaks are greater than for the
sphere, but this is not surprising given that the cylinder is not
a regular surface as it has edges which are well known to
have a detrimental effect on the accuracy of boundary ele-

ment methods. However, the results are still reasonably ac-
curate and stable over the 496 time steps shown.

For the peanut, fmax is larger than in the previous ex-
amples and so a smaller time step of 1/14 is used. This to-
gether with the fact that the peanut shaped mesh has the
longest arclength of the examples considered means that the
relatively large value of n=60 is taken. Figure 7 shows the
results for the relative error in the exterior field, again at the
same two points. The error is very small, peaking at
0.005 428 for the point �0,0,6� and at 0.003 742 for the point
�3�2,0 ,3�2�. These peaks both occurred just before the end
of the pulse. The errors shown in this case are smaller than
for the cylinder but larger than for the sphere. This is the
expected result since the peanut is a regular surface but the
radiated wave is not constant over � like it is for the sphere.
Therefore the results are accurate and stable over the 928
time steps shown.

FIG. 4. The time variation of the relative error calculated at two exterior
points using the Burton-Miller-type equation to calculate the surface solu-
tion on a unit sphere.

FIG. 5. The velocity potential calculated at the surface collocation points of
the unit sphere, showing stability of the Burton-Miller-type equation for
20 020 time steps.

FIG. 6. The time variation of the relative error calculated at two exterior
points using the Burton-Miller-type equation to calculate the surface solu-
tion on a cylinder.

FIG. 7. The time variation of the relative error calculated at two exterior
points using the Burton-Miller-type equation to calculate the surface solu-
tion on a peanut shaped axisymmetric object.
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V. CONCLUSIONS

The methods presented accurately modeled transient
acoustic radiation from various geometric objects. Further-
more, the Burton-Miller-type integral equation formulation
employed was shown to be free of the long-time instabilities
often suffered by such methods. The numerical results shown
support these observations and a comparison with the more
commonly used �but unstable� Kirchoff formulation was
given. The hypersingular integrals arising in the Burton-
Miller-type integral equation are reformulated as weakly sin-
gular ones using piecewise constant collocation and may be
calculated for any choice of surface discretization.
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Simulation of ultrasonic fields radiated by a circular source
through a layer with nonparallel boundaries
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Active elements of ultrasonic transducers are separated from the medium by thick protective layers,
which may have nonparallel front and back surfaces. The objective of this work was to develop a
simple method suitable for fast calculation of ultrasonic fields radiated through a layer with parallel
or nonparallel boundaries and enabling one to take into account multiple reflections inside the layer.
The main presumption of the proposed method is the following: after refraction at the boundary
between two media, the ultrasonic field consists of plane and edge waves as before refraction. The
proposed simulation method is based on transformation of a multi-layered medium into a virtual one
without internal boundaries and equivalent to the actual medium from the point of a view of the
times of flight of the direct plane and edge waves. The method enables simulation of radiated
ultrasonic fields even after multiple reflections within the layer with parallel or nonparallel
boundaries. The examples of simulated and experimentally measured ultrasonic fields of the
transducer with a nonparallel front surface of protection layer, radiating into the water, are
presented. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2202890�

PACS number�s�: 43.20.Px, 43.20.El, 43.20.Bi �LLT� Pages: 81–89

I. INTRODUCTION

In the case of ultrasonic measurements in aggressive
media—causing corrosion, possessing a high temperature,
etc.—active elements of ultrasonic transducers are separated
from the medium by thick protective layers. For separation
usually a solid material such as stainless steel is used. The
multiple reflections of ultrasonic waves take place in these
layers due to mismatch of acoustic impedances. In order to
reduce multiple reflections inside the layer, the protector is
not with parallel boundaries, but with one boundary inclined
with respect to another one, i.e., it looks like a wedge �Fig.
1�. That enables us to reduce significantly the amplitude of
the waves reflected repeatedly inside the layer, but the struc-
ture of the ultrasonic field radiated through a layer with non-
parallel boundaries becomes complicated. If for radiation a
circular piezoelectric element is used, the field transmitted
through the layer is losing axial symmetry. This occurs due
to the fact that the projection of the circular transducer on the
inclined boundary of the layer produces an elliptical source
of ultrasonic waves. Therefore, a simple method, suitable for
fast simulation of ultrasonic fields, radiated through layers
with nonparallel boundaries is needed.

Many authors have theoretically studied pressure wave-
forms radiated into different media by an idealized piston
source.1–3 The simplest method for simulation of ultrasonic
fields is direct application of Huygens’ principle. Experimen-
tal observations of the pulsed field of a circular ultrasonic
transducer have shown that measured fields are in good
agreement with theoretical results, calculated assuming an
ideal piston behavior.4,5 These studies have also demon-
strated that the radiated fields consist of plane and edge
waves.

Various investigations of ultrasonic fields in media with
intermediate boundaries were also performed by many au-
thors. Computational methods for determination of
transmitted5,6 and reflected ultrasonic waves through plane
interfaces7 and interfaces of a complex geometry,8,9 using the
Rayleigh integral and based on the Huygens principle, were
proposed. A 3D computational method, based on the spatial
impulse response and on the discrete representation compu-
tational concept, was used to simulate acoustic beams gener-
ated by arrays through interfaces10 of arbitrary shapes. For an
exact evaluation of the ultrasonic field in the presence of an
interface, the angular spectrum method was proposed.11,12

Comparisons of the Gauss-Hermite beam model and a
boundary diffraction wave paraxial model were made for
large angles of incidence.13 The models for the computations
of ultrasonic fields radiated by arbitrary shape transducers
into objects under examination were also presented.14,15 A
multi-Gaussian-beam model enables modeling of the ultra-
sonic beam generated by a piston transducer radiating into
complex geometries.16 However, to our knowledge there are
no modeling methods which take into account reflections
inside the layer between nonparallel interfaces.

The objective of this work was to develop a simple ap-
proximate simulation method suitable for fast calculation of
ultrasonic fields radiated through a layer with parallel or non-
parallel boundaries in the case when the inclination angle of
the layer boundary is relatively small ��10° �, at the dis-
tances z�2D from the transducer and enabling to take into
account the multiple reflections inside the layer. For this pur-
pose, the known model for calculation of the ultrasonic field
of a single circular transducer in a homogeneous medium17

and the extended model for the case of a multi-layered me-
dium with parallel or nonparallel boundaries18,19 were modi-
fied to take into account the multiple reflections inside the
layer. The proposed simulation method is based on transfor-a�Electronic mail: elena.jasiuniene@ktu.lt
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mation of a multi-layered medium into a virtual one without
internal boundaries and equivalent to the actual medium
from the point of view of the times of flight of direct plane
and edge waves. The method proposed enables simulation of
radiated ultrasonic fields even after multiple reflections
within the layer with parallel or nonparallel boundaries.

II. THEORY AND MAIN STEPS OF THE PROPOSED
METHOD

The method proposed is based on the assumption that an
ultrasonic field in an inhomogeneous medium, e.g., after
passing the inclined boundary of a protector, consists of
plane and edge waves as before refraction. This means that,
even after passing the boundary between two media, the
shape of a spatial pulse response of the ultrasonic transducer
remains the same, as in the case of a homogeneous medium;
only the times of flight of plane and edge waves are different.
However, when the surface of the circular piezoelectric ele-
ment is inclined with respect to the boundary between the
protector and medium, the structure is losing axial symmetry
and the times of flight of the edge waves are not the same in
the different planes containing the revolution axis of the
transducer. The difference between the times of flight of the
edge waves in this case will depend on the inclination angle
of the boundary with respect to the surface plane of the pi-
ezoelectric element. However, as it will be shown later in
this chapter, these differences in the case of relatively small
inclination angles ��10° � are so small that they produce
only the second-order effects and may be neglected. It allows
for calculations of circular sources to exploit the mathemati-
cal model based on the spatial pulse response approach20 and
it is used for analysis of pulsed ultrasonic fields radiated by a
circular transducer into a homogeneous medium.

In this case the spatial pressure pulse response of the
circular transducer with radius R is given by the following
expressions:

ht�x,z,t� =�
− �0c��t − t0� , x � R,t0 � t � t1,

−
�0c

�

d�

dt
, x � R,t1 � t � t2,

− �0c���t − t0� +
1

�

d�1

dt
� , x = R,t0 � t � t2,

−
�0c

�

d�

dt
, x � R,t1 � t � t2,

� �1�

where

d�

dt
=

1

�c2t2 − z2�

�
− �c2t�c2t2 − z2 − x2 + R2��

	�2�c2t2 − z2��x2 + R2� − �c2t2 − z2�2 − �x2 − R2�2�
, �2�

d�1

dt
= −

c2t
	�c2t2 − z2��4R2 − �c2t2 − z2��

, �3�

t0 = z/c , �4a�

t1 = 	�R − x�2 + z2/c , �4b�

t2 = 	�R + x�2 + z2/c , �4c�

t is the time, x ,z are the spatial coordinates of the point,
where the ultrasonic field is calculated, �0 is the density of
the homogeneous medium, R is the transducer radius, c is the
ultrasound velocity, t0 is the time of flight of the plane wave
from the transducer surface to the point P�x ,z�, and t1 and t2

are the times of flight of the edge waves from the nearest and
farthest transducer edges to the point P�x ,z� accordingly.

Using various methods it was shown that the acoustic
field of a circular transducer consists of plane and edge
waves.4,5 The whole surface of a piston generates a direct
plane wave, which propagates in a cylindrical region having
the piston at its base �Fig. 2�a��. From the edge of the trans-
ducer the diffracted edge waves are radiated, which have
toroidal shape. The edge waves are focused on the geometri-
cal axis of the transducer. In the case of a circular transducer,
the geometrical axis corresponds to equal distances from
edges of the transducer.

The typical waveforms of the spatial pulse response are
given in Fig. 2�b�. It can be seen that a major part of the
energy is concentrated in three pulses. The first pulse corre-
sponds to the arrival time of a plane wave from the surface of
a transducer. The second and third pulses correspond to the
arrival times of edge waves from the nearest and farthest
edges of a disk shaped transducer, respectively.

Simulation of the propagation of an ultrasonic wave
through a solid layer with nonparallel surfaces is quite com-
plicated, because on the boundary refraction and transforma-
tion of the waves take place. When an ultrasonic wave
reaches the boundary between two media, part of the wave is
transmitted into the second medium, and part of the wave is
reflected back. Which part of the energy is transmitted, and
which is reflected, depends on the type of transmitted wave,
on the incidence angle, and on the acoustic impedances of
both media.21 The refraction angle of the wave is determined
using Snell’s law.

The various types of surface waves �surface, leaky
waves, etc.� can be generated on the boundary between two

FIG. 1. �Color online� Ultrasonic transducer with nonparallel front surface
of protection layer.
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media depending on the type of incident wave, on the inci-
dence angle, and on the acoustical properties of both media.
However, influence of the surface waves is not essential in a
far field.22 So, using the method proposed, only longitudinal
or shear waves inside a layer will be taken into account.

The structure of this field in a general case should de-
pend on the reflection and transmission coefficients at the
interfaces mainly due to the fact that the values of these
coefficients depend on the angle of incidence. However, at
the distances from the transducer z� �2−4�D, where D is the
transducer diameter, the incidence angle varies in the range
of 15° for different emitting points on the transducer surface
and at longer distances is changing rather slowly. It means
that in this range the values of the reflection and transmission
coefficients change less than 10%. For longer distances this
angle and corresponding changes are smaller and, conse-
quently, the transmission and reflection coefficients for dif-
ferent rays will differ much less. Therefore in our case the
influence of these coefficients on the structure of the radiated
field will be rather small when the field is calculated not very
close to the interface between a solid wedge and liquid me-
dium, e.g., at the distances z� �2−4�D from the transducer.
So, performing calculations the transmission and reflection
coefficients were taken as constant values not depending on
the incidence angle, because the main interest of the pro-
posed method is the structure of the radiated field.

As it was stated before, the main presumption of the
proposed method is the following: after refraction at the
boundary between two media, the ultrasonic field consists of
plane and edge waves as before refraction. It means that after

passing the boundary between two media the pulse response
at an arbitrary selected point has the same character as at
some point in a virtual homogeneous medium. Of course, for
determination of the exact waveform of the pulse response
the position of the point in a virtual homogeneous medium
having the same times of flight of edge and plane waves
must be found.

In the case of a circular transducer the times of flight of
the edge waves are not the same in the planes containing the
revolution axis of the transducer. The difference between the
times of flight of the edge waves in this case will depend on
the inclination angle of the boundary with respect to the
surface plane of the piezoelectric element. Our investigation
has shown that multiple reflections inside the protector are
significantly reduced even when this angle and respectively
the incidence angle do not exceed 6° –8°. In this case devia-
tion of the circular transducer diameter from its projection on
the inclined plane �ellipse� does not exceed 0.06–0.09 mm
for the 10-mm-diam transducer. The time of flight difference
of edge waves, which propagate from the axially symmetric
source, and the elliptic source will depend on the incidence
�or inclination� angle and the distance between the selected
point in a working medium and the contour �edge� of the
source. The refraction angle of ultrasonic waves in water in
this range of incident waves does not exceed 1.5° –2°. The
difference of the times of flight of edge waves for the above-
mentioned transducer with a steel wedge is given in Fig. 3.
From the results presented it follows that even in the worst
case �the incidence angle to the steel-water boundary 10°�
the difference of the times of flight at the distances longer
than 20 mm does not exceed 5–10 ns. If the ultrasonic field
in a liquid medium is calculated for 5-MHz frequency signal
�the period T=200 ns�, it means that this difference is
smaller than 0.02–0.05T, where T is the period of the ultra-
sonic signals. For lower frequency signals this normalized
difference will be correspondingly smaller. Such a small dif-
ference in terms of the signal period may produce only the
second-order effects in the simulated ultrasonic field. For
example, when this difference is 0.02T, the amplitude is re-
duced only by 0.12%. Please note that it is the worst possible
estimation; usually this reduction is smaller. We think that

FIG. 2. �a� Direct plane and edge waves propagation zones. �b� Pulse re-
sponse of the circular transducer in a homogeneous medium.

FIG. 3. �Color online� Delay time difference for the signals propagating in
water from elliptical �maximal lateral dimension of the ellipse� and circular
contours versus the distance from the transducer. The incidence angle in
steel is 10°.
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this example justifies the proposed approximate approach for
fast calculation of ultrasonic fields radiated by a circular
source through a solid layer with nonparallel boundaries in
the case when the inclination angle of the layer boundary is
relatively small, e.g., �10°.

Hence, it is possible to assume that a virtual homoge-
neous medium exists, in which the times of flight t0, t1, and
t2 are the same as in the given media with internal bound-
aries. Therefore, calculation of the ultrasonic field after trans-
mission through a layer with parallel or nonparallel bound-
aries can be changed to the calculation of the field in a single
virtual homogeneous medium.

According to the method proposed, the waveforms of
ultrasonic signals within and after the layer with parallel or
nonparallel boundaries are calculated in the following steps
for each point in the field:

�1� The time of flight of the plane wave t0 to the selected
point P�x ,z� is found.

�2� The times of flight of the edge waves t1 and t2 to the
same point P�x ,z� are calculated.

�3� An equivalent point in a virtual homogeneous me-
dium, where the times of flight t0, t1, and t2 are the
same as in the media with boundaries, is found.

�4� The pressure pulse response for an equivalent point in
the virtual homogeneous medium is calculated.

�5� The waveform of the ultrasonic signal is calculated
using convolution of the spatial pulse response of the
virtual medium and the driving signal.

III. CALCULATION OF THE ULTRASONIC FIELD,
WHEN THE WAVE IS REFLECTED WITHIN THE LAYER
WITH NONPARALLEL BOUNDARIES

A. Calculation of the time of flight of the plane wave

The wavefront of the plane wave is determined usually
as the set of points in the space having the same propagation
time from the source and, as a consequence, the same phase
of the signal. In our case, when the transmitting transducer is
a planar circular piezoelectric element, the cross section of
the wave front in one plane is a line having a certain angle
defined by Snell’s law and crossing the point P�x ,z� �Fig. 4�.
So, calculation of the propagation time t0 of the plane wave
to the given point P�x ,z� can be separated into two tasks, the
first of which is calculation of the plane wave propagation
time from any point on the transducer surface to the point
P�x ,z� in the wave front and the second one is determination
if the point P�x ,z� is in the direct beam zone �plane wave
propagation zone�.

As the time of flight of the plane wave to the given point
P�x ,z� is the same as the time of flight of the ray from the
central point of the transducer to the same wavefront, the
central point of the transducer was selected for the calcula-
tion of the plane wave propagation time t0= t0c to the wave
front, where the point P�x ,z� is given. The plane wave
propagation time from the central point of the transducer to
the given point is the sum of propagation times in the first
�t01c� and the second �t02c� media �Fig. 4� and can be ex-
pressed by

t0c = t01c + t02c =
zr + L01 + L02

c1
+

L03

c2
, �5�

where c1, c2 are the ultrasound propagation velocities in the
first and the second medium, zr is the distance from the cen-
ter of a transducer to the second medium, L01

=zr / cos �2	pk0� is the propagation distance of the reflected
central ray from the boundary between two media back to
the surface of the transducer, L02=L01 cos �	pk0� /
cos �3	pk0� is the propagation distance of the reflected
central ray from the plane of the transducer to the bound-
ary between two media, L03= �z−z02� / cos �	03�− �x
−xa� sin �	03� is the propagation distance of the reflected
central ray in the second medium, xa=x02− �z
−z02� tan �	03� is the x coordinate of the central ray of the
transducer at the given distance z from the transducer, 	pk0

is the inclination angle of the boundary between two me-
dia, 	03=	pla0−	pk0 is the angle of the ray in the second
medium with respect to the z axis, 	pla0=arcsin
��c2 /c1� sin �3	pk0�� is the refraction angle of the wave in
the second medium once reflected in the first medium, and
P2a�x02,z02� is the point on the boundary between the two
media where the refraction takes place.

In order to be able to calculate the equivalent point in a
virtual homogeneous medium, it has to be known if the point
at which the ultrasonic field is calculated is in the region of
the direct plane wave or outside it. Therefore, it must be
checked whether the point P�x ,z� is in the direct beam zone
using the following condition:

if 
xa
 � R, the point P�x,z� is in the direct beam zone,

�6�
if 
xa
 � R, the point P�x,z� is out of the direct beam zone,

where R is the transducer radius.

B. Calculation of the times of flight of the edge
waves

The propagation times of the edge waves t1 and t2 to the
point P�x ,z� are given by

FIG. 4. Calculation of the time of flight of the plane wave, when the ultra-
sonic field after reflection within the layer with nonparallel boundary has to
be calculated.
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t1 =
r11

c1
+

r12

c2
, �7�

t2 =
r21

c1
+

r22

c2
, �8�

where r11, r21 are the distances, which the edge waves
propagate in the first medium, and r12, r22 are the dis-
tances, which the edge waves propagate in the second
medium.

In the case of direct propagation from the source to the
target point �no reflection in the first medium� the distances
�Fig. 5�, which the ray has to propagate in the first and the
second media from one edge, can be found from the system
of equations:

c1

sin �	k�
=

c2

sin �	1�
,

	k = 	pk0 + arctan � xb − xk

zb − zk
� ,

�9�

	l = 	pk0 + arctan � x − xb

z − zb
� ,

tan �	pk0� =
zb − zr

xb
,

where 	k is the incidence angle of the ray from the edge of
the transducer to the boundary between the two media, 	l is
the refraction angle of the ray in the second medium,
Pk�xk ,zk� is the point on the transducer edge, and Pb�xb ,zb� is
the ray refraction point on the boundary between the two
media.

This system of equations has no analytic solution and
may be solved only using numerical methods. Moreover, this
system of equations becomes more complicated for the case,
when the reflection in the first medium takes place.

In this case, in order to find the distances that each ray of
the edge wave has to pass in the first and the second media
from the source to the target point P�x ,z�, such points Pe1,

Pe2, and Pe3 have to be found. At the points Pe1�xe1 ,ze1� and
Pe2�xe2 ,ze2� they would obey the reflection law and at the
point Pe3�xe3 ,ze3�—Snell’s law �Fig. 6�. Contrary to propa-
gation of a plane wave, where the propagation direction from
the planar source was defined in advance by the orientation
of a transducer, the propagation direction of the edge wave is
normal to the wave front. In the x0z plane the sources of
these waves are points corresponding to the edge of a circu-
lar transducer. So, the task is to find the ray paths radiated
from these source points to the point P�x ,z� after reflections
in the first medium and refraction on the boundary between
the two media.

In order to simplify the task, the special “ray straighten-
ing” procedure has been proposed. This procedure is based
on the fact that the beam path length of the ray reflected in
the first medium is equivalent to the linear beam path in the
virtual medium having triple angle 3	pk0 with respect to the
boundary between the first and the second media �Fig. 7�.

The “ray straightening” procedure is implemented in
two steps:

�i� At first, the rays Sa2, Sa3 propagating in the first
medium with the inclined boundary with the sec-
ond medium and the transducer plane are projected

FIG. 5. Finding of the times of flight of directly transmitted edge waves. FIG. 6. Finding of the times of flight of the edge waves after reflections
inside layer.

FIG. 7. Explanation of the “ray straightening” procedure.
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specularly with respect to the boundary line. In this
way the projections of the rays Sa21, Sa31 and of the
transducer plane RB1 are obtained.

�ii� In the second step, the specular projection of the
boundary RB and the ray Sa31 are created. In Fig. 7,
they correspond to RB2 and Sa32.

It is possible to prove that the ray Sa1 and the projected
rays Sa21, Sa32 are on a straight line. The incident angle of the
ray Sa3 with respect to the boundary between two media and
the incident angle of the ray projection Sa32 with respect to
the projection of the boundary RB2 also are equal. Moreover,
if the target point P�x ,z� will be passed through this “ray
straightening” procedure, the new virtual position Pv�xv ,zv�
of the point P�x ,z� will be obtained also and the task with
the reflection is transformed into the task without reflection.

The beam path �distances, which the ray has to propa-
gate in the first and the second media� after the “ray straight-
ening” procedure can be obtained from

c1

sin �	k�
=

c2

sin �	l�
,

	k = 3	pk0 + arctan � xv3 − xk

zv3 − zk
� ,

�10�

	l = 3	pk0 + arctan � xv − xv3

zv − zv3
� ,

tan �3	pk0� =
zv3 − zrv

xv3
,

where

zrv = zr tan �3	pk0�/tan �	pk0�,

xv= �x−zr / tan �	pk0�� cos �2	pk0�=z sin �2	pk0�,

zv = �x − zr/tan�	pk0�� sin �2	pk0� + z cos �2	pk0� .

Then the propagation distances of the waves propagating
from the transducer edge in the first medium �r11 and r12� and
in the second �r21 and r22� medium can be written as

r11 = 	�xv31 − xk1�2 + �zv31 − zk1�2,

r12 = 	�xv31 − xv�2 + �zv − zv31�2,

�11�
r21 = 	�xv32 − xk2�2 + �zv32 − zk2�2,

r22 = 	�xv32 − xv�2 + �zv − zv32�2,

where �xk1 ,zk1� and �xk2 ,zk2� are the coordinates of the left
and the right edges of the transducer, and Pv31�xv31,zv31� and
Pv32�xv32,zv32� are the points of refraction on the boundary
between the two media, corresponding to the rays propagat-
ing from the left and the right edges of the transducer.

The delay times of both rays t1 and t2 can be calculated
using Eqs. �7� and �8�.

C. Calculation of the equivalent point coordinates in
a virtual homogeneous medium

As it was stated above, the proposed method is based on
transformation of a multi-layered medium into a virtual one
without internal boundaries and equivalent to the actual me-
dium from the point of view of the times of flight of direct
plane and edge waves. Such a transformation does not affect
the source of ultrasonic waves, the piezoelectric element, be-
cause it is on the border of the transformed region. It means
that all points on the surface of a piston-type source after the
transformation vibrate in phase and the vibration profile on
the surface is uniform.

It is assumed that an arbitrary point P�x ,z� in a multi-
layered medium with planar parallel and nonparallel bound-
aries may be replaced by such an equivalent point Pe�xe ,ze�
in a virtual homogeneous medium without boundaries that
the times of flight t0, t1, and t2 are the same as in the given
medium with intermediate boundaries. The exact values of
the times of flight of the plane wave t0 and the edge waves t1,
t2 in the case of the inclined layer are calculated according to
the procedures defined in Secs. III A and III B. On the other
hand, in homogeneous media these times of flight are defined
by three equations �Eq. �4��. In general they depend on four
parameters: the transducer diameter D, the ultrasound veloc-
ity c, and the spatial coordinates x ,z of the point under in-
vestigation. So, for given values of the times of flight t0, t1,
t2, one of these parameters can be selected arbitrarily; the
other three should be calculated from the system of equations
�4�. In our case the predefined parameter is the transducer
diameter and the parameters which must be calculated are
the equivalent ultrasound velocity and the spatial coordinates
Pe�xe ,ze� of the point in the virtual medium. It is necessary to
point out that the equivalent ultrasound velocity ce will be
different for different points in the virtual homogeneous me-
dium, e.g., it will be function of the spatial coordinates ce

=ce�x ,y ,z�.
The ultrasound velocity in the virtual medium and the

equivalent point coordinates are calculated differently inside
the direct beam zone and outside it. The equivalent ultra-
sound velocity ce in the virtual homogeneous medium is
given by �Fig. 8�

ce =
2R

	t2
2 − t0

2 + 	t1
2 − t0

2
in the direct beam zone,

�12�

ce =
2R

	t2
2 − t0

2 − 	t1
2 − t0

2
outside the direct beam zone.

The coordinates of the equivalent point Pe�xe ,ze� in the
x0z plane of the virtual homogeneous medium can be written
as

xe = R − ce
	t2

2 − t0
2,ze = t0ce in the direct beam zone,

xe = R + ce
	t2

2 − t0
2, �13�

ze = t0ce outside the direct beam zone.
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D. Calculation of the spatial pulse response for an
equivalent point in a virtual homogeneous
medium

The spatial pulse response h�x ,y ,z , t� for an equivalent
point in a virtual homogeneous medium is found by means
of the mixed analytic-numerical procedure.17 This approach
enables us to simulate an ultrasonic field in two media sepa-
rated by an interface. The input parameters for this model are
the transducer diameter, the ultrasound velocities c1, c2, and
the densities �1, �2 corresponding to the first and second
medium.

E. Convolution of the spatial pulse response and the
driving signal

An acoustic pressure at an arbitrary point P�x ,y ,z� is
found as convolution of the driving pulse u�t� and the spatial
pulse response of the transducer h�t ,x ,y ,z�:

pa�t,x,y,z� = u�t� * h�t,x,y,z�kc, �14�

where pa�t ,x ,y ,z� is the acoustical field of the transducer,
u�t� is the driving pulse, * denotes the convolution, and kc

=c1 /ce is the constant factor.
The driving signal was approximated by

u�t� = ea�t − b�2
sin �2�ft� , �15�

where a=kaf	�−2 ln 0.1� / ps, b=2ps /3f , ps is the number of
periods, ka is the asymmetry factor, and f is the frequency.

Such a signal has the shape of a high-frequency �f
=5 MHz� pulse with the Gaussian envelope. Steepness of the
front and back slopes of the pulse can be set separately se-
lecting a corresponding value of ka. Simulation was carried
out for a short pulse �ps=1.5�.

IV. SIMULATION AND EXPERIMENTAL RESULTS

Calculations of transient ultrasonic fields and waveforms
in the time domain were performed for a disk-type trans-
ducer of radius R=5 mm and frequency f =5 MHz. It was
assumed that the protection layer of the transducer was made
of stainless steel and had the inclination angle of the front
surface 2°. The thickness of the protection layer on the cen-
tral axis was 13 mm. The ultrasound velocity in the protec-
tion layer was assumed to be cp=5800 m/s and the density
�=7850 kg/m3. It was assumed that the transducer radiates
waves into water �c=1480 m/s, �=1000 kg/m3�. The simu-
lated pressure field only in the second medium �water� is
presented in Fig. 9 as pcs�x ,z�=maxt 
 p�x ,z , t�
. For better
understanding, the presented field is normalized with respect
to the maximum value of the pressure in the second medium.

In Fig. 9 the simulated ultrasonic fields of the transducer
in the second medium �water�, after direct transmission
through the nonparallel boundary stainless-steel–water �Fig.
9�a��, after single reflection inside the layer with the nonpar-
allel boundary �Fig. 9�b�� and after double reflection inside
the layer �Fig. 9�c��, are presented. Please note that the am-
plitudes of the fields shown in Figs. 9�a�–9�c� are normalized
in each figure with respect to the maximal value of the par-
ticular field, e.g., it is impossible to compare amplitude rela-
tions in different plots. Normalization was performed with
the purpose to display better the spatial structure of the ul-
trasonic fields. Actually, amplitudes of the signals reflected
inside the protector are much lower than that of the directly
transmitted signal and may be estimated from the waveforms
of radiated ultrasonic pulses.

The waveforms of the ultrasonic pulses at the distance
z=50 mm from the transducer are shown in Fig. 10. The
transducer was driven by the signal described by Eq. �15�.
From the simulation results follows that ultrasonic beams,
transmitted directly and after one or few reflections inside
the layer, are propagating in water at slightly different direc-
tions. Therefore, each waveform was calculated also slightly
at different positions �x�0� where the maximal radiation of
the particular beam is obtained. Please note that the ampli-
tudes of the pulses shown in Figs. 10�a�–10�c� in each figure
are normalized with respect to the maximal value of the di-
rectly transmitted pulse presented in Fig. 10�a�.

FIG. 8. Finding of the equivalent point in virtual homogeneous medium: �a�
in the direct beam zone and �b� outside the direct beam zone.

J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Jasiūniene et al.: Radiation of fields through nonparallel boundaries 87



In order to test the validity of the computational method
experimental investigations were performed. The measure-
ments were carried out in water �c=1500 m/s, �
=1000 kg/m3� using the f =5 MHz circular ultrasonic trans-
ducer of radius R=5 mm inclined by 2° front surface. For

experiments the water tank with a scanning system was used.
The scanner has three independent axes, each of which can
be positioned with a step of 9 
m. The absolute repeatability
of the linear scanner is approximately 50 
m.

Ultrasonic fields were measured in a transmission mode.
The measurements were performed in the water tank, using
for reception of ultrasonic waves a wide-band �1–15 MHz�
miniature piezoceramic probe �diameter 1 mm�, which
scanned along and across the direction of propagation of ul-
trasonic waves. The measurements were performed in the
distance ranges 15–450 mm from the transducer. At each
cross section, the measurements were carried out at 30
points. Data were collected by means of the computerized
measuring system described above.

In Fig. 11, the measured ultrasonic field in water is pre-
sented. Here, as in Fig. 9, the measurement results of ultra-
sonic fields for three cases are presented. In Fig. 11�a� is
shown the ultrasonic field in the second medium �water� after
transmission through the nonparallel boundary stainless-
steel–water; in Fig. 11�b�, the ultrasonic field in the second
medium �water� after reflection between the nonparallel
boundary stainless-steel–water and the transducer surface;
and in Fig. 11�c�, before passing the nonparallel boundary
the ultrasonic wave is twice reflected between the nonparallel
boundary and the transducer surface.

As it was mentioned in the previous section, due to mul-
tiple reflections in the protector layer, the pulse response of

FIG. 9. �Color online� Simulated ultrasonic field of the transducer with a
thick inclined protector �layer with nonparallel boundaries� in water: �a�
directly transmitted signal, �b� signal after single reflection in the protector,
and �c� signal after double reflection in the protector.

FIG. 10. Ultrasonic impulses at the distance z=50 mm from the transducer:
�a� Un0- directly transmitted impulse; �b� Un1- impulse after one reflection
inside the layer with the inclined surface; �c� Un2- impulse after two reflec-
tions inside layer with the inclined surface.

FIG. 11. �Color online� Experimentally measured ultrasonic field of the
transducer with a thick inclined protector in water: �a� directly transmitted
signal, �b� signal after single reflection in the protector, and �c� signal after
double reflection in the protector.
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the transducer consists of a few decaying pulses. Therefore,
the ultrasonic fields were measured separately for each pulse
�Figs. 11�a�–11�c��. Please note that the amplitudes of the
fields shown in Figs. 11�a�–11�c�, are normalized in each
figure the same as in the case of simulated fields.

From the results presented in Figs. 9 and 11 it can be
seen that the structures of the ultrasonic field in both cases
�simulated and experimental� are similar. The comparison of
such parameters of the field as beam width, inclination angle
of the particular beam, and spatial positions of maximal sig-
nal values indicates that the proposed method gives accurate
results.

The worse coincidence of theoretical and experimental
results in the case of the twice-reflected beam in the solid
layer can be explained by the fact that during reflection of
the incident longitudinal wave at the inclined boundary a
mode transformation takes place and, due to that, not only a
longitudinal wave but also a shear wave is reflected back.
This shear wave reflected once inside the protection layer is
transformed on the boundary steel-layer–water into longitu-
dinal wave and arrives to the measurement point in water
almost at the same time as the twice-reflected longitudinal
wave in the layer. So, the field presented in Fig. 11�c� after
double reflection in the protector is the result of interference
of these two waves. Please note that the mode conversion
phenomenon inside the protector was not taken into account
during simulations presented in Fig. 9.

From the results presented, it follows that a good corre-
spondence between calculated and measured fields was ob-
tained. That indicates that the proposed method may be used
for prediction of the structure of ultrasonic fields in media
with nonparallel boundaries with reasonable accuracy.

V. CONCLUSIONS

In this paper, the method and fast algorithm for simula-
tion of ultrasonic fields excited by the ultrasonic disk-shaped
transducers is presented. The known model for calculation of
the ultrasonic field of a single circular transducer in a homo-
geneous medium was extended to the case of a multi-layered
medium. The model enables calculation of ultrasonic fields
in the medium with nonparallel boundaries, not only trans-
mitted directly through nonparallel boundaries, but also after
reflections in layers with nonparallel boundaries.

The simulated ultrasonic fields of the transducer with a
nonparallel front surface of the protection layer, radiating
into the water, were compared with the measurement results
and a good correspondence between the calculated and the
measured fields was obtained. Therefore, it is possible to
conclude that the simulation results enable one to predict the
structure of the field after passing a layer with nonparallel
boundaries taking into account multiple reflections inside
such a layer.

The application of the proposed modeling method for
the analysis of ultrasonic fields radiated by a circular trans-
ducer with an inclined protective layer have shown that in
this case not only reduction of the amplitude of multiple
reflections in the layer may be achieved, but also the waves
caused by these reflections are radiated in different direc-

tions. That is a very useful result for many practical applica-
tions because the total influence of these reflections on the
directly transmitted signal is reduced essentially.
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On the sound field of a resilient disk in an infinite baffle
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The Rayleigh integral describing the near-field pressure of an axisymmetric planar monopole source
with an arbitrary velocity distribution is solved with a method similar to that used by Mast and Yu
�J. Acoust. Soc. Am. 118�6�, 3457–3464 �2005�� for a rigid disk in an infinite baffle. The
closed-form solution is in the form of a double expansion, which is valid for distances from the
observation point to the center of the source that are greater than its radius. However, for the
remaining immediate near field, the King integral is solved using a combination of Gegenbauer’s
summation theorem and the Lommel expansion, resulting in a solution which is in the form of a
triple expansion, reducing to a double expansion along the source’s axis of symmetry. These
relatively compact solutions in analytic form do not require numerical integration and therefore
present no numerical difficulties except for a singularity at the rim. As an example of a monopole
source with an arbitrary velocity distribution, equations describing the radiation characteristics of a
resilient disk in an infinite baffle are derived. Using Babinet’s principle, the pressure field of a plane
wave passing through the complementary hole in an infinite rigid screen is calculated.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2206513�

PACS number�s�: 43.20.Rz, 43.20.El, 43.20.Tb, 43.20.Wd �LLT� Pages: 90–101

I. INTRODUCTION

Despite the advances in acoustical simulation tools in
recent years, it is still useful to have some canonical forms
which can be rigorously calculated in a direct manner with-
out any need for numerical integration, iteration, or least-
squares minimization. Although such solutions are generally
restricted to simple geometries �usually axisymmetric�, they
provide useful benchmarks for simulation. Most canonical
forms, such as the spherical polar cap on a sphere,1 are based
upon spherical geometry.

Recently, Mast and Yu2 derived an elegant pair of ex-
pansions for the pressure field of a rigid disk in an infinite
baffle, based upon solutions to the Rayleigh3 integral. The
first expansion, or “outer” solution, provides a fast converg-
ing series for distances from the center of the disk to the
observation point greater than the disk’s radius, and can be
regarded as an improved version of Stenzel’s solution4 using
functions commonly found in text books as opposed to Sten-
zel’s bespoke ones, which were based upon Lommel’s poly-
nomials.

Stenzel also derived what could be termed an “inner”
solution for distances from the center of the disk to the ob-
servation point less than the disk’s radius. This expansion
can also be updated using hypergeometric function solutions
to the radial integrals, which the author has already tried.
However, although it converges in a similar fashion to the
outer expansion, this is not the best solution available. In all
of the aforementioned solutions, the origin of the spherical
coordinate system is located at the center of the disk.

Hasegawa et al.5 provided an expansion, together with
recursion formulas, based upon an ingenious spherical coor-
dinate system, the origin of which being located on the disk’s
axis of symmetry some distance in front of it. Mast and Yu2

have developed this by locking the origin of the coordinate
system to the same axial distance from the disk as the obser-

vation point, while keeping it on the axis of symmetry. This
leads to their second expansion or “paraxial” solution for
which the region of convergence looks like a funnel, falling
just within the disk’s perimeter at its surface and then spread-
ing out to form a cone covering an angle of 45° either side of
the axis of symmetry with the apex located at the disk’s
center. The limit of this expansion decreases to a single term
on the axis of symmetry.

Hence, the Rayleigh integral has been shown to provide
simple single expansion solutions for a rigid disk. In this
paper, it is also shown to provide a similar outer solution for
a monopole source with an arbitrary velocity distribution.
However, for an inner or paraxial solution this does not ap-
pear to be the case and Stenzel6 tackled the problem in a
somewhat formidable analysis.

Surprisingly little attention has been paid to the King
integral,7–9 which could be solved by means of a double
expansion. Greenspan10 calculated it numerically to illustrate
some special cases, such as the on-axis pressure, radiation
force, and power for various monopole velocity distributions,
as well as the transient response. Using two Lommel expan-
sions, Williams11 recast the King integral in a mathematically
beautiful form, which he then used to illustrate some of its
properties. Unfortunately, it can be shown that the integral in
this expanded form yields a converging solution for only part
of the near-field space. When the reverse Lommel expan-
sions are applied, it is not obvious how to calculate the sub-
sequent expression numerically and no results are provided.

In the current paper, the King integral is expanded using
a combination of the Lommel expansion and the Gegenbauer
summation theorem in order to ensure convergence. This
yields a paraxial solution, which together with the outer so-
lution, exhibits similar convergence characteristics to the ex-
pansions of Mast and Yu for the rigid disk.
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A general aim of this paper is to present the most direct
solutions possible for calculating the sound radiation charac-
teristics of axisymmetric monopole sources, especially when
the velocity distribution is unknown. In this respect, it is
intended to complement a recent paper by Kärkkäinen
et al.,12 in which a solution was presented for calculating the
radiation characteristics of dipole sources with unknown
pressure distributions. The surface pressure distribution was
described using a trial function consisting of a power series
for which the coefficients were calculated by numerically
solving a set of simultaneous equations. The simultaneous
equations, in turn, had to be derived by analytically solving
the integrals in the dipole part of the Kirchhoff-Helmholtz
boundary integral formula �using the Green’s function in cy-
lindrical coordinates�. In this paper, a similar procedure is
followed, using a trial function for the surface velocity dis-
tribution and then solving the monopole part of the
Kirchhoff-Helmholtz boundary integral formula.

Furthermore, the methods derived here can also be ap-
plied to nonrigid sources with fluid-structure coupling, such
as plates and membranes. For example, similar formulation
appears in a study on membranes by Kärkkäinen et al.13

II. RESILIENT DISK IN AN INFINITE BAFFLE

A. Boundary conditions

The infinitesimally thin rigid disk shown in Fig. 1 lies in
the w plane with its center at the origin, where w is the radial
ordinate of the cylindrical coordinate system and z is the
axial ordinate. Due to axial symmetry, the polar ordinate �
of the spherical coordinate system can be ignored, so that the
observation point P is defined simply in terms of the radial
and azimuthal ordinates r and �, respectively. The infinitesi-
mally thin rigid baffle extends from the perimeter of the disk
to w=�. On the baffle, the velocity is zero and therefore so is
the normal pressure gradient. The infinitesimally thin
membrane-like resilient disk is assumed to be perfectly flex-
ible, has zero mass, and is free at its perimeter. It is driven by
a uniformly distributed harmonically varying pressure p̃0 and
thus radiates sound from both sides into a homogeneous loss-
free acoustic medium. In fact, there need not be a disk
present at all and instead the driving pressure could be acting
upon the air particles directly. However, for expedience, the

area over which this driving pressure is applied shall be re-
ferred to as a disk from here onwards. On the surface of the
disk and baffle, the following boundary conditions apply:

�

�z0
�p̃�w0,z0��z0=0+ = �− ik�cũ�w0� , 0 � w0 � a ,

0, w0 � a ,
� �1�

where

ũ0�w0� = �
m=0

�

Ãm	1 −
w0

2

a2 
m−�1/2�

, �2�

and k is the wave number given by

k =
�

c
=

2�

	
, �3�

where � is the angular frequency of excitation, � is the den-
sity of the surrounding medium, c is the speed of sound in

that medium, and 	 is the wavelength. The annotation ˜ de-
notes a harmonically time-varying quantity and replaces the
factor ei�t. It is worth noting that the index of the first term
of the expansion �m=0� is equal to −1/2, in order to satisfy
the boundary condition of infinite velocity at the perimeter,
as determined by Rayleigh.3 The same expansion can be ap-
plied to any velocity distribution, providing the velocity is
either infinite or zero at the perimeter. For example, in the
case of a circular membrane with a clamped rim, the index of
the first term would be equal to +1/2.

On the front and rear surfaces of the disk, the pressures
are p̃+ and p̃−, respectively, which are given by

p̃+ = − p̃− =
p̃0

2
. �4�

B. Solution of the free-space wave equation

Using the King integral, the pressure distribution is de-
fined by

p̃�w,z� = 2�
0

2� �
0

a

g�w,z�w0,z0�



�

�z0
�p̃�w0,z0��z0=0+w0dw0d�0, �5�

where the Green’s function14 is defined, in cylindrical coor-
dinates, by the Lamb15 or Sommerfeld16 integral,

g�w,z�w0,z0� =
i

4�
�

0

�

J0��w�J0��w0�
�

�
e−i��z−z0�d� , �6�

where

� = �k2 − �2. �7�

Substituting Eqs. �1�, �2�, and �6�, in Eq. �5� and integrating
over the surface of the disk yields

FIG. 1. Geometry of the disk in an infinite baffle.
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p̃�w,z� = ka�c�
m=0

�

Ãm	m +
1

2

�

0

� 	 2

a�

m−�1/2�


 J0�w��Jm+�1/2��a��
e−i�z

�
d� , �8�

where Sonine’s integral17 has been used as follows:

�
0

a 	1 −
w0

2

a2 
m−�1/2�

J0��w0�w0dw0 =
a2

2
	m +

1

2




	 2

a�

m+�1/2�

Jm+�1/2��a�� . �9�

Applying the boundary condition of Eq. �4� leads to

p̃0

2
= ka�c�

m=0

�

Ãm	m +
1

2

�

0

� 	 2

a�

m−�1/2�


 J0�w��Jm+�1/2��a��
1

�
d� . �10�

C. Formulation of the coupled problem

Equation �10� can be written more simply as

�
m=0

�

�mIm�w,k� = 1, �11�

which is to be solved for the normalized power series coef-
ficients �m as defined by

�m =
2�cÃm

�m + 1/2�p̃0

. �12�

The integral Im�w ,k� can be split into two parts,

Im�w,k� = ImR�w,k� − iImI�w,k� , �13�

where the real part is given by

ImR�w,k� = ka	m +
3

2

�

0

k 	 2

�a

m−�1/2�

Jm+�1/2�


��a�J0��w�
1

�k2 − �2
d� , �14�

and the imaginary part is given by

ImI�w,k� = ka	m +
3

2

�

k

� 	 2

�a

m−�1/2�

Jm+�1/2�


��a�J0��w�
1

��2 − k2
d� . �15�

D. Solution of the real integral

Substitution of �=k sin � in Eq. �14� gives

ImR�w,k� = ka	m +
3

2

	 2

ka

m−�1/2��

0

�/2

�sin ���1/2�−m


 Jm+�1/2��ka sin ��J0�kw sin ��d� . �16�

The Bessel functions in Eq. �16� are defined by17

J0�kw sin �� = �
q=0

Q 	 kw

2

2q �− 1�q�sin ��2q

�q!�2 , �17�

Jm+�1/2��ka sin �� = �
r=0

R 	 ka

2

2r+m+�1/2�



�− 1�r�sin ��2r+m+�1/2�

r!�r + m + 3/2�
, �18�

so that

ImR�w,k� = 2�
q=0

Q

�
r=0

R
�− 1�q+r�m + 3/2�

�q!�2r!�r + m + 3/2�	 ka

2

2�q+r+1�


 	w

a

2q�

0

�/2

�sin ��2�q+r�+1d� . �19�

Solution of the integral in Eq. �19� is enabled by use of the
following identity:18

�
0

�/2

�sin ��2�q+r�+1d� =
���q + r + 1�
2�q + r + 3/2�

. �20�

Evaluating the integral over � yields

ImR�w,k� = ���
q=0

Q

�
r=0

R
�− 1�q+r�m + 3/2��q + r + 1�

�q!�2r!�r + m + 3/2��q + r + 3/2�


	 ka

2

2�q+r+1�	w

a

2q

. �21�

E. Solution of the imaginary integral

1. Transformation of the integral into complex form

The following procedure converts the infinite limit of
the integral in Eq. �15� into a finite one. First, the integral is
converted into a form which can be integrated in the com-
plex plane. The Bessel function Jn�x� can be written in terms
of the following pair of complex conjugate Hankel
functions:17

Jn�x� =
Hn

�1��x� + Hn
�2��x�

2
, �22�

which can now be used to separate ImI into two complex
conjugate integrals as follows:

ImI�w,k� =
ImI

�1� + ImI
�2�

2
, �23�

where, after substituting �=kt, the complex conjugate inte-
grals are given by
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ImI
�1� = 2	m +

3

2

	 2

ka

m−�3/2��

1

�

J0�kwt�Hm+�1/2�
�1�


�kat�
t�1/2�−m

�t2 − 1
dt , �24�

ImI
�2� = 2	m +

3

2

	 2

ka

m−�3/2��

1

�

J0�kwt�Hm+�1/2�
�2�


�kat�
t�1/2�−m

�t2 − 1
dt . �25�

Referring to the complex t plane of Fig. 2, the integrals ImI
�1�

and ImI
�2� can now be evaluated along contours ��1� and ��2�,

respectively. The contours are defined by

��1� = t � �Cr
�1� � CR

�1� � Ci
�1� � Cc

�1�� ,

Cr
�1� = �1,R� ,

CR
�1� = �Rei��0 � � � �/2� ,

Ci
�1� = �iR,i� ,

�26�
Cc

�1� = �ei���/2 � � � 0� ,

R → � ,

��2� symmetric to ��1� with respect to the real axis.

2. Contribution of CR
„1… and CR

„2…

The contributions along CR
�1� and CR

�2� vanish for R→�
due to the behavior of Hm+�1/2��t� as �t�→�.

3. Contribution of Ci
„1… and Ci

„2…

Noting that �t2−1= i�1− t2, the integral along Ci
�1� can

be written

2	m +
3

2

	 2

ka

m−�3/2��

i�

i

J0�kwt�Hm+�1/2�
�1� �kat�

t�1/2�−m

i�1 − t2
dt ,

�27�

which can be converted into an integral with real limits by
substituting t= is as follows:

− 2i�1/2�−m	m +
3

2

	 2

ka

m−�3/2��

1

�

J0�ikws�Hm+�1/2�
�1�


�ikas�
s�1/2�−m

�1 + s2
ds . �28�

With help from the following identities:17

I0�x� = J0�ix� , �29�

K��x� = i�+1�

2
H�

�1��ix� , �30�

the integral can be written as

4i

�
�− 1�m	m +

3

2

	 2

ka

m−�3/2��

1

�

I0�kws�Km+�1/2�


�kas�
s�1/2�−m

�1 + s2
ds . �31�

This integral is purely imaginary whereas the original is real
valued. Hence, there is zero net contribution along Ci

�1�. The
same is true for the contribution along Ci

�2� where �t2−1
=−i�1− t2.

4. Contribution of Cc
„1… and Cc

„2…

Finally, the contributions along the unity quarter circle
segments Cc

�1� and Cc
�2� can be calculated by using the substi-

tution t=ei�, so that the contribution along Cc
�1� becomes

R	2i	m +
3

2

	 2

ka

m−�3/2��

�/2

0

J0�kwei��Hm+�1/2�
�1�


�kaei��
ei��3/2�−m��

�e2i� − 1
d�
 , �32�

and likewise the contribution along Cc
�2� becomes

R	2i	m +
3

2

	 2

ka

m−�3/2��

−�/2

0

J0�kwei��Hm+�1/2�
�2�


�kaei��
ei��3/2�−m��

�e2i� − 1
d�
 , �33�

which is equal to Eq. �32�. As there are no poles or zeros
within the contours ��1� or ��2�, it can be stated that, accord-
ing to the residue theorem, the sum of the integrals around
each of these contours is equal to zero. Therefore, ImI can be
written as

FIG. 2. Infinite integration contours in the complex t plane.
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ImI�w,k� =
ImI

�1��w,k� + ImI
�2��w,k�

2
= − 2	m +

3

2




	 2

ka

m−�3/2�

R	i�
0

�/2

J0�kwei��
ei��3/2�−m��

�e2i� − 1


 Jm+�1/2��kaei�� + iYm+�1/2��kaei���d�
 .

�34�

5. Expansion of the Bessel functions and final
solution of the imaginary integral

A series expansion17 of the Neumann function in Eq.
�34� is given by

Ym+1/2�kaei�� = �
r=0

R 	 ka

2

2r−m−�1/2� �− 1�r+mei��2r−m−�1/2��

r!�r − m + 1/2�
.

�35�

Letting sin �=ei� in Eqs. �17� and �18� and substituting
these together with Eq. �35� in Eq. �34� gives

ImI�w,k� = − 2�
q=0

Q

�
r=0

R

R		w

a

2q �− 1�q+r�m + 3/2�

�q!�2r!�r + m + 3/2�


 	 ka

2

2�q+r+1�

i�
0

�/2 e2i��q+r+1�

�e2i� − 1
d�

−
�− 1�q+r+m�m + 3/2�
�q!�2r!�r − m + 1/2�

	w

a

2q


 	 ka

2

2�q+r−m��

0

�/2 e2i��q+r−m+�1/2��

�e2i� − 1
d�
 .

�36�

Solution of the integrals in Eq. �36� is enabled by use of the
following identity:18

�
0

�/2 e2i��

�e2i� − 1
d� =

1

2�
	���� + 1�

�� + 1/2�

− 2F1	1

2
,�;� + 1;− 1
ei��
 . �37�

Evaluating the integral over � yields

ImI�w,k� = 2	m +
3

2

R	�

q=0

Q

�
r=0

R

FY�q,r,m�


	 ka

2

2�q+r−m�+1	w

a

2q

− iFJ�q,r,m�


	 ka

2

2�q+r+1�	w

a

2q
 , �38�

where the subfunctions FY and FJ are given by

FY�q,r,m� = �− 1�q+r+m	 2F1�1/2,�;� + 1;− 1�ei��

2��q!�2r!�r − m + 1/2�

−
�����

2�q!�2r!�r − m + 1/2��� + 1/2�

 , �39�

FJ�q,r,m� = �− 1�q+r	 2F1�1/2,�;� + 1;− 1�ei��

2��q!�2r!�r + m + 3/2�



− 	 �����
2�q!�2r!�r + m + 3/2��� + 1/2�


 ,

�40�

where

� = q + r − m + 1/2, �41�

� = q + r + 1. �42�

However, for integer values of q and r, iFJ �q ,r ,m� is purely
imaginary and therefore makes no contribution to the real
part of ImI�w ,k�. Similarly, the ei��q+r−m+1/2� term of FY

�q ,r ,m� is also purely imaginary and can therefore be ex-
cluded. Thus, the final result can be written

ImI�w,k� = − ���
q=0

Q

�
r=0

R



�− 1�q+r+m�m + 3/2��q + r − m + 1/2�
�q!�2r!�r − m + 1/2��q + r − m + 1�


	 ka

2

2�q+r−m�+1	w

a

2q

. �43�

F. Calculation of the power series coefficients „final
set of simultaneous equations…

Truncating the infinite power series in �11� to order M
and equating the coefficients of �w /a�2q yields the final set of
M +1 simultaneous equations in �m as follows:

�
m=0

M

�mPq�ka� + imTq�ka���m = �q0, �44�

where P shall be named the Spence function as defined by

mPq�ka� = ���
r=0

M
�− 1�q+r�ka/2�2�q+r+1�

�q!�2r!�m + 3/2�r�q + r + 1�1/2
, �45�

and T shall be named the Stenzel function as defined by

mTq�ka� = ���
r=0

M
�− 1�q+r+m�ka/2�2�q+r−m�+1

�q!�2r!�m + 3/2�r−2m−1�q + r − m + 1/2�1/2
,

�46�

�q0 is the Kronecker delta function and �x�n the Pochhammer
symbol.19 P and T are the monopole counterparts to the di-
pole cylindrical wave functions12 B and S. These equations
are then solved for q=0,1 ,2 , . . . , M −1, M.
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G. Disk velocity

From Eq. �12� it follows that

Ãm =
�m�m + 1/2�p̃0

2�c
. �47�

After substituting this in Eq. �2�, the normalized disk veloc-
ity can be written as

2�cũ0�w0�
p̃0

= �
m=0

M

�m	m +
1

2

	1 −

w0
2

a2 
m−�1/2�

, 0 � w0 � a .

�48�

The magnitude and phase of the normalized velocity are
shown in Figs. 3 and 4, respectively, for various values of
ka.

H. Radiation admittance

The total volume velocity Ũ0 produced by the disk can
be found by integrating the disk velocity from �48� over the
surface of the disk as follows:

Ũ0 = �
0

2� �
0

a

ũ0�w0�w0dw0d�0 =
Sp̃0

2�c
�
m=0

M

�m, �49�

where S is the area of the disk given by S=�a2. The acoustic
radiation admittance is then given by

yar =
Ũ0

p̃0

=
Sũ0

p̃0

=
S

2�c
�GR + iBR� , �50�

where GR is the normalized conductance given by

GR = �
m=0

M

R��m� �
8

�2 , ka � 0.5, �51�

and BR is the normalized susceptance given by

BR = �
m=0

M

I��m� �
4

�ka
, ka � 0.5. �52�

The real and imaginary admittances GR and BR are plotted in
Fig. 5 along with the actual admittance of a rigid disk for
comparison.

I. Far-field pressure response

In the case of the far-field response, it is more conve-
nient to use spherical coordinates so that the far-field polar
responses can be obtained directly. Rayleigh’s far-field
approximation14 is ideal for this purpose,

g�r,�,��w0,�0,z0� =
1

4�r
e−ik�r−w0 sin � cos��−�0�−z0 cos ��,

�53�

which is inserted, together with Eqs. �1� and �2�, in the fol-
lowing monopole part of the Kirchhoff-Helmholtz boundary
integral formula in spherical coordinates:

p̃�r,�,�� = 2�
0

2� �
0

a

�g�r,�,��w0,�0,z0��z0=0+



�

�z0
�p̃�w0,�0,z0��z0=0+w0dw0d�0. �54�

After integrating over the surface of the disk �while letting
�=� /2 so that cos��−�0�=sin �0�, the far-field pressure
is given by

p̃�r,�� = −
iap̃0

4r
e−ikrD��� , �55�

where the following identities have been used:17

FIG. 3. Normalized surface velocity magnitude of the resilient disk.

FIG. 4. Normalized surface velocity phase of the resilient disk.

FIG. 5. Normalized radiation admittances of the rigid and resilient disk.
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1

2�
�

0

2�

eikw0 sin � sin �0d�0 = J0�kw0 sin �� , �56�

together with Eq. �9�, where �=k sin �. The directivity
function D��� is given by

D��� = ka�
m=0

M

�m	m +
3

2

	 2

ka sin �

m+�1/2�

Jm+�1/2�


�ka sin �� . �57�

The on-axis pressure is obtained by setting �=0 in Eq. �53�
before inserting it into Eq. �54�. This results in an integral
which is similar to the one for the radiation admittance in Eq.
�49�. Hence,

D�0� = ka�
m=0

M

�m � �4i/� , ka � 0.5

ka , ka � 2.
� �58�

It is worth noting that the on-axis response is related to the
radiation admittance by D�0�=ka�GR+ iBR�. The asymptotic
expression for low-frequency on-axis pressure is then simply

p̃�r,0� �
a

�r
p̃0e−ikr, ka � 0.5, �59�

and likewise at high frequencies

p̃�r,0� � i
ka2

4r
p̃0e−ikr, ka � 2, �60�

which is the same as for a resilient disk in free space at all
frequencies. The on-axis response is shown in Fig. 6, calcu-
lated from the magnitude of D�0�. The normalized directivity
function 20 log10��D���� / �D�0��� is plotted in Fig. 7 for vari-
ous values of ka.

J. Near-field pressure when the distance from the
center of the disk to the observation point is greater
than the diaphragm’s radius

Using the monopole part of the Kirchhoff-Helmholtz
boundary integral formula,14 the sound pressure at the obser-
vation point P can be written as

p̃�r,�� = 2�
0

2� �
0

a

g�r,��w0,�0�



�

�z0
�p̃�w0,z0��z0=0+w0dw0d�0, �61�

where a is the radius of the disk and g��r ,��w0,�� is the
Green’s function. The Green’s function is defined by

g�r,��w0,�0� =
e−ikr0

4�r0
, �62�

where

r0 = �r2 + w0
2 − 2rw0 cos �0 sin � , �63�

so that Eq. �61� becomes the Rayleigh integral. The Green’s
function of Eq. �62� can be expanded using the following
formula, which is a special case of Gegenbauer’s addition
theorem:17

g�r,��w0,�0� = −
ik

4�
�
p=0

�

�2p + 1�hp
�2�


�kr�jp�kw0�Pp�cos �0 sin �� , �64�

where hp
�2� is the spherical Hankel function.19,14 Substituting

Eqs. �64�, �1�, �2�, and �47� in Eq. �61� enables the integrals
in Eq. �61� to be separated as follows:

p�r,�� = −
k2p̃0

2�
�
p=0

� 	p +
1

2

hp

�2��kr��
m=0

�

�m�m + 1/2�


�
0

a 	1 −
w0

2

a2 
m−�1/2�

jp�kw0�w0dw0


�
0

2�

Pp�cos �0 sin ��d�0. �65�

FIG. 6. Normalized far-field on-axis response of the resilient disk.

FIG. 7. Normalized far-field directivity function of the resilient disk.
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The Legendre function Pp can be expanded using the follow-
ing addition theorem17 �after setting one of the three angles
in the original formula to � /2�:

Pp�cos �0 sin �� = Pp�0�Pp�cos �� + 2�
q=1

�

�− 1�qPp
−q�0�


Pp
q�cos ��cos q�0, �66�

which leads to the identity

�
0

2�

Pp�cos �0 sin ��d�0 = 2�Pp�0�Pp�cos ��

+ 2�
q=1

�

�− 1�qPp
−q�0�Pp

q�cos ��



sin 2�q

q
= 2�Pp�0�Pp�cos ��, for integral q . �67�

It is also noted that17

P2p�0� =
��

p!��1/2� − p�
=

�− 1�p�p + �1/2��
��p!

, �68�

and

P2p+1�0� = 0, �69�

so that, after substituting Eqs. �67�–�69� in Eq. �65� and ex-
cluding the odd terms, only the radial integral remains as
follows:

p�r,�� = − ��k2p̃0�
p=0

� �2p + �1/2��h2p
�2��kr�

p!��1/2� − p�


�
m=0

�

�m�m + 1/2� 
 �
0

a 	1 −
w0

2

a2 
m−�1/2�


j2p�kw0�w0dw0P2p�cos �� . �70�

With the help of the following identity:18

�
0

a 	1 −
w0

2

a2 
m−�1/2�

j2p�kw0�w0dw0 =
��

k2�m + �1/2��p+1



p!

�2p + �3/2��	 ka

2

2p+2


1F2	p + 1;p + m +
3

2
,2p +

3

2
;−

k2a2

4

 , �71�

the solution is given by

p�r,�� = − p̃0�
m=0

M

�m�
p=0

P
�− 1�p�p + �1/2��h2p

�2��kr�P2p�cos ��
�2p + �1/2���m + �3/2��p


	 ka

2

2p+2

1F2	p + 1;p + m +
3

2
,2p +

3

2
;−

k2a2

4

 .

�72�

This expansion converges providing r�a. Let an error func-
tion be defined by

�P�r,�� =
�p2P�r,�� − pP�r,���

�pP�r,���
, �73�

so that the pressure obtained with an expansion limit 2P is
used as a reference. The calculations were performed using
30-digit precision with P�2ka and M = P. This produced
values of � typically on the order of 10−8 except at r=a
where it was on the order of 0.01. At r=a and �=� /2 �i.e.,
the disk rim�, there is a singularity which was avoided by
the use of a small offset. For ka�1, values M = P=2 were
used.

K. Near-field pressure when the distance from the
center of the disk to the observation point is
less than the diaphragm’s radius

1. The near-field pressure as an integral expression

The simplest way to derive an expression for the imme-
diate near-field pressure is to use the King integral. Applying

the expression for Ãm in Eq. �47� to Eq. �8�, the near-field
pressure can be written

p̃�w,z� = p̃0�
m=0

�

�m	m +
3

2

�IFin�m,w,z� − iIInf�m,w,z�� ,

�74�

where

IFin�m,w,z� =
ka

2
�

0

k 	 2

a�

m−�1/2�

Jm+�1/2��a��


 J0�w��
e−iz�k2−�2

�k2 − �2
d� �75�

and

IInf�m,w,z� =
ka

2
�

k

� 	 2

a�

m−�1/2�

Jm+�1/2��a��


 J0�w��
e−z��2−k2

��2 − k2
d� . �76�

2. Solution of the finite integral

Substituting �=k�1− t2 in Eq. �75� in order to simplify
the exponent yields

IFin�m,w,z� = 	 2

ka

m−�3/2�


�
0

1 Jm+�1/2��ka�1 − t2�J0�kw�1 − t2�

�1 − t2��m/2�+�1/4�


e−ikztd� . �77�

The Bessel functions in Eq. �77� can then be expanded using
the following Lommel expansion:20

Jn�ka�1 − t2�
�1 − t2�n/2 = �

m=0

� 	 ka

2

mt2m

m!
Jn+m�ka� , �78�

which leads to
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IFin�m,w,z� = �
p=0

�

�
q=0

� 	 ka

2

p−m+�3/2�


	 kw

2

qJp+m+�1/2��ka�Jq�kw�

p!q!


 �
0

1

e−ikztt2�p+q�d� . �79�

The integral in Eq. �79� can be solved using the identity17

�
0

1

e−ikztt2�p+q�dt =
��2p + 2q + 1,ikz�

�ikz�2�p+q�+1 , �80�

where � is the incomplete gamma function. Inserting Eq.
�80� in Eq. �79� and truncating the summation limits gives
the final solution to Eq. �75� as follows:

IFin�m,w,z� = − �
p=0

P

�
q=0

Q
1

p!q!�ikz�2�p+q�+1	 ka

2

p−m+�3/2�


	 kw

2

q


 Jp+m+�1/2��ka�Jq�kw���2p + 2q

+ 1,ikz� . �81�

This solution converges for all w�0 and z�0, and was used
for the region 0�w2+z2�a2, with a small offset at z=0. On
the axis of symmetry �w=0�, only the zeroth term of the
expansion in q remains and the solution reduces to a single
expansion,

IFin�m,0,z� = − �
p=0

P
1

p!�ikz�2p+1	 ka

2

p−m+�3/2�

Jp+m+�1/2�


�ka���2p + 1,ikz� , �82�

which converges for z�0.

3. Solution of the infinite integral

For the finite integral, it was sufficient to expand both
Bessel functions with the Lommel expansion. In the case of

the infinite integral, this would lead to a solution which only
converges for z�w+a. Therefore, in order to ensure conver-
gence, one of the Bessel functions is to be expanded using
Gegenbauer’s summation theorem17 as follows:

FIG. 8. Babinet’s principle.

FIG. 9. Near-field pressure of a plane wave passing through a hole in an
infinite screen for ka=0.1, 1, and 3.
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Jn�kb�t2 + 1�
�t2 + 1�n/2 = �n�	 2

kbt

n

�
m=0

�

�m + n�Jm+n�kbt�


Jm+n�kb�Cm
n �0� , �83�

where Cm
n is the Gegenbauer17 polynomial given by

Cm
n �0� =

cos�m�/2��n + m/2�
�m/2�!�n�

, �84�

where n is a positive real nonzero integer. Inserting Eq. �84�
in Eq. �83� and noting that, due to the cosine term, all odd
terms of the Gegenbauer polynomial are zero yields

Jn�ka�t2 + 1�
�t2 + 1�n/2 = 	 2

kat

n

�
m=0

�
�− 1�m

m!
�2m + n��m + n�


 J2m+n�ka�J2m+n�kat� . �85�

Substituting �=k�t2+1 in Eq. �76� in order to simplify the
exponent yields

IInf�m,w,z� = 	 2

ka

m−�3/2��

0

� Jm+�1/2��ka�t2 + 1�

�t2 + 1��m/2�+�1/4�


J0�kw�t2 + 1�e−kztdt . �86�

Expanding J0�kw�t2+1� in Eq. �86� with Eq. �78� and
Jm+�1/2��ka��t2+1�� with Eq. �85� yields

IInf�m,w,z� = 	 2

ka

2m−1


�
p=0

�

�
q=0

� 	 kw

2

q �− 1�p+q�2p + m + �1/2��

p!q!


�p + m + �1/2��J2q+m+�1/2��ka�Jq�kw�


 �
0

�

J2q+m+�1/2��kat�e−kztt2q−m−�1/2�dt . �87�

The integral in Eq. �87� can be solved using the following
identity:17

�
0

�

e−kztJ2p+m+�1/2��kat�t2q−m−�1/2�dt

=
�2p + 2q + 1�

�k2z2 + k2a2�q−�m/2�+�1/4� P2q−m−�1/2�
−2p−m−�1/2�	 z

�z2 + a2
 , �88�

so that, after truncating the summation limits, the final solu-
tion is given by

IInf�m,w,z� = 	 2

ka

2m−1

�
p=0

P

�
q=0

Q
�− 1�p+q�2p + m + 1/2�

q!�k2z2 + k2a2�q−�m/2�+�1/4�


 �p + 1�m−�1/2��2p + 2q + 1�	 kw

2

q


 J2p+m+�1/2��ka�Jq�kw�P2q−m−�1/2�
−2p−m−�1/2�


	 z
�z2 + a2
 . �89�

This “paraxial” expression converges for w2�a2+z2 and

was used for the region 0�w2+z2�a2, with a small offset at
z=0. At w→a and z→0 �i.e., the disk rim�, there is a sin-
gularity. On the axis of symmetry �w=0�, only the zeroth
term of the expansion in q remains and the solution reduces
to a single expansion,

IInf�m,0,z� = 	 2

ka

2m−1

�
p=0

P
�− 1�p�2p + m + 1/2�

�k2z2 + k2a2�−�m/2�+�1/4�


�p + 1�m−�1/2��2p + 1� 
 J2p+m+�1/2�


�ka�P−m−�1/2�
−2p−m−�1/2�	 z

�z2 + a2
 , �90�

which converges for z�0. The calculations for Eqs. �74�,
�81�, and �89� were performed using 30-digit precision with
P�2ka, Q�4kw, and M = P. This produced values of �
typically of the order of 10−8. For ka�1, values M = P=2
and Q=4 were used.

FIG. 10. Near-field pressure of a plane wave passing through a hole in an
infinite screen for ka=5 and 10.
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III. BABINET’S PRINCIPLE

Babinet’s principle,21 as developed by Bouwkamp,22

states that the diffraction pattern resulting from the transmis-
sion of a plane wave through a hole in an infinite rigid screen
�i.e., with infinite surface impedance� is equivalent to that
produced by the scattering of the same incident wave by the
complementary resilient disk. Furthermore, the scattered
wave is identical to that produced if the disk itself were
radiating in an infinite baffle, providing the surface pressure
of the disk is equal to the pressure of the incident wave at the
surface of the disk or hole in the absence of any obstacle.
This is illustrated in Fig. 8. For clarity, the diagram portrays
the scattering of a sound wave at some very high frequency
where there is minimal diffraction. However, the principle
applies at all frequencies. The resulting sound field is given
by

p̃�r� = p̃Inc�r� + p̃Scat�r� , �91�

where p̃Inc�r� is the incident sound field in the absence of a

hole or disk given in terms of the velocity potential �̃ by

p̃Inc�z� = �− ik�c�̃�eikz + e−ikz� , bright side of screen

0, dark side of screen

− ik�c�̃eikz, without disk �or screen�
�

�92�

using Eq. �74� for p̃Scat�w ,z� �immediate near field�, or Eq.
�72� for p̃Scat�r ,�� �intermediate near field�, or Eqs. �55�
and �57� for p̃Scat�r ,�� �far field�. Also, it can be stated that

the volume velocity Ũ at the disk due to an incident wave
is given by

Ũ = yarp̃Inc. �93�

The radiation admittance yar is given by Eqs. �50�–�52�.
The results are shown in Figs. 9–11 for various values of
ka. The pressure is plotted against the axisymmetric cy-
lindrical ordinates w and z using

r = �w2 + z2, �94�

� = arctan w/z , �95�

and the parameter Pnorm is given by

Pnorm = � p̃�w,z�
�cũ0

� . �96�

IV. CONCLUSIONS

A set of solutions has been obtained for axisymmetric
sources in infinite baffles which appear to be relatively com-
pact and can be calculated fairly easily without numerical
problems. As an example, the radiation characteristics of a
resilient disk have been calculated. By applying Babinet’s
principle, this solution has also been used to calculate the
pressure field of a plane wave passing through a circular hole
in an infinite screen.

The radiation conductance �a.k.a. transmission coeffi-
cient�, velocity magnitude and phase, and far-field directivity

function of the resilient disk in Figs. 5, 3, 4, and 7 respec-
tively, show good agreement with the calculations of
Spence23,24 and the formulas provided here are intended to
provide a simple alternative calculation method. For in-
stance, Eqs. �44�–�46� and �50�–�52� for the radiation admit-
tance appear to be relatively compact, thus eliminating the
need for complicated spheroidal wave functions.

Although these derivations can be applied to mem-
branes, plates, or shallow shells, to do so here would result in
an overly long text. However, it would be interesting to see
the cylindrical wave functions and pressure field expansions
applied to fluid-structure coupled problems such as loud-
speaker diaphragms, for example.
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A simple ultrasonic feedback circuit is applied to a high-Q elastic body. At sufficient gain, an
ultrasonic howl—or Larsen effect, ensues. It is a pure tone with an extraordinarily narrow spectrum.
Theoretical estimates are constructed that predict linewidths proportional to the ratio between the
spectral power density of the background noise and the intensity of the howl. In these experiments,
this is of the order of nano-Hz and is unmeasurable. By augmenting the absorption and adding noise,
the width is brought into a measurable regime, and the theory’s prediction of a wider line is
confirmed. It is speculated and demonstrated that these narrow lines permit high precision
measurements of tiny changes in structures. © 2006 Acoustical Society of America.
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I. INTRODUCTION, THE LARSEN EFFECT

Unstable acoustic feedback is a familiar phenomenon.
Danish physicist and electrical engineer Soren Absalon
Larsen1 is credited with first analyzing the effect. The usual
audible experience is of a single tone, which appears when
gain is above a critical level, waxes as the amplifier gain is
adjusted above that threshold, and wanes or disappears when
the gain is decreased. The tone varies in frequency as
speaker-microphone distance is adjusted. Much attention has
been focused on controlling and eliminating unstable feed-
back in systems of audio speakers and microphones,2 and
hearing aids, as well as structural control sensors and
actuators.3 There appears to have been little attention paid to
the steady-state squeal �perhaps in part owing to its unpleas-
antness�, or its amplitude and the steadiness of the tone. That
steadiness is certainly affected by variations in ambient con-
ditions and drift of electronics, but it is perhaps unclear what
the limits to steadiness might be after those are controlled.
Larsen himself observed stability to within 0.2% per hour.1

Furduev4 observed a comparable steadiness in an undersea
environment. Here, we introduce an ultrasonic version of the
Larsen effect for a reverberant solid and focus attention on
the spectral width of the resulting single tone. We develop a
theory for that width which predicts a dependence on back-
ground noise and a value, in our experiments, of the order of
nanoHz. By artificially augmenting the noise, we bring the
predicted width into a measurable regime and qualitatively
confirm the theory. Applications are discussed.

II. ULTRASONIC FEEDBACK IN A REVERBERANT
BODY

Consider the ultrasonic system pictured in Fig. 1�a�. A
piezoelectric sensor with useful sensitivity in the range from

100 to 2000 kHz, and a diameter of 3 mm is placed at an
arbitrary position S on an irregular elastic body. We typically
use5,6 aluminum �shear and longitudinal wave speeds 3.1 and
6.15 mm/�s, respectively� of generic ray-chaotic shape and
volume between 50 and 5000 cm3. Relevant wavelengths lie
in the range between 30 and 1.5 mm. The signal from the
sensor at S is amplified by 40 dB, passed �optionally�
through a filter to control the frequency range available,
sampled by a digitizer, passed through an adjustable voltage
divider, and amplified by a further 40 dB before being passed
to a piezoelectric actuator at A that provides the ultrasonic
source. A third transducer monitors the acoustic state of the
elastic block at R. Turning on the amplifiers leads to a time-
domain signal, such as that seen in Figs. 1�b� and 1�c�, in
which a signal �usually single tone� grows until the amplifi-
ers saturate.

We define H̃��� to be the �Fourier transform of the�
response of the transducer at A when an impulse is applied to
the transducer at S in the absence of feedback. Figure 2�a�
shows the spectrum �H̃���� of the passive system. The broad
peaks around 700, 1000, and 1500 kHz are characteristic of
these transducers. The fact that the feedback tone chooses a
frequency near 700 kHz is thus not surprising; this is in one
of the main pass bands of the transducers. Sample steady-
state spectra are shown in Fig. 2�b�. We observe sharp lines
�the frequencies of auto-oscillation� within the broad peaks
of the ordinary passive spectrum. At modest gains, we typi-
cally observe a single line, but on occasion, especially at
larger gain, the feedback shows many isolated frequencies.
The precise position of the line�s� depends on the position of
the actuator and sensor, the strength of gain, the temperature,
and, sometimes hysteretically, the history of these param-
eters. At most levels of gain, there are many unstable fre-
quencies, we nevertheless usually observe only one in the
steady state. We suppose that it is the most rapidly growing

a�Author to whom correspondence should be addressed. Electronic mail:
r-weaver@uiuc.edu
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modes which survive. Linewidths are extraordinarily narrow,
much narrower than would be expected based on the quality
factor, Q �30,000�, of the elastic body at these frequencies.
We monitor the frequency of the auto-oscillation with a five-
digit counter �a 0.1 s integration time at these frequencies�.
Line positions are stable to within our resolution �10 Hz� and
constant over periods of minutes, depending only on tem-
perature.

Figure 2�c� shows a fine scale overlay of the feedback

spectrum and the ordinary passive spectrum �H̃����. On this
scale, the ordinary spectrum reveals features related to the
reverberant cavity. At these frequencies, the modes of the
passive cavity are closely spaced �“overlapped”� and cannot
be resolved, thus the features in �H���� are those of a com-
plex Gaussian process. In nuclear physics, they are called
Ericson fluctuations;7 they are also discussed in acoustics.7 It
may be seen that auto-oscillation tends to occur at a local
maximum of the ordinary spectrum, but not precisely. Also,
the line is not necessarily near the strongest of the peaks.

Figure 2�d� shows a spectrum obtained at high gain. The

many lines �all narrow to within our resolution of 10 Hz� are
perhaps ascribable to nonlinear mixings between at least two
primary lines near 750 and 1500 kHz. At these acoustic am-
plitudes, nonlinearity is confined to the amplifiers and their
saturation; it is not in the wave propagation.

FIG. 1. �Color online� A piezoelectric transducer senses elastic waves at S.
These signals are amplified, optionally filtered, optionally monitored by an
oscilloscope, voltage-divided, and amplified again before being fed to a
piezoelectric actuator at A. A third transducer monitors system response at
R. At sufficient gain we observe �b� an unstable growth of a single frequency
auto-oscillation at about 700 kHz. At slightly higher gain �c� the growth is
faster.

FIG. 2. �Color online� Qualitative behaviors of the feedback. Panel �a�
shows the ordinary passive spectrum of a typical system like that of Fig. 1,
obtained by Fourier analyzing the transient response of the transducer at S to
an impulsive forcing at A. The broad peaks at 700, 1000, and 1500 kHz are
characteristic of the transducers, as are the finer structures with spacings of
the order of 43 kHz �related to a 23 microsecond round trip travel time up
and down the transducer barrel�. The finest structures �on a sub-kHz scale
and not visible here� are due to the elastic block and correspond to a speck-
lelike diffuse reverberant random response in this ray-chaotic body. Panel
�b� shows typical simple feedback spectra consisting of one �dashed� or a
few �solid� sharp lines. Panel �c� shows a fine resolution comparison of the
ordinary spectrum and the corresponding feedback spectrum. It can be seen
that the line �apparent width 10 Hz is artificially dictated by the amount of
time captured� occurs near a local maximum of the ordinary spectrum. Panel
�d� shows the �square root of� the spectrum of the auto oscillation for a case
of high gain, a case with a multitude of lines. The inset shows the spectrum
at finer resolution. These line spacings are dominated, but not exclusively,
by a value of 3.7 kHz, suggesting a near-periodicity of 270 microseconds.
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The theory for the low amplitude linear dynamics of the
structure below saturation may be described by

VS�t� = XS�t� � G�S,A,t� � XA�t� � VA�t� ,

HSA�t� = XS�t� � G�S,A,t� � XA�t� , �1�

VA�t� = g�t� � VS�t� + N�t� ,

where VS�t� is the signal out of the sensor at S, and VA�t� is
the signal into the actuator at A. They differ by the gain g�t�
and the amplifier noise N�t�. The symbol � represents a tem-
poral convolution. XS and XA are transducer transfer func-
tions and G is the elastodynamic Greens function between
points A and S.5,6,8

Neglecting the noise N�t� and seeking V�t� in the form
exp�i�t�, we find that freely decaying or growing oscillations
correspond to the solutions � to

H̃SA��� =� HSA�t�exp�− i�t�dt = X̃S���G̃SA���X̃A���

= 1/g̃��� . �2�

The tilde represents a Fourier transform. At zero gain, Eq.

�2� implies solutions � wherever H̃��� is infinite. These �
have a positive imaginary part, and correspond to freely de-
caying natural oscillations. For great enough gain, the fastest
growing mode is that solution �, which has the most negative
imaginary part.

In Figs. 3, we plot measured �H̃���� and, based on sepa-

rate and awkward measurements of g, �H̃���g̃���−1�. The
plot is for a gain setting g just above the minimum for insta-
bility, and for low frequencies as assured by the use of a
low-pass filter. Modal density is about 1 mode/kHz in this

specimen at 200 kHz; thus, the peaks in �H̃���� correspond to
eigenmodes of the body. When gain is at the threshold,
Im �=0 and the free vibration condition �2� reduces to

H̃���g̃���=1. Figure 3�a� shows �H̃���� itself, and shows the
peak centered at 194.106 kHz that appears to be related to
the line at 194.095 kHz. �At these low frequencies, our fre-

quency resolution is better; it is governed by the 1 s capture
time of our 500,000 word digitizer when capturing at

0.5 MSa/s�. Figure 3�b� shows �H̃���g̃���−1�, which has a
sharp minimum at the frequency of the feedback instability.
This behavior is also observed at high frequency, where
modal overlap is large and the fluctuations in the ordinary
spectrum are not modes but Ericson fluctuations.7

Theory �2� predicts �H̃���g̃���−1� to be zero at the feed-
back line. That it only approaches zero in the plot is perhaps
due to the gain being somewhat greater or less than threshold
�by about 4 dB�, or to an inaccurate measurement of g.
These results are consistent with the simple linear instability
theory, Eq. �2�, but thorough confirmation will require a
more careful control and measurement of g. A nonlinear
model that included saturation would be more complex and
would require a deeper understanding of the amplifiers; it is
not attempted here.

These behaviors are found to occur also in disordered
multiply scattering structures and in lower-Q systems. We
have examined two-dimensional �2D� multiply scattering
diffusing and localizing systems,9 and a simple two-room
system10 that localizes at low frequency, and a block of
Plexiglas; behaviors are similar. These structures have a
higher absorption than do the ballistic aluminum bodies and
correspondingly require higher gain before they auto-
oscillate. In all of these systems, the lines remain more nar-
row than we can resolve.

III. THEORY FOR THE LINEWIDTH

The extremely narrow lines that are observed can be
explained by appealing to an argument similar to that ad-
vanced by Schawlow and Townes11 for the linewidth of a
maser or laser. In this theory, the linewidth is governed by
the strength of the background noise. �For a laser, the effec-
tive noise is related to the strength of the spontaneous emis-
sions.� In our case, and as confirmed in separate measure-
ments, the noise is dominated by the noise from the
amplifier.

When the sensor S of Fig. 1�a� is de-attached from the
acoustic system, the system is then excited at A chiefly by
noise N�t� from the amplifier. The signal received at R is then
given by

VR
noS�t� = XR�t� � GRA�t� � XA�t� � N�t� = HRA � N�t� ,

�3�

where GRA is the �passive medium� Green’s function be-
tween the points A and R. We take the noise to have auto-
correlation

RN��� = 	N�t�N�t + ��
 , �4�

and spectral power density

R̃N��� =� RN���exp�− i���d� . �5�

This leads to an expression for the spectral power density of
the signal at R

FIG. 3. �Color online� The ordinary spectrum �H�, and feedback tone at
194.1 kHz, �a�. The Larsen frequency is close to a maximum of the ordinary
spectrum, i.e., close to an eigenmode of the specimen. The line position is
compared �b� with measured �Hg−1�, showing that the tone occurs near a
zero of Hg−1.
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R̃R
noS��� =� RR

noS���exp�− i���d� = �H̃RA����2R̃N��� ,

�6�

where

RR
noS��� = 	VR

noS�t�VR
noS�t + ��
 �7�

When the sensor is attached to the structure the signal
detected at S is amplified by gain g and passed to the actuator
at A. The signal VA applied to the actuator is then given, not
by N as in Eq. �3�, but self-consistently by

VA
withS�t� = g�t� � HSA�t� � VA

withS�t� + N�t� �8�

In the frequency domain, the solution is

ṼA
withS��� = �1 − g̃���H̃SA����−1Ñ��� . �9�

The signal received at R is then

ṼR
withS��� = H̃RA����1 − g̃���H̃SA����−1Ñ��� �10�

The autocorrelation of VR�t� is

RR
withS��� = 	VR

withS�t�VR
withS�t + ��
 , �11�

and its spectral power density is

R̃R
withS��� =� RR

withS���exp�− i���d�

= �H̃RA����2R̃N���/��1 − g̃���H̃SA�����2. �12�

We now take g to be adjusted so that the system is on the
verge of instability, but still linear. In this case, g���HSA���
is unity at the Larsen frequency �=�*, and varies near there
like gH�1+ ��−�*+ i��T*. We remark that � is the �half
width at half power� width of the feedback line in radians per
unit time, and is tiny; we also remark that �* is not neces-
sarily one of the natural frequencies of the passive body. T*

is an as-yet undetermined quantity with dimensions of time;
it may be complex.

The intensity of the screech is

I = 	VR
withS�t�2
 = RR

withS�� = 0� =
1

2�
� R̃R

withS���d� ,

=
1

2�
�H̃RA��*��2R̃N��*��T*�−2� d�/�� − �* + i��2, �13�

=
1

2
�H̃RA��*��2R̃N��*��T*�−2/� .

Thus the Larsen linewidth is

� = R̃R
noS��*�/2I�T*�2. �14�

It is proportional to the spectral density of noise in the ab-
sence of feedback, inversely proportional to the intensity of
the feedback, and inversely proportional to the square of �T*�.

We may estimate the as yet undetermined quantity T* by
recognizing

T* = �d�g̃���H̃SA����/d���*. �15�

Inasmuch as the frequency dependence in g̃���H̃SA��� is
dominated by that of H �time delays in the amplifier are
modest compared to those in the acoustics�, we may treat g

as approximately constant, and equal to 1/ H̃SA��*�. Thus,

T* = �d�ln H̃SA����/d���*. �16�

This quantity could be determined from laboratory measure-
ments of H. A theoretical estimate may be constructed by
considering the mean acoustic delay12 of a passive signal
between S and A in the absence of feedback,

tdelay � �
0

�

tHSA�t�2dt�
0

�

HSA�t�2dt . �17�

In a reverberant room, where the mean energy H2 is distrib-
uted uniformly in space and decays in time, such as
exp�−�t /Q�,13,5,6 this is the absorption time, tdelay=Q /�. In
an unbounded homogeneous system, it is the propagation
time between sensor and actuator. In terms of the Fourier
transform of H, it is

tdelay = − i�
0

�

H̃SA
* ���� dH̃SA���

d�
�d��

0

�

�H̃SA����2d� ,

�18�

=− i�
0

�

�H̃SA����2� d ln H̃SA���
d�

�d��
0

�

�H̃SA����2d� .

The delay time is a �H�2-weighted frequency average of the
quantity d ln H /d�, whose value at �* is T*. We therefore
make the estimate

T* = itdelay. �19�

In a reverberant body, this simplifies to �T*�2=Q2 /�*2.
The Larsen frequency is presumably a special frequency,

and T* may be poorly approximated by its average. We there-
fore take estimate �19� as tentative.14

The estimate for the Larsen line width in a reverberant
body is then

� = �*2R̃R
noS��*�/2IQ2. �20�

In an unbounded homogeneous system, where c is wave
speed and r is distance between sensor and actuator, the es-
timate is

� = c2R̃R
noS��*�/2Ir2. �21�

The above estimates apply to linewidth at gains just be-
low the nonlinear threshold. For higher gains, the amplifier
will saturate, and we may expect some modification. Inas-
much as the saturation eliminates amplitude fluctuations but
not phase noise, � would be reduced by an additional factor
of �1/2�.15 The laser literature also commonly introduces an
additional, “Petermann”15 factor related to complexity of the
normal modes and the different source of noise in a laser.

Prediction �20� is extraordinary. Consider systems like

those we observe in the lab, with noise spectral density R̃R
noS

of the order of 10−5 V2 per 2� Mrad/s, or 1.6�10−11 V2 s.
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This level corresponds to a noise spectrum distributed uni-
formly over a MHz with a root-mean-square �rms� amplitude
of 3.2 mV. We take the intensity of feedback to be 5 V2, at a
frequency of the order of MHz, and in a body with a Q of
32,000. The theory then predicts a linewidth � /2�
=0.01 �Hz. That is three cycles per century. This may
be compared with a natural mode width � /2�Q
�31 cycles per second.

Predictions are less striking in an open system, or a sys-
tem such as a large room that may be dominated by direct
propagation, or a system with lower Q, but linewidth can
nonetheless be far less than one might have guessed.

IV. LABORATORY MEASUREMENTS OF LINEWIDTH

We attempt to confirm this picture by lowering the qual-
ity factor Q and adding enough noise to significantly widen
the Larsen line. A fourth transducer is driven by a narrow
band noisy signal, centered on a frequency we set close to
that of the feedback, see Fig. 4. This does not precisely cor-
respond to the above theory where the noise entered at A, but
it will suffice for qualitative comparison with theory. A steel
bar with tape attached to many of its surfaces is used instead
of the polished aluminum block of Sec. II, thus assuring a
lower Q. Q was measured to be 500.

FIG. 5. �a� The noise spectrum obtained when the feedback is turned off. The line at 532 kHz is due to the continuous-wave source; it has leaked through the
multiplier and is not part of the noise. The null at 540 kHz is due to a near zero of the transfer function HNR���; the feedback circuit itself does not see the
null. �b� The Larsen spectrum in the low-Q steel sample in absence of noise �dashed curve�. has a finer width than can be resolved with the 200 ms signal
capture length. In the presence of weak noise at the level illustrated in �a� the full-width-at-half-power Larsen linewidth is about 20 Hz �solid curve�. �c� A
higher noise level than that of �b� shows a further increase in Larsen line width. Full width at half power is now about 50 Hz. �d� At the highest noise level
examined, the Larsen tone has a width of about 200 Hz. Formula �20� predicts, if we apply it even though it erroneously presumes the noise is from the
amplifier, a width � /2�=1 kHz.

FIG. 4. �Color online� The ultrasonic feedback circuit
of Fig. 1�a� is modified by adding narrow-band noise at
a fourth transducer N.
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Figure 5 shows the rms Larsen and noise spectra ob-
tained at R for various levels of applied noise. Each spectrum
was obtained by collecting a hundred 200 ms waveforms,
Fourier transforming, squaring, averaging, and taking the
square root. Figure 5�a� shows the noise process at R ob-
tained by mixing a 532 kHz continuous wave form with
audio-frequency noise, introducing the result at N, and dis-
connecting the feedback circuit. Figure 5�b� shows the spec-
trum of the signal at R with feedback, with and without the
low noise level illustrated in Fig. 5�a�. Figures 5�c� and 5�d�
show the Larsen spectra with and without higher levels of
noise. As predicted by theory, the spectrum of the feedback
now has a finite measurable width. As predicted, the Larsen
tone widens as the noise is increased.

Detailed quantitative investigation of prediction �20� is
deemed outside the scope of the present work. Such an effort
would require attention to uncertainties in the factor �T*�, and
modification of the experiment so as to introduce the noise at
A rather than N. Nevertheless, after ignoring these caveats,
we observe �Fig. 5�d�� that formula �20� is correct within a
factor of 5.

V. APPLICATIONS

In an attempt to illustrate a potential application for this
kind of measurement, we investigate the sensitivity of the
Larsen tone to minor changes in the structure. Furduev4 has
made a similar suggestion for monitoring changes in the
ocean. The Cramer-Rao bounds16 �see Appendix�, for the ac-
curacy with which frequency may be determined, lie well
below the nominal spectral precision 	f =1/T obtainable
with a record length T. It should therefore be possible to
discern frequency with much more accuracy than 1/T. In
order to determine changes in line position with high preci-
sion, we propose measuring that frequency, not by means of
the peak in the spectrum, but rather by a nonlinear least-
squares fit to a model of a single sinusoid plus noise. Our
numerical simulations have shown that the frequency of a
single sinusoid may be determined with high accuracy by
this method. The approach here may be contrasted with that
of Furduev’s “regenerative monitoring,” or with phase
locked loops,17 coda wave interferometry,23,24,18 diffusing
wave spectroscopy,25 or ultrasonic sing around,26 all useful
for monitoring tiny changes in structures with high precision.

Figure 6 shows Larsen frequencies as determined by
nonlinear least squares from a succession of 100 records over
a period of 4 min. Each record had 200 ms length, and was

captured at 2.5 MSa/s. The system of Fig. 1�a� consisting of
cables, transducers, and aluminum block was placed under a
Plexiglas dome to minimize air currents and corresponding
temperature fluctuations. In a period of 4 min, the frequency
dropped smoothly �Fig. 6�a�� from 537.20895 kHz to
537.20765 kHz. This slow change is ascribed to a slow in-
crease in temperature.18 The residual of its fit to a quadratic
function of time suggests, Fig. 6�b�, that our measurement
has a limiting precision of about 1 mHz, but is also corrupted
by some short term �and as yet not understood� irregular
fluctuations of order 5 mHz.

In Fig. 7, we show similar data taken before during and
after addition of a small drop �0.02 gm� of water to the
2.0 kg aluminum block. The water drop at t=44 s is evident
in the Larsen frequency, which changes there by a bit less
than a part in 105. Changes attributable to slow temperature
variations are observed here also. After regressing out those
trends, we observe short-term fluctuations of the order of
50 mHz, barely discernable in the plot but far greater than

FIG. 6. Chi-square-determined frequencies �isolated symbols� fit well to a
quadratic function of time �solid curve�. Over 235 s, the frequency changes
by 1.27 Hz, corresponding to 0.000248%, and a 0.0088 °C increase in
temperature.18 �b� Difference between the frequency as determined by chi-
square minimization and its trend as seen in �a�. Residuals are of order
5 mHz; fluctuations are of order 1 mHz. The Cramer-Rao bound of 20 �Hz
is not achieved.

FIG. 7. Larsen frequency as determined by chi-square
minimization before during and after a 20 mg drop of
water is added to the aluminum block. The adding of
the water drop is evident. Short-term trends, beyond
those attributable to slow temperature changes and the
water drop, are of the order of 50 mHz and barely dis-
tinguishable in this plot. The Larsen frequency returns
to the vicinity of 535.866 kHz after the water drop is
removed.
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those seen in Fig. 6�b�. The greater fluctuations here are not
understood, but are possibly due to our abandonment of the
Plexiglas dome in order to be free to add the water drop.
Additional studies �not shown� confirm the hypothesis that
the dome reduces the fluctuations. Remaining fluctuations
are uncorrelated and of the order of mHz. Removal of the
dome generates short-term fluctuations of 10’s of mHz
��10−4 °C� over periods of tens of seconds Their origin is
not known, but is possibly due to random air currents.

We conclude that Larsen frequencies can be monitored
with high precision, and that changes may be associated with
changes in acoustic properties. There is substantial interest
in ascertaining the elastic properties of modern materials,
for example, thin films,19 or high-temperature super-
conductors.20 Resonant ultrasound spectroscopy19,20 is pro-
posed for that purpose, as are other ultrasonic probes.21 Simi-
larly, we note wide interest in structural health monitoring by
measurement of natural frequencies22 or long dwell time dif-
fuse wave fields,23 and correlation of changes with damage.
It may be that this kind of ultrasonic circuit would be a
useful complement to ultrasonic nondestructive evaluation,
or if scaled down in frequency to structural health monitor-
ing.

VI. SUMMARY

A laboratory ultrasonic version of unstable acoustic
feedback familiar from audio acoustics has been shown to
exhibit extraordinary stable narrow tones. A theory for that
linewidth suggests that it is chiefly governed by the quality
factor of the ultrasonic body and the noise in the circuit; we
calculate our tone’s width to be of the order of nanoHz. By
augmenting the noise and lowering the Q, we increase the
width and qualitatively confirm the predictions of the theory.
We measure line positions to a precision of the order of a few
mHz �a part in 108�, and demonstrate that they may be used
to monitor tiny changes in a structure. It is intriguing to
speculate on the ultimate limits with which small changes
might be detectable using a dedicated system consisting of a
well-stabilized acoustic environment and low noise stable
electronics.
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APPENDIX, CRAMER-RAO BOUNDS

The limiting precision with which a Larsen frequency
could be determined is given by a Cramer-Rao �CR� bound.
CR bounds are given in terms of the Fisher information ma-
trix:

Fij =
1


2 �
n=1

N
�sn

�pi

�sn

�pj
, �A1�

which is written in terms of the dependence of the model
sn�pi� for the nth datum on the parameters p to be esti-
mated. In our case, sn=A cos �tn+B sin �tn and there are
three parameters A, B, and � to be estimated. Here, 
2 is
the variance of the �assumed uncorrelated Gaussian ran-
dom� noise that corrupts the measurement of the nth da-
tum. The CR bound, 	pj, on the precision with which a
parameter pj may be estimated, is given in terms of its
variance

�	pj�2 = var pj = �F−1� j j . �A2�

In our case, this becomes

var � = 12
2/NIT2, �A3�

where N is the number of data points in the uniformly spaced
record, T is its length, and I= �1/2��A2+B2� is the signal
intensity; 
2 / I is therefore a signal-to-noise ratio. The as-
sumed uncorrelated Gaussian noise statistics correspond to a
white-noise spectral power density Rnoise���=
2T /N. This
allows comparison to the Larsen tone’s intrinsic width �
of Eq. �20�:

	� = �var ��1/2 = �6�/T�1/2�Q/�T� . �A4�

We conclude that the CR bound for measurement of a
Larsen frequency is the product of two quantities. One is the
geometric mean of its intrinsic width � and a quantity 6 /T
comparable to nominal spectral precision 2� /T. The other is
Q /�T �typically between 10−3 and 10−1 in our measure-
ments� equal to the ratio of the decay time Q /� and the
Larsen signal capture length T. Typical values for 	� /2� in
the aluminum samples are of the order of 20 �Hz. Thus, an
estimate of the Larsen frequency will be much less precise
than its intrinsic width �, but much more precise than the
nominal spectral precision 2� /T.

Achieving the CR bound in practice is unlikely, as the
assumption of uncorrelated Gaussian noise is not necessarily
met. It is also not clear that our clock has sufficient precision.
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Predicting long-range sound propagation over a nonurban site with complex propagation media
requires the knowledge of micrometeorological fields in the lower part of the atmospheric boundary
layer, and more precisely its characteristics varying in both space and time with respect to local
�“small-scale”� and average �“long-term”� conditions, respectively. Thus in this study, a mean-wind
wide-angle parabolic equation �MW-WAPE� code is coupled with a dedicated micrometeorological
code �SUBMESO� which simulates wind and temperature fields over moderately complex terrain
with high resolution. Its output data are used as input data for the MW-WAPE code, which can also
deal with different boundary conditions, such as the introduction of impedance jumps, thin screens
or complex topography. Both codes are presented in the present paper. Comparisons between
numerical predictions, and experimental data are also presented and discussed. Finally, we present
an example of such a coupling method �MW-WAPE/SUBMESO� for the estimation of sound
pressure levels at almost any site �“local scale”�, for mean propagation conditions representative of
long-term atmospheric conditions. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2204455�

PACS number�s�: 43.28.Js, 43.50.Vt, 43.28.En, 43.28.Gq �DKW� Pages: 110–119

I. INTRODUCTION

In the framework of road traffic noise characterization
and particularly for engineering applications �impact stud-
ies�, there is a need for reliable sound pressure level �SPL�
predictions for specific source-receiver configuration and
propagation conditions, which must be representative of time
�“long term”� and space �“small scale” and site effects� char-
acteristics of the acoustic situation. This is carried out in the
present study, using a coupling approach with reference
models for both acoustic and micrometeorological calcula-
tions. This paper focuses on this coupling method, which can
give us access to SPL fluctuations due to both time and space
variations of input data. Our micrometeorological code can
use large-scale input data which can be chosen as represen-
tative of long-term �several years average� meteorological
data, leading to small-scale �or “local-scale”� output data,
representative of long-term micrometeorological conditions
at a considered site. At last, those data are used as input data
for the acoustic model, leading to SPL predictions for small-
scale and long-term representative propagation conditions.

Predicting long-range sound propagation over a nonur-
ban site implies taking into account the mixed influence of

ground characteristics �topography, obstacles, impedance,
etc.� and atmospheric conditions �refraction and turbulence�.
These phenomena have been separately studied in the
literature.1 In recent years, several authors have developed
numerical simulations of sound propagation in the atmo-
sphere taking into account atmospheric models. To model
sound propagation in the atmospheric boundary layer, the
basic idea recently introduced is to use a mesoscale atmo-
spheric model to simulate local wind and temperature pro-
files in an area above a terrain having a complex topography.
This atmospheric model is coupled with an appropriate
model for sound propagation. A first approach has been con-
sidered by Heimann and Gross2 to simulate the temporal
behavior of the sound pressure level across a narrow valley.
In their work, a numerical sound particle model based on
ray-tracing technique is coupled with a meteorological me-
soscale model. Hole and Hauge3 successfully applied the
coupling method to describe the influence on sound propa-
gation on a local scale of a morning air temperature inver-
sion above a complex terrain. In their numerical simulations,
the authors used a mesoscale atmospheric model �MM5� to
provide input data for their acoustical predicting model
based on a fast field program. In this model, the local sound
speed in each vertical layer is calculated as the sum of the
adiabatic sound speed and the wind component in the direc-
tion of the acoustic wave propagation. Recently, a different

a�Author to whom correspondence should be addressed; electronic mail:
benoit.gauvreau@lcpc.fr
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approach has been considered to improve the modeling of
sound propagation in an inhomogeneous moving atmo-
sphere. These new numerical simulations are based on time-
domain calculations performed with linearized equations of
fluid dynamics.4–6 The interest in these finite-difference
time-domain techniques is their ability to deal with compli-
cated phenomena in outdoor sound propagation, such as scat-
tering by turbulence, three-dimensional �3D� effects by
buildings, and topography. However, a high computational
effort is necessary to run these solvers, and this approach is
not yet appropriate to deal with long-range sound propaga-
tion problems.

The numerical predictions from our parabolic equation
�PE� code have been previously quantitatively compared to
numerical, analytical, and experimental results already pub-
lished for gradually more complex situations: homogeneous,
heterogeneous, and/or screened ground,7,8 homogeneous,
stratified, and/or turbulent atmosphere.9,10 Concerning un-
even ground, the model has been validated through a com-
parison with results obtained from a method using conformal
mapping.11,12 Comparative results show very good agree-
ment for frequencies from 100 Hz to 5000 Hz.13–15 Before
presenting new computing results from our mean-wind wide-
angle PE �MW-WAPE� code, this acoustic code is briefly
presented in Sec. II. Numerical simulations have been devel-
oped using the paraxial approximation of the wave equation
in bidimensional configurations with a split-step Padé march-
ing algorithm. Afterward, PE predictions are compared to
outdoor measurements especially carried out at the Labora-
toire Central des Ponts et Chaussées �LCPC� experimental
site �Sec. III�. Comparative results for different geometrical
configurations and atmospheric conditions are presented and
discussed. Some improvements are obtained using the
MW-WAPE instead of the classical PE �WAPE� regarding
the convection effect of the wind on SPL.

Since wind and temperature profiles are required as in-
put data for the acoustic code, they can be either experimen-
tally determined or numerically synthesized by a microme-
teorological model suited to the study of atmospheric flows
at submesoscales and is called SUBMESO. This atmospheric
model is presented in Sec. II B. It is a 3D nonhydrostatic
compressible model derived from the advanced regional pre-
diction system �ARPS� model.16 The predictions are per-
formed using large-eddy simulation �LES�, which gives ac-
cess to all 3D wind components as well as air temperature at
each point of the mesh �50 m�50 m� for different heights.
Comparisons between SUBMESO predictions and microme-
teorological data from the LCPC experimental site are shown
and discussed in the next section. Finally, output data from
SUBMESO is used as input data for PE predictions, leading
to a coupling method �MW-WAPE/SUBMESO� to estimate
the long-term SPL at a fixed site. An example of such a
coupling approach is presented and discussed in Sec. IV.

II. THEORETICAL BACKGROUND

The principle of our coupling approach is to use refer-
ence models �i.e., reliable and validated models� for acoustic
and micrometeorological calculations, in order to have ac-

cess to reliable SPL predictions for a given situation in space
�local scale� and time �long term�. Thus, synthetic tempera-
ture and wind fields from SUBMESO are used as input data
for PE calculations. In this section, we briefly present the
MW-WAPE and SUBMESO codes, respectively.

A. Parabolic equation

The PE-based methods seem to be appropriate to solve
the problem of acoustic propagation above a mixed ground
with topographical irregularities in a refractive and turbulent
atmosphere �see Sec. I�. For numerical simulations of out-
door sound propagation, PEs have been derived using the
approximation of the effective sound speed to take into ac-
count the convection effect of the wind. In this conventional
approach, the real moving atmosphere is replaced by hypo-
thetical motionless medium with the effective sound speed
ceff=c+vx, where vx is the wind velocity component along
the direction of sound propagation between the source and
receiver, and c is the adiabatic sound speed. This approach is
convenient because both the source and receiver are close to
the ground and the preferred direction of sound is nearly
horizontal. However, in many problems of atmospheric
acoustics, refracted sound waves propagate in directions
which may significantly differ from the direction of
propagation.17–19 We use a specific PE developed by
Ostashev et al.20 and Dallois et al.21 which does maintain the
vector properties of the velocity medium. We consider bidi-
mensional �x ,z� propagation of a monochromatic acoustic
wave in a homogeneous and moving medium. If the length
scale of the medium L is much greater than the acoustic
length scale, ��L, an exact wave equation for this situation
in the frequency domain is given by Ostashev et al.:20

�� + k2�1 + �� − �1 + �
2ik

c
v � +

vxvz

c2

�2

�x�z
�p�r� = 0, �1�

where p is the acoustic pressure, k=� /c, c is the sound
speed, �=2�f , f is the frequency, �= �c0 /c�r��2−1 is the
variation of the standard refraction index, c0 is a reference
sound speed, x and z are, respectively, the horizontal and
vertical directions, and v stands for the velocity of the me-
dium. When v=0, Eq. �1� is reduced to the Helmholtz equa-
tion:

�� + k0
2�1 + ���p�r� = 0. �2�

The additional terms in Eq. �1�, compared to Eq. �2�, contain
the effects of the moving medium. Ostashev et al.20 and
Dallois et al.21 reduced Eq. �1� to WAPE. The first step is to
write the two-dimensional equation for forward propagation:

� �

�x
− ik�Q�p�r� = 0. �3�

From here, the pseudo-operator �Q is simplified using a
Padé approximation to yield:

�Q =
1 + pL

1 + qL
, �4�

where L=Q−1, p=3/4, and q=1/4. Considering the enve-
lope of the pressure field defined as ��r�= p�r�exp�−ikx�, the
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parabolic equation transforms to the MW-WAPE:

�1 + qF1 − ipkM1 − qk2M1
2�

��

�x
= ik��p − q�F1

+ ik�p − q�M1 − ikM1F1 + qk2M1
2�� , �5�

where

F1 =
1

c2 − vx
2�c0

2 + 2ic0
vz

k

�

�z
+

c2 − vz
2

k2

�2

�z2� − 1,

and

M1 =
2vx

k�c2 − vx
2�
�ic0 −

vz

k

�

�z
� .

If all velocities in Eq. �5� are set to zero, this equation is
reduced to the classical Padé �1.1� WAPE derived from the
Helmholtz equation �Eq. �2��:

�I + qL�
���r�

�x
= ik0��p − q�L���r� , �6�

where

L = 	eff +
1

k

�2

�z2 , �7�

with

	eff = neff
2 − 1 = c0

2/ceff
2 − 1. �8�

Equations �3� and �5� are discretized on a uniform mesh
�i�x , j�z� using a standard finite difference method. Vertical
�z− � derivatives are evaluated by centered difference ap-
proximations, and Crank-Nicholson scheme is implemented
as a marching algorithm which takes the following form:

A��x + �x,z� = B��x,z� , �9�

where A and B are pentadiagonal �MW-WAPE� or trigonal
�WAPE� matrices. In our computations, the ground is mod-
eled as a locally reacting surface with finite complex imped-
ances calculated using the one parameter approximation
from Delany and Bazley.22 �see Sec. IV�. Reflections at the
top of the numerical grid are controlled by introducing a thin
artificial absorption layer in the upper part of the computa-
tion domain.

The uneven ground is treated as a succession of flat
domains.11–15 After each flat domain, the coordinate system
�x ,z� is rotated so that the x-axis remains parallel to the
ground �Fig. 1�. The calculation above each domain needs an
initial solution. The values of the initial solution for the do-
main n+1 are obtained from the interpolated values of the
pressure field of the domain n, except for the first domain

where the source is initialized by a Gaussian starter which
has an adjustable width and takes into account the image
source weighed by a complex reflection coefficient.

There are several ways of modeling the vertical wind
and temperature, profiles near the ground: Linear, logarith-
mic, multilinear, linear logarithmic, hybrid, etc. As first-order
approximations, temperature and wind profiles are set con-
stant with distance �nonrange dependent� on each flat do-
main. Likewise, the profiles, are slightly rotated with each
corresponding domain, since the angles between the rotated
systems of coordinates are very small �inferior to 5°�. More-
over, following Panofsky and Dutton23 and Gilbert and
White,24 vertical temperature and wind profiles are assumed
to be logarithmically shaped and expressed, respectively, as:

T�z� = T�z0 + d� + aTln� z − d

z0
	 �K� ,

�10�

v�z� = avln� z − d

z0
	 �m/s� ,

where d is the displacement length, z0 is the roughness pa-
rameter, and aT and av are refraction parameters related to
temperature and wind, respectively. The effective sound
speed ceff used in the classical Padé �1,1� PE �Eq. �6�� is
defined from wind and temperature fields as:

ceff�z� = c0�1 +
T�z�

273.15
+ v�z�cos�
� �m/s� , �11�

and next:

ceff�z� 
 c0�1 +
1

2

T0

273.15
	 + �1

2

c0

273.15
aT + cos�
�av	

�ln� z − d

z0
	 �m/s� , �12�

where T0�K� is a reference temperature �e.g., T0=293.15 K�,
c0 �m/s� is a reference sound speed for the same tempera-
ture �e.g., c0
344 m/s for T0=293.15 K�, and 
 is the
angle between wind direction and the direction of sound
propagation. We can define an effective refraction param-
eter aeff as follows:

aeff =
1

2

c0

273.15
aT + cos�
�av �m/s� . �13�

This effective refraction parameter is used with WAPE
while temperature and wind refraction parameters are used
with MW-WAPE. In this paper, atmospheric turbulence is
not considered. However, MW-WAPE can deal: with isotro-
pic and homogeneous turbulence �only due to temperature
fluctuations�, where the random temperature field is modeled
by a set of realizations �typically 50 realizations� which are
generated by a superposition of discrete random Fourier
modes.25

B. Atmospheric model

Our MW-WAPE code needs accurate propagation con-
ditions as input data for calculations. Vertical sound speed

FIG. 1. Definition of the computational domains.
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profiles are determined from wind and temperature profiles
through Eq. �10� after data postprocessing. Those profiles
can be also numerically synthesized by a micrometeorologi-
cal model. This is carried out in the following section using
an atmospheric code, called SUBMESO, whose theory is
presented below. Next, the code is validated through com-
parison with experimental data from LCPC monitoring site
located at Saint-Berthevin �France�.

In this study, all the simulations are performed with the
SUBMESO atmospheric model, which is derived from the
ARPS.16 It is a nonhydrostatic compressible model suited to
the study of atmospheric flows at submesoscales. The equa-
tions are written in the so-called Gal-Chen, or terrain-
following coordinate system. An option for the stretching of
the mesh in the vertical z direction is available, while the
grid needs to be regularly spaced in the horizontal x and y
directions. The equations are discretized on the staggered
grid of a Cartesian computational domain and are then trans-
formed in the physical domain by means of the Jacobian
method. Second-order accurate finite difference schemes are
used to evaluate the derivatives. The solution is advanced in
time using a time-splitting method26 where all the terms in
governing equations are computed explicitly. The simula-
tions are performed using the LES method, which gives ac-
cess to instantaneous fields. The flow is initialized using ana-
lytical profiles built with a meteorological preprocessor, the
parameters of which are deduced from measurements:
Roughness length, velocity friction, surface heat fluxes, etc.
From these profiles, one can deduce the corresponding val-
ues of large-scale wind �at the highest level� that are constant
during the simulation in the Rayleigh damping layer. The
periodic computation on the flat coarse grid provides time-
dependent turbulent inflow at the boundaries of the uneven
nested grids. The subgrid fluxes are evaluated according to
the Smagorinsky’s model27 modified by Lilly.28

The accuracy of the solution obtained by resolving the
discrete Navier-Stokes equations depends directly on the
mesh size. Because of the numerous time and space scales
involved in the evolution of atmospheric flows, local refine-
ment techniques are of great interest for meteorological
simulations. The refinement technique used in this study is
the nesting method in the horizontal direction, which consists
in superposing fine grids covering small areas on a coarse
grid covering the whole domain. The nesting procedure is
managed as externally as possible—that is without modify-
ing the core of the code—by means of the technical module
adaptative grid refinement in FORTRAN �AGRIF� which was
coupled to the atmospheric model.29,30 Although the AGRIF
module is designed to manage adaptive nesting, only fixed
nested grids, are used in this study to achieve high resolution
in the vicinity of particular sites. Particular care was given to
the formulation of the nested grid boundary conditions,
which should avoid spurious noise at the interface. Here,
boundary points where the flow is entering—“inflow”
boundary—are distinguished from boundary points where
the flow is exiting—“outflow” boundary. At inflow bound-
aries, information should naturally arrive from outside, that
is, from the coarse grid: The boundary values are specified
through a Dirichlet-type condition. At outflow boundaries,

the flow is mostly determined from the inner part of the fine
grid and should be able to pass freely across the interface
without boundary reflection. The method retained for outflow
boundaries is the “radiative-nesting condition” applied to the
velocity components and to the temperature while a Dirichlet
condition is used for pressure.31–33

III. QUANTITATIVE RESULTS FROM MW-WAPE
PREDICTIONS

A dedicated experimental campaign has been carried out
at the LCPC monitoring site near Saint-Berthevin, whose
protocol is briefly presented below. New results from com-
parison with MW-WAPE predictions are next discussed, fo-
cusing on the influence of the following parameters: Wind
speed and direction, slope of the terrain, and receiver height.

A. Experimental setup

This specific campaign has been carried out on the most
complex part of the LCPC experimental site: Uneven ground
and very heterogeneous ground impedance.13 For the calcu-
lations, the ground is modeled as a succession of three flat
domains �Fig. 2�: The first is 25 m long and has a slope of
10.21°, the second is 50 m long and has a slope of 17.42°,
and the third is 25 m long and has a slope of 8.61°. The
relative angle between the first and the second domain is �
=7.2° and �=8.8° between the second and the third domain.
Acoustic data have been collected using an impulsive and
omnidirectional sound source �gun shots� and five micro-
phones spatially distributed between 25 and 100 m from the
source �M1 to M5 in Fig. 2�. The reference microphone was
located 10 m from the source �Mref�.

The ground impedance Z has been experimentally deter-
mined at several points through a “best-fit” calculation using
the one-parameter formula from Delany and Bazley:22

Z = �0c0�1 + 0.0571��0f


	−0.754

+ i0.087��0f


	−0.732	 ,

�14�

where c0 is the reference sound speed, �0 is the air density,
and  is the airflow resistivity. The parameter  is experi-
mentally determined using a method developed by Bérengier
et al.34 The results of the fitting procedures for downslope
propagation are �see Fig. 2�: =600 kPa s m−2 around the

FIG. 2. Schematic illustration of the experimental setup at LCPC experi-
mental site.
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source, =90 kPa s m−2 around M1, =160 kPa s m−2

around M2, and =200 kPa s m−2 around M4.
In order to evaluate the micrometeorological conditions,

we used an equipped tower located on the slope but far
enough from the measurement line not to disturb acoustic
propagation. The tower is equipped with ventilated air ther-
mometers; �Young 41342VC� and accurate wind direction
and wind speed sensors �Young 05305AQ�, using a Young
26700 station, the accuracy is about 0.1 K, 2°, and 0.1 m/s
respectively. The sampling rates of the temperature and wind
measurements are too low as to derive turbulence param-
eters. These sensors are located at three different heights: 1,
3, and 10 m. Temperature and wind profiles are modeled
following Eq. �10�, where aT and av are deduced from mi-
crometeorological measurements �10 min average�. For each
acoustical measurement, the signal has been averaged over
ten gun shots, which is a sufficient number to determine a
reliable average value for acoustical measurements.35 Results
are given in terms of relative SPL coming from the differ-
ence between the spectrum at microphone M1, M2, M3, M4,
or M5 and the spectrum at the reference microphone Mref.
Tables I and II, respectively, summarize micrometeorological
and geometrical parameters deduced from data postprocess-
ing, and used as input data for PE calculations.

B. Comparison between experimental results and
numerical predictions

Figure 3 shows results from Measurement No. 7 per-
formed for downslope propagation and for hs=hM =href=2m
�see Table II�. The corresponding micrometeorological pa-
rameters are summarized in Table I. The wind is moderately
strong and almost directed in the source-receiver direction,
which leads to a downward refracting atmosphere. There-
fore, Fig. 3 allows us to compare acoustic results, either ex-

perimental �solid line� or calculated with the standard PE
�WAPE – dotted line� and with the new PE �MW-WAPE –
dashed line�.

Numerical predictions are in very good agreement with
experimental data, especially those given by the new PE
�MW-WAPE�, which gives a best localization of interference
fringes for highest frequencies. This difference increases
with the distance of propagation. In terms of geometric
acoustics, this means that the receiver can be reached follow-
ing two different paths: A direct and a reflected ray. The
sound speed �c+v cos 
� varies on each ray with 
, and the
use of the effective sound speed �c+vx� introduces a cumu-
lative phase error in standard parabolic equation. This error
increases with receiver height, distance of propagation, and
wind speed.

Additional calculations for different geometrical con-
figurations, slopes, and atmospheric conditions have con-
firmed that there is no significant difference between the re-
sults from WAPE and MW-WAPE when the wind is very
low. On the contrary, as far as the wind is moderately strong,
cross-wind effects are always better taken into account using
new MW-WAPE instead of standard WAPE. From now on,
the numerical results further presented in this paper will be
issued from the MW-WAPE code. Above 2000 Hz, wave-
length and ground roughness are of the same order. This

TABLE I. Micrometeorological parameters deduced from experimental
data: 
 is the angle between wind direction and the direction of sound
propagation, aT and av are refraction parameters related to temperature and
wind respectively, and aeff is the effective refraction parameter �see Sec.
II A�.

Measurement av�m/s� 
�°� aT�K� aeff �m/s�

4 0.30 60 0.20 0.27
7 0.65 20 0.20 0.73
9 0.30 70 0.30 0.28
11 0.00 ¯ −0.30 −0.18

TABLE II. Geometrical parameters of experimental setup and numerical
predictions: Source height hs, reference receiver height href, and microphone
height hM �see Sec. III A�.

Measurement
No. Slope hs�m� href�m� hM�m�

4 Down 2 2 2
7 Down 2 2 2
9 Down 2 0.6 0.6
11 Up 2 2 2

FIG. 3. Measurement No. 7. Relative SPL as a function of frequency: Com-
parison between experimental results �solid line� and PE predictions �WAPE
in dotted line and MW-WAPE in dashed line�. �a� M1 �25 m� and �b� M4
�75 m�.
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leads to an additional diffraction which is not modeled by the
acoustic code. That is the reason why comparative results
above 2000 Hz are not presented. Regarding acoustic propa-
gation for upslope cases, Fig. 4 shows results, from Measure-
ment No. 11 �hs=href=hM=2m, see Table II�. The propaga-
tion conditions are slightly upward refracting �see Table I�.

Numerical results show very good agreement with the
experimental results at frequencies below 1000 Hz. Above
1000 Hz, numerical predictions are not as close to the ex-
perimental data. These discrepancies come from different
causes. First, particular attention has to be paid to the nu-
merical models sensibility, with respect to the spatial loca-
tion of source and receivers �hs, href, and hM, see Sec. III A�,
which can generate large uncertainties in MW-WAPE predic-
tions when a lack of precision occurs in the in situ measure-
ment of those geometrical input data. Second, the experi-
mental terrain is more irregular on the bottom than on the top
of the site. Thus, it is possible that discrepancies between
numerical and experimental approaches result from 3D ef-
fects. Third, the Delany and Bazley’s approach �Eq. �14��
gives good approximations, but remains limited. A more
complex model of the ground, such as Attenborough’s,36

should improve our PE predictions. This model includes,
more physical factors: Air flow resistivity , porosity �,
grain shape factor n�, and pore shape factor ratio sf. Never-
theless, its implementation remains difficult because these

four factors �, �, n�, and sf� cannot be easily characterized
by in situ measurements. Last, but not least, the differences
between experimental and numerical SPL for the highest fre-
quencies �above 1000 Hz� can also be explained by the ef-
fects of atmospheric turbulence,37–41 which have not been
taken into account in those MW-WAPE calculations for cen-
tral processing unit time reasons.

IV. PRACTICAL EXAMPLES OF MW-WAPE/SUBMESO
COUPLING

This section shows how SUBMESO gives us access to
synthetic local �site-scale� wind and temperature vertical pro-
files from global ones �regional scale�, which can be chosen
next as representative values of “long-term” �e.g., a 30 years
average� atmospheric conditions. Those last conditions are
given by national meteorological stations �Météo-France, for
instance�, which record hourly data over dozens of years.
Thus, SUBMESO can provide wind and temperature profiles
for the characterization of a specific situation both in space
�local scale� and time �long term�. Then, output data from
SUBMESO can be used as micrometerological input data for
PE calculations between the source and receiver. Therefore,
our MW-WAPE/SUBMESO coupling method can provide
SPL representative of local and long-term atmospheric con-
ditions between the source and receiver. This procedure is
briefly presented below, before showing some calculations
from the coupled MW-WAPE/SUBMESO code.

LES of the atmospheric flow above the LCPC experi-
mental site located at Saint-Berthevin have been performed
to assess the terrain-induced modifications of the mean flow
and turbulence characteristics over hilly surfaces. This study
is part of a research plan directed by the LCPC for control-
ling long-range noise pollution in the surroundings of motor-
ways.

The studied area is centered on the permanent source of
noise pollution, which is a motorway viaduct crossing the
valley of the river Vicoin. This valley, which has an approxi-
mately average depth of 35 m and an average width of
200 m, crosses the domain from north-west to south-east. A
tributary stream coming from the north in a smaller valley
joins the river Vicoin near the center of the site. The smooth
topography of the 16 km2 area is displayed in Fig. 5, based

FIG. 4. Measurement No. 11. Relative SPL as a function of frequency:
Comparison between experimental results �solid line� and MW-WAPE pre-
dictions �dashed line�. �a� M1 �25 m� and �b� M4 �75 m�.

FIG. 5. Topography of the LCPC experimental site located at Saint-
Berthevin. The resolution is 25 m. The vertical direction is stretched by a
factor of 5 in order to make the topography more noticeable.
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on a digital terrain model �DTM� with a resolution of 25 m
provided by the French National Geographical Institute
�IGN�. Total relief amplitude is 67 m ranging from 73 m in
the lower part of the valley �near the south boundary� to
140 m at the northern edge of the domain.

Three levels of grids are used, which are displayed in
Fig. 6. At the first level, a base grid �BG� has a horizontal
resolution of 450 m with 43�43 points �18.9 km
�18.9 km�. The terrain is flat and its altitude is set to the
terrain average altitude za=115.2 m. At the second level, the
nested grid �NG1� has a horizontal resolution of 150 m, with
44�44 points. The domain covered by this grid �6.15 km
�6.15 km� includes the whole 16 km2 area defined in DTM.
The area is extended in the horizontal directions so that the
terrain is flat at the boundaries of NG1, insuring a proper
connection at the BG/NG1 interface at the altitude za. Fi-
nally, a third grid �NG2� is nested into the grid NG1, centred
on the motorway viaduct. It has a horizontal resolution of
50 m, with 44�44 points �2.15 km�2.15 km�. Note that
the topography on the grid NG2 is thus more detailed than on
the grid NG1. For the three grids, 32 layers are distributed in
the vertical direction, following a geometric series �with a
common ratio of 1.2�. The thinnest mesh layer is 10 m deep,
at the ground. A Rayleigh damping layer extends from z
=4000 m to the top of the domain �7500 m�. Periodic con-
ditions are imposed at the boundaries of the BG, providing
time-dependent turbulent inflow at the boundaries of the un-
even area NG1.

A period of neutral atmospheric stratification �i.e., with-
out thermal effects�—May 21, from 1:45 to 3:15—was se-
lected among the data available from the experimental cam-
paign conducted in May 2000. Initially, a uniform wind
profile is set in the larger domain and the flow is forced by a
constant large-scale wind �U=3.3 m/s in the west-east direc-
tion and V=2.7 m/s in the south-north direction�. The initial
wind direction is 230° clockwise from the north.

The surface temperature is uniform at the ground and
kept constant during the whole simulation. As a first ap-
proach, the air is considered to be dry. After 1400 s, the wind
profile calculated on NG2 locally matches quite well with the
experimental profile measured at the tower �T4� �see Fig. 5
for the location of this tower�. A time average is calculated
between t=1400 s and t=1500 s with an output time step of
1 s for NG2. From this procedure, we get smoothed local
fields hereafter designated by the index I. We compare these
fields with their value averaged over the entire domain, here-
after designated by the index m. In the following discussion,
we pay a particular attention to the deformation of the total
wind.

The first important result is the improved quality of the
simulated flow provided by the grid refinement technique.
This conclusion is obvious from Fig. 7, which displays the
simulated wind field at 5 m above the ground on both NG1
and NG2. The main features—slowdown and speedup effects
in valleys and over hills—are visible at both resolution lev-
els, but they are strongly diffused and smoothed on NG1. In

FIG. 6. BG �flat� and the two nested grids NG1 and NG2 �with topography�,
for the site of Saint-Berthevin.

FIG. 7. Partial x-y view of the simulated wind field W1 �m/s� at Saint-
Berthevin, at the first grid level �5 m� above the ground �a� on NG1 �the
black square represents the location of NG2� and �b� on NG2 overlapping
NG1. The black arrow symbolizes the mean wind direction.
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particular, we notice a great difference in the estimation of
the slowdown in the Vicoin valley, which is nearly perpen-
dicular to the mean wind direction: With a 50 m resolution,
the wind speed is found to be reduced of up to 58% com-
pared to its mean value Wm, whereas it is reduced of a maxi-
mum of 31% only with a 150 m resolution.

These differences can be explained by two factors. First,
the highest resolution on NG2 naturally restrains the numeri-
cal diffusion of the solution. Second, the terrain features are
much more accurately described on NG2 than on NG1, for
which the topography is artificially smoothed. It is interest-
ing to note that the value of the mean wind Wm on NG2 is
between 2 and 3% lower than the value on NG1 in the first
300 m above the ground. This is probably due to more accu-
rate calculation of the valley-induced deceleration when the
horizontal resolution is improved from 150 m to 50 m.

The second important result is the absence of significant
perturbations at the NG1/NG2 interface. The wind field is
continuous from one grid to the other at inflow boundaries,
as imposed by the Dirichlet-type condition. At outflow
boundaries, we can naturally see slight “jumps” from NG2 to
NG1 as the solution is less forced, but no induced numerical
oscillations are visible. The radiative-nesting boundary con-
dition appears to work very well in this case, by both forcing
the NG2 solution to be consistent with the NG1 solution and
avoiding spurious reflections at the interface. In the follow-
ing analysis of the impact of relief on the flow, only results
obtained on the high-resolution grid NG2 will be considered.

The vertical profiles of wind speed measured in situ and
simulated are displayed in Fig. 8, at two different locations:
T4 and T1 �see Fig. 5�. T1 is located at the bottom of the
valley �z=82 m�, whereas T4 is located on a small plateau
dominating the valley �z=117 m�. Two simultaneous series
of measurements �LCPC, permanent tower and Institut
National de Recherche Agronomique �INRA�, additional
tower� are available during the considered period. From the
measurements, “LCPC”—the main deformation into the
valley—leads to an important decrease in the wind speed of
about 1.3 m/s between T4 and T1. The deceleration of the
flow into the valley is well reproduced by the model, despite

the relatively low vertical resolution close to the ground,
which does not allow us to predict the observed strong gra-
dients of wind within the first meters above the ground. Note
that at the same time, the wind is deflected to the north in the
valley, which is in agreement with measurements.

Therefore, SUBMESO code provides wind field �and air
temperature, not shown here because gradients are very weak
in these conditions� at each point of its mesh, the first nodes
of which are located 5 m above the ground. Wind speed
values issued from SUBMESO �three components� are next
expressed in terms of horizontal wind speed and direction in
order to be adapted to PE calculations. Below 5 m, tempera-
ture and wind vertical profiles are assumed to be logarithmi-
cally shaped. Thus the refraction parameters aT and av �Eq.
�10�� can be fitted using the first point �5 m high� provided
by SUBMESO. The corresponding vertical profile of sound
speed �Eq. �12�� is assumed to be constant, but can be chosen
as representative of the studied source-receiver configuration
for medium-range propagation: valley, plateau, downslope,
upslope, etc. It must be noticed that since mesh adaptation
and data interpolation from SUBMESO to PE is not auto-
matic yet, vertical profiles are still range independent. Fur-
ther work is currently in progress in order to take into ac-
count the “exact” wind and temperature values at each point
of the PE grid, directly interpolated from SUBMESO output
data, leading to range dependent vertical profiles of sound
speed on such irregular terrain.

Thus SUBMESO code provides synthetic local �site
scale� wind and temperature vertical profiles from input data
collected at larger scales �e.g., “Météo-France” national sta-
tions�. Those large-scale input data can be chosen as average
�e.g., a 30 year average� data, leading to SUBMESO output
data representative of long-term �e.g., a 30 year average�
atmospheric conditions at a local site. Therefore, output data
from SUBMESO can be used as input data for the PE code,
leading to SPL predictions for various micrometeorological
conditions, including site effect �space sensitivity, e.g., to-
pography� and long-term mean conditions �time sensitivity,
e.g., a 30 year average�. Those long-term averages can be
chosen either for day, evening night, day and night, etc.,
periods, or for a more global period of 24 h.

The next part of this study show a comparison between
experimental acoustic data extracted from a specific cam-
paign carried out on the LCPC monitoring site located at
Saint-Berthevin and MW-WAPE predictions �Fig. 9�. During
this experimental campaign, acoustic data have been mea-
sured for typical atmospheric conditions, i.e., for local mi-
crometeorological conditions directly collected at the same
site and at the same time using synchronized meteorological
sensors from Saint-Berthevin equipped towers. Actually, af-
ter a scanning of the micrometeorological data measured dur-
ing this experimental campaign, we chose a period �sample�
which was the most representative of a “long-term” �aver-
age� period in terms of meteorological parameters predicted
by SUBMESO �Table I—Measurement No. 4�. Thus, it be-
came possible to compare PE long-term predictions with the
corresponding acoustic experimental data. Figures 9�a� and
9�b� give some examples of such long-term �a 30 year aver-
age of 24 h periods� PE predictions for downslope propaga-

FIG. 8. Wind vertical profiles at Saint-Berthevin, from measurements
�“T4/T1 INRA”, “T4/T1 LCPC”� and from simulation �“Sim T4” and “Sim
T1”�, at two locations T4 �3050 m, 2650 m� and T1 �3150 m, 2900 m�.
Note that the ground level is not the same for T1 to T4.
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tion and using the following geometrical parameters values:
hs=hM=href=2m. �Table II—Measurement No. 4�. More-
over, in order to identify the real effect of long-term average
meteorological parameters, we also calculate PE predictions
in the same geometric configuration but for homogeneous
conditions �dotted line�. Micrometeorological parameters are
deduced from SUBMESO calculations as presented above.
As mentioned above, Figures 9�a� and 9�b� also show acous-
tic data �solid line� collected during the experimental cam-
paign �Tables I and II—Measurement No. 4�, which appear
to be very similar to MW-WAPE predictions when consider-
ing “long term” atmospheric conditions instead of homoge-
neous conditions.

The SPL difference between homogeneous and long-
term conditions, of course, increases with distance from
source, but is already perceptible from medium range propa-
gation �see Fig. 9�b�, M4 at 75 m�. This difference can be
also quantified, e.g., in one-third octave bands, which can be
useful for engineering applications, such as noise impact
studies. Figures 9�a� and 9�b� also show that discrepancies
between PE predictions and experimental data can be greatly
reduced if we can have access to “true” wind and tempera-
ture fields on the studied site during the corresponding pe-

riod. Unfortunately, for engineering or operational situations,
such experimental data cannot be always collected due to
financial cost and/or in situ constraints. This study showed
that SUBMESO can provide those wind and temperature
profiles at almost any site �local scale�, which can be chosen
as mean values representative of a chosen period �short term
or long term, e.g., 30 years�.

Consequently, the MW-WAPE/SUBMESO coupled code
can be used for estimating long-term SPL representative of
mean �e.g., a 30 year average� atmospheric conditions at a
local site, even on irregular terrain. It must be mentioned that
this coupling approach do not yet take into account nonlinear
effects of both acoustical and micrometeorological models.
These first numerical results are presented as a first stage of
a research program which is still in progress, and which will
be carried out in the next few years, partially based on the
exploitation of the database from the LCPC monitoring site
located at Saint-Berthevin.

V. CONCLUSION

This study takes place in the framework of road traffic
noise propagation. Our coupling approach gives us access to
reliable SPL predictions for a specific source-receiver con-
figuration �local scale� and propagation conditions �long
term�. This is carried out through the use of reference models
for both acoustic �MW-WAPE� and micrometeorological
�SUBMESO� calculations, which have been presented, dis-
cussed, and validated by comparison with experimental data.

The MW-WAPE code takes into account the convection
properties of cross-wind effects on acoustic propagation.
Moreover, in spite of some approximations in the ground
impedance model, it can deal with realistic environments
�uneven ground, impedance jumps, absorbent barriers, etc.�
and complex propagation conditions �range dependent re-
fraction profiles and atmospheric turbulence�.

The SUBMESO micrometeorological code provides
synthetic local �small scale� wind and temperature vertical
profiles from global ones �regional scale�. For the input pro-
files to the SUBMESO code, one can use long-term average
atmospheric averages. In our study, we used 30 year aver-
ages, which for practical purposes can be interpreted as long-
term averages. Then, output data from SUBMESO have been
used as micrometeorological input data for MW-WAPE cal-
culations between the source and receiver, in order to calcu-
late SPL representative of local and long-term atmospheric
conditions between the source and receiver. Examples of
MW-WAPE/SUBMESO coupling have been presented and
discussed. They can be considered as very promising results
regarding both the complementary nature and the reliability
of the coupled models, although some refinements still
should be done on the automatic coupling procedure. Cur-
rently, further research is in progress in order to take into
account range dependent profiles, line sources, 3D and non-
linear effects, and various propagation conditions.

FIG. 9. Examples of results provided by the coupling of the SUBMESO
micrometeorological code with the MW-WAPE acoustic code. Relative SPL
as a function of frequency: Comparison between experimental results �solid
line� and MW-WAPE predictions for long-term �dashed line� and for homo-
geneous �dotted line� conditions. �a� M1 �25 m� and �b� M4 �75 m�.
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An approximation method based on the Born and Rytov approximation is presented for the
wave-theoretic prediction of acoustic arrival patterns associated with long-range pulse propagation
in weakly range-dependent ocean environments. The environment is considered as a perturbation of
a range-independent background state, and normal-mode theory is used, for the representation of the
background Green’s function. Using the Born and Rytov approximations, the perturbed Green’s
function corresponding to the range-dependent environment is expressed for each frequency within
the source bandwidth in terms of the background Green’s function and the medium �sound-speed�
perturbation. The actual arrival pattern in the time domain is then computed through the inverse
Fourier transform. Using the normal-mode representation, closed-form expressions for the first and
second Born and Rytov approximations are derived, generalizing previous range-independent
results, and indicating that the effect of range dependence on the acoustic field in the case of
adiabatic perturbations is of second order. To cope with the multimodal nature of ocean acoustic
propagation, a variation of the standard Rytov method is applied, proposed by Keller, according to
which each modal component must be treated independently. A number of numerical examples
demonstrate an advantage of the Rytov approximation �over the Born approximation� for
time-domain calculations. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2202891�

PACS number�s�: 43.30.Bp, 43.30.Dr, 43.30.Ft, 43.30.Qd �AIT� Pages: 120–134

I. INTRODUCTION

Ocean acoustic travel-time tomography1 seeks to infer
the ocean state from travel-time measurements of pulsed
acoustic signals traveling through the water from broadband
sources to distant receivers. Arrival times depend on sound
speed, and sound speed is related with water temperature;2

thus, from travel-time measurements temperature estimates
can be obtained by inversion.3 The spatial variability of
sound speed �temperature� gives rise to refraction which in
turn causes multipath propagation. Each path traverses dif-
ferent water masses with different temperature and sound-
speed values. Thus a pulsed acoustic signal emitted by the
source will reach the receiver at different time instants de-
pending on the path it is traveling along. This leads to a
sequence of arrivals at the receiver in the time domain con-
veying information about different water layers.

In long-range, deep-water propagation early arrivals at
the receiver can be sufficiently described in terms of rays, in
particular steep rays with a relatively small number of turn-
ing points, whereas late arrivals can be described by a lim-
ited set of low-order modes.4 Still, the identification of indi-
vidual modes in the late arrival pattern is not always possible
due to mode interference and temporal overlapping, espe-

cially in cases of strong dispersion. A way to retrieve infor-
mation about modes in such cases is by mode filtering using
a vertical receiving array.5,6 The other alternative for the
analysis of late arrival patterns is full wave form
inversion,7–9 which, however, is associated with a large num-
ber of forward calculations and thus with a heavy computa-
tional burden. Several methods have been developed for ac-
celerating the computation of wave-theoretic arrival patterns,
based on approximations with respect to frequency, such as
narrowband normal-mode approximations relying on Taylor
expansions of eigenvalues and eigenfunctions,10–12 broad-
band stationary-phase approximations,13 and frequency-
interpolation methods associated with normal modes14 and
the parabolic approximation.15

An approximation method for the wave-theoretic calcu-
lation of time-domain tomographic receptions, of the late
arrival pattern in particular, in weakly range-dependent
ocean environments is proposed here based on the Born and
Rytov approximations of the frequency-domain Green’s
function. The method exploits the fact that many range-
dependent ocean features such as internal waves,16–18 mesos-
cale eddies, and large-scale variations19–22 can be considered
as range-dependent perturbations of a range-independent
background state. In this connection, it makes use of the
Born23 and Rytov24 second-order approximations for the per-
turbation of the Green’s function caused by range-dependenta�Electronic mail: piperak@iacm.forth.gr
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perturbations about a range-independent reference state. The
corresponding arrival pattern is then calculated from the per-
turbed Green’s function through the inverse Fourier trans-
form. The range-independent background allows for the use
of normal-mode theory as the basis for propagation model-
ing, leading to closed-form expressions for the perturbed
Green’s function in terms of background quantities and
range-dependent sound-speed perturbations, offering a com-
putationally efficient alternative to the exact range-dependent
calculations at each frequency.25

A similar approach based on medium perturbations but
in a range-independent framework was presented recently26

relying upon perturbations of the vertical eigenvalue problem
with respect to the sound speed. The present approach is
more-general and allows for arbitrary sound-speed perturba-
tions, either range independent or range dependent. The latter
are assumed to be weak in the adiabatic sense, i.e., with large
horizontal scales compared with the double-loop length of
the corresponding eigenrays.27

The contents of the work are organized as follows: Sec-
tion II addresses the Green’s function and its perturbations in
the Born and Rytov approximations up to second order, as
well as the relations between the two approximations. In Sec.
III using the normal-mode representation for the background
acoustic field closed-form expressions for the first and sec-
ond Born and Rytov approximations are derived. Section IV
presents some numerical results from the application of the
various approximations for the calculation of time-domain
arrival patterns in range-dependent ocean environments, as
well as comparisons with exact adiabatic and coupled-mode
results. Finally, Sec. V contains a discussion of results and
main conclusions from this work.

II. THE GREEN’S FUNCTION

The Green’s function G�x �xs ;� ;c� of an ocean acoustic
waveguide in the frequency domain describes the acoustic
field of a harmonic point source of unit strength and satisfies
the following inhomogeneous Helmholtz equation:

��2 +
�2

c2�x��G�x�xs;�;c� = − ��x − xs� , �1�

where x is the space vector, � the circular frequency of the
source, and xs its location, c�x� the sound-speed distribution,
and � the Dirac delta function. The Laplacian operator is
denoted by �2 �the symbol � is reserved to denote variations
in the following�.

Equation �1� is supplemented by boundary and interface
conditions according to which G vanishes at the sea surface
whereas pressure and normal velocity are continuous across
interfaces, as well as by a radiation condition according to
which the field decays away from the source and consists of
a system of outgoing waves.25

The acoustic field P of a source distribution S�x ;��,
satisfying the inhomogeneous Helmholtz equation

��2 +
�2

c2�x��P�x;�� = S�x;�� �2�

and the same boundary/interface/radiation conditions as be-
fore, can be represented through the Green’s function by the
integral28

P�x,�� = −� � �
V

G�x�x�;�;c�S�x�;��dV�x�� , �3�

i.e., it is a superposition of the acoustic fields of point
sources distributed over the support of S�x ;��.

The acoustic pressure field in the time domain can be
expressed through the inverse Fourier transform

p�x,t� =
1

2�
�

−�

�

P�x,��ej�td� . �4�

In particular, the acoustic field of a point source in the
time domain can be expressed through the inverse Fourier
transform in terms of the source signal Ps��� in the fre-
quency domain, i.e., S�x ;��=−Ps�����x−xs�, and the
frequency-domain Green’s function

p�x,t� =
1

2�
�

−�

�

G�x�xs;�;c�Ps���ej�td� . �5�

Due to multipath propagation, the pressure amplitude at a
fixed receiver location x=xr in the time domain consists in
general of a number of peaks, the acoustic arrivals, whose
shape and temporal locations are dependent on the source
characteristics, the source/receiver locations, and the sound-
speed distribution within the water column. In this connec-
tion, the function a�t�= �p�xr , t�� is called arrival pattern at the
receiver.

A. Green’s function perturbations—Born
approximation

Since the Green’s function is dependent on the sound-
speed distribution, perturbations of the latter will give rise to
changes in the Green’s function. Expressions relating the
perturbations of the Green’s function to the underlying
sound-speed perturbations will be derived in the following.

Let a background �reference� state be characterized by a
sound-speed distribution c0�x� with corresponding Green’s
function G0�x �xs�=G�x �xS ;� ;c0� satisfying the inhomoge-
neous Helmholtz equation

��2 +
�2

c0
2�x��G0�x�xs� = − ��x − xs� , �6�

and the above-mentioned boundary/interface/radiation condi-
tions.

A perturbation of the reference sound-speed by ��c,
where � is a small parameter,29 will cause a perturbation �G
in the Green’s function. The perturbed Green’s function G
=G0+�G satisfies the inhomogeneous Helmholtz equation
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��2 +
�2

�c0�x� + ��c�x��2��G0�x�xs� + �G�x�xs��

= − ��x − xs� , �7�

and the same additional conditions as before. By subtracting
Eq. �6� from Eq. �7� and adding the term �2�G /c2 to both
sides, the following equation is obtained:

��2 +
�2

c0
2�x���G�x�xs� = − � �2

�c0�x� + ��c�x��2 −
�2

c0
2�x��

��G0�x�xs� + �G�x�xs�� . �8�

The perturbation �G satisfies the same boundary, inter-
face, and radiation conditions as the unperturbed Green’s
function G0, whereas the operators on the left-hand side of
Eqs. �6� and �8� are identical ��2+�2 /c0

2�. In this connection,
by considering the right-hand side of Eq. �8�, as a function of
x, to be a distributed source term, the integral representation
�3� can be used to express the solution of Eq. �8� as follows:

�G�x�xs� =� � �
V

G0�x�x��

�� �2

�c0�x�� + ��c�x���2 −
�2

c0
2�x��

�
��G0�x��xs� + �G�x��xs��dV�x�� . �9�

This is an integral equation for the perturbation �G of the
Green’s function. Expanding the expression in brackets up to
the second order with respect to �

�2

�c0 + ��c�2 −
�2

c0
2 = �2	−

2�

c0
3 �c +

3�2

c0
4 �c2 + O��3�
 ,

and using an expansion of the Green’s function perturbation
�G with respect to �,

�G�x�xs� = ��G1�x�xs� + �2�G2�x�xs� + O��3� , �10�

Eq. �9� can be written in the form �up to second order�:

��G1�x�xs� + �2�G2�x�xs� = �2� � �
V

G0�x�x��

��−
2�c�x��
c0

3�x��
� +

3�c2�x��
c0

4�x��
�2� � �G0�x��xs�

+ ��G1�x��xs� + �2�G2�x��xs��dV�x�� . �11�

Equating terms of equal order, expressions can be obtained
for the terms in the expansion �10� of the Green’s function
perturbation.

First order ���:

�G1�x�xs� = − 2�2� � �
V

G0�x��xs�G0�x�x��
�c�x��
c0

3�x��
dV�x�� .

�12�

This is the first Born approximation30,31 expressing the first-
order perturbation �G1 of the Green’s function as linear
functional of the underlying sound-speed perturbation �c.
The kernel G0�x� �xs�G0�x �x�� represents a single scattering

mechanism, in which a scatterer �sound-speed perturbation�
at the position x�, stimulated by the source at position xs,
with stimulation magnitude G0�x� �xs� acts as a secondary
source whose acoustic field G0�·�x�� is observed at the point
x. In this connection the first Born approximation is also
called single-scattering approximation. The approximation
�12� represents efficiently the perturbations caused by very
weak scatterers and due to this it is alternatively called weak-
scattering approximation. The volume V in Eq. �12� spans
the support of the sound-speed perturbation �c.

Second order ��2�:

�G2�x�xs� = − 2�2� � �
V

�G1�x��xs�G0�x�x��

�
�c�x��
c0

3�x��
dV�x��

+ 3�2� � �
V

G0�x��xs�G0�x�x��
�c2�x��
c0

4�x��
dV�x�� .

�13�

This is the second Born approximation30 expressing the
second-order perturbation �G2 as quadratic functional of the
underlying sound-speed perturbation. While the second inte-
gral represents a single-scattering mechanism applying on
�c2, the kernel of the first integral

�G1�x��xs�G0�x�x�� = − 2�2�� �
V

G0�x��xs�G0�x��x��G0�x�x��

�
�c�x��
c3�x��

dV�x�� , �14�

represents a double-scattering mechanism: the source stimulates a
scatterer at position x� which then stimulates a scatterer at position
x� which is finally received at position x. In this connection the
second Born approximation is also called double-scattering ap-
proximation.

B. Green’s function perturbations—Rytov
approximation

An alternative representation of the perturbed Green’s
function was introduced by Rytov24 in the form

G = G0e��. �15�

This representation emphasizes the phase perturbation ��.
Taking into account that phase perturbations in the frequency
domain reflect in wave form shifts in the time domain,32 i.e.,
in arrival-time perturbations, the Rytov approximation is ex-
pected to be suitable for time-domain �arrival-time� calcula-
tions. Expanding the phase perturbation with respect to �,

�� = ���1 + �2��2 + O��3� , �16�

and using a Taylor expansion of Eq. �15� in the neighbor-
hood of the unperturbed state ��=0� the perturbed Green’s
function can be written in the form
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G = G0	1 + ���1 + �2��2 +
1

2
����1 + �2��2

+ O��2��2 + O��3�
 = G0 + �G0��1 + �2

�	G0��2 + G0
��1

2

2

 + O��3� . �17�

Equating the factors of corresponding orders in Eqs. �17�
and �10� the following relations can be obtained between the
terms of the Born and Rytov approximation:33–35

�G1 = G0��1, �18�

�G2 = G0	��2 +
��1

2

2

 . �19�

This means that if the terms of the Rytov approximation are
known the corresponding terms of the Born approximation
can be calculated and vice versa:

��1 =
�G1

G0
, �20�

��2 =
�G2

G0
−

1

2
	�G1

G0

2

. �21�

Thus from expressions �12� and �13� for the Born ap-
proximation, expressions for the corresponding terms of the
Rytov approximation can be obtained though Eqs. �20� and
�21�. This is because the two approximations, though based
on different types of expansions, have the same asymptotic
��→0� behavior. In this sense they are closely related to
each other. Nevertheless, they are not equally efficient in
describing travel-time variations, as will become clear from
the numerical results in Sec. IV, due to their different form:
The Born approximation focuses on variations of the Green’s
function itself, whereas the Rytov approximation focuses on
variations of the phase.

III. NORMAL-MODE REPRESENTATION

Assuming the background ocean to be range indepen-
dent, the background Green’s function G0 can be represented
in terms of normal modes. Adopting a cylindrical coordinate
system �r ,z ,	� with origin at the sea surface and the source
located on the vertical z axis �positive downwards� at depth
z=zs ,G0 at any location �r ,z� in the water is expressed in the
form25,36

G0�r,z�zs� =
− j

4
w
�
n=1

M

�n�zs��n�z�H0
�2��knr�

+ �
0

�/cB

A�k;r,z;zs�dk + �
0

j�

B�k;r,z;zs�dk ,

�22�

where 
w is the water density, H0
�2� is the Hankel function of

the second kind and zeroth order, kn and �n ,n=1, . . . ,M, are
the real eigenvalues and the corresponding eigenfunctions

�propagating modes� of the vertical Sturm-Liouville prob-
lem:

d2�n�z�
dz2 +

�2

c2�z�
�n�z� = kn

2�n�z� , �23�

supplemented by the conditions that �n=0 at the sea surface
�z=0� ,�n and 
−1d�n /dz are continuous across the inter-
faces, and �n and d�n /dz are vanishing as z→�.

The sum in Eq. �22� represents the contribution of the
finite set of propagating modes with � /cB�kn�� /cmin, n
=1,2 , . . . ,M, where cmin is the minimum sound speed in the
water and cB is the sound speed in the bottom half-space �cB

is assumed to be constant and also the highest sound speed in
the propagation domain�. The first integral in Eq. �22� repre-
sents the contribution of the half-space modes �high-order
modes with grazing angle greater than critical entering the
bottom half-space� whereas the second integral spans the
evanescent spectrum �modes with imaginary k values and
exponentially decaying contribution�.36 Both integrals are
negligible in the water layer away from the source.

In the following we focus on the perturbation behavior
of the low-order modes, with kn close to � /cmin, contributing
to the late arrival pattern. Taking into account that the de-
rivatives of modes �eigenvalues and eigenfunctions solving
the vertical Sturm-Liouville problem� with respect to sound-
speed perturbations can be expressed in terms of background
eigenvalues and eigenfunctions, with the nearby modes
�closest in terms of eigenvalues� playing the dominant role,26

higher order half-space and evanescent modes will be omit-
ted from the representation of the Green’s function.

A. First Born approximation

Substituting the normal-mode expression for the back-
ground Green’s function in the right-hand side of Eq. �12�
and considering sound-speed perturbations in the water col-
umn of separable form

�c�x� = �cr�r��cz�z��c	�	� , �24�

where �cr ,�cz, and �c	 are smooth, slowly varying func-
tions of r ,z, and 	, respectively, the first Born approximation
can be written as

�G1�xr�xs� =
�2

8
w
2 �

n=1

M

�
m=1

M

�n�zs��m�zr��
0

h

�n�z��m�z�

�
�cz�z�
c0

3�z�
dz�

0

2� �
0

�

�c	�	��cr�r�

�H0
�2��knr�H0

�2��km�rdrd	 , �25�

where h is the water depth, =�r2+R2−2Rr cos 	 is the
horizontal distance from an arbitrary scattering location to
the receiver, and R is the horizontal source-receiver dis-
tance. The use of the same axisymmetric Green’s function
to describe propagation from the source to the scattering
point and from that point to the receiver is justified by the
fact that the background environment is range-
independent and thus axisymmetric with respect to any
vertical axis including the source, the receiver, or the ar-
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bitrary scattering point. In the following the double inte-
gral in line of Eq. �25�, denoted Inm, is evaluated.

Since the Hankel functions are singular for r=0 and 
=0, i.e., at the location of the source and the receiver, the
integration domain is divided into three subdomains: two
disks �s,� and �r,� of radius � centered at the source and
receiver, respectively, over which the integral Inm is evalu-
ated analytically, and the remaining part S� of the plane,
where Inm is evaluated by the stationary-phase method ex-
ploiting the oscillatory behavior of the kernel.

In the vicinity of the source we can assume that �c	�	�
and �cr�r� are constants represented by �c	 and �cr. Using
the addition theorem37 the Hankel function H0

�2��km� for r
�R can be expressed in terms of Bessel functions of the first
kind and Hankel functions as follows:

H0
�2��km� = J0�kmr�H0

�2��kmR� + 2�
�=1

�

J��kmr�H�
�2��kmR�

�cos��	� . �26�

Thus the integral Inm over a disk �s,� becomes

Inm��s,�� = 2��c	�crH0
�2��kmR��

0

�

J0�kmr�H0
�2��knr�rdr . �27�

The latter integral is first evaluated over an interval �a ,��,
with a�0,38 and then the limit a→0 is taken. The final
result reads

Inm��s,�� = 2�cr�c	H0
�2��kmR�

�
�

kn
for n = m

2j

km
2 − kn

2 + o.t. for n � m� �28�

where o.t. stands for an oscillating term with respect to �
averaging to zero. �cr and �c	 are taken at the source loca-
tion. Similar expressions can be derived for Inm��r ,�� over
the disk centered at the receiver.

Assuming that the radius � is large enough the
asymptotic expression for the Hankel functions can be used
away from the source and receiver, such that the integral Inm

in the exterior domain S� takes the form

Inm�S�� =
2j

��knkm
� �

S�

�c	�	��cr�r�

�
exp�− j�kmr + kn

�r2 + R2 − 2rR cos 	��
�r�r2 + R2 − 2rR cos 	

rdrd	 .

�29�

The exponential part in the kernel of this integral is a
rapidly oscillating function of 	, see, e.g., Fig. 3 in Sec. IV.
In this connection the method of stationary phase39 can be
applied for the evaluation of Inm�S��. The phase is

�nm = kmr + kn
�r2 + R2 − 2Rr cos 	 �30�

and the stationary points are: 	=0 and 	=�. Using the
stationary-phase formula for the 	-integral, Inm�S�� can be
approximated by

Inm�S�� =
2�2

kn
��kmR

��c	�0�e−j�knR−�/4�

��
�

R−�

e−j�km−kn�r�cr�r�dr + �c	�0�ej�knR+�/4�

��
R+�

�

e−j�km+kn�r�cr�r�dr − �c	���e−j�knR+�/4�

��
�

R−�

e−j�km+kn�r�cr�r�dr − �c	���e−j�knR+�/4�

��
R+�

�

e−j�km+kn�r�cr�r�dr� . �31�

This expression describes the range integration along the
semiaxis 	=0 from the source to the receiver �first integral�
and beyond �second integral� as well as along the semiaxis
	=� �third and fourth integrals�. The exponential kernels in
Eq. �31� are all oscillatory except for the one in the first line
for m=n. For m�n this kernel oscillates with wavelength
determined by the wave number difference km−kn which be-
comes smallest for successive wave numbers, n=m+1, in
which case the corresponding wavelengths coincide with the
double-loop length of the corresponding rays,27 see e.g. Fig.
4 in Sec. IV. In the following we assume range-dependent
perturbations with horizontal scales large compared with the
double-loop length of the corresponding rays �adiabatic
range dependence�, such that there is no contribution by the
cross terms in the first integral—the integration result will be
an oscillating term with respect to � averaging to zero. The
remaining three integrals in Eq. �31� will have an even
smaller contribution since the corresponding kernels oscillate
at a higher rate governed by the wave number sums km+kn.
Thus, assuming weak �adiabatic� range dependence the term
Inm�S�� can be expressed as

Inm�S�� = �nm2�c	�0�
H0

�2��knR�
kn

�
�

R−�

�cr�r�dr + o . t . , �32�

where �nm is the Kronecker delta, and the Hankel function
has been restored from its asymptotic representation. Com-
bining the expressions for Inm��s ,�� and Inm��r ,��, Eq. �28�,
with the above-noted expression for Inm�S�� and omitting
oscillating terms we finally obtain for Inm,

Inm

=  2�c	�0�
H0

�2��knR�
kn

�
0

R

�cr�r�dr for n = m

4j�c	�0��H0
�2��kmR�
km

2 − kn
2 �cr�0� +

H0
�2��knR�

kn
2 − km

2 �cr�R�� for n � m . �
�33�

Substituting this expression into Eq. �25�, the first-order
Born approximation is finally written in the compact form
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�G1�xr�xs� = −
j�c	�0�

4
w
�
n=1

m � �
m=1
m�n

M
QnmVnm

�nm

+ j
QnmUn

kn
�

0

R

�cr�r�dr�H0
�2��knR� , �34�

where

�nm = kn
2 − km

2 , �35�

Qnm = −
2�2


w
�

0

h

�n�z��m�z�
�cz�z�
c0

3�z�
dz , �36�

Un = − �n�zs��n�zr�/2, �37�

Vnm = �m�zs��n�zr��cr�0� + �n�zs��m�zr��cr�R� . �38�

Expression �34� is a generalization of previous range-
independent results.26 The integral term in expression �34� is
proportional to R, e.g., in the case of range-independent per-
turbations, but vanishes in the case of zero-mean range-
dependent perturbations ��0

R�cr�r�dr=0�. Equation �34�
holds under the assumption of large-scale �adiabatic� range
dependence, where the scale of �cr is large compared with
the double-loop length of the corresponding rays.

The first term in expression �34�, including the sum over
m, is dominated by the orders m close to n for which the
denominator �nm becomes small. This explains the small
contribution of the high-order half-space and evanescent
modes to the perturbation behavior of the low-order modes
�small n�: the half-space modes �large m� are characterized
by large �nm, whereas for the evanescent modes �km imagi-
nary� the differences �nm become sums of the form kn

2

+ �km�2 and thus even larger. As will become clear in Sec.
III C the integral term in Eq. �34� is associated with travel-
time variations, whereas the sum term is related with ampli-
tude changes in the time domain—still, it gives rise to terms,
associated with travel-time changes in the second order.

B. Second Born approximation

Substituting the normal-mode representation for the
background Green’s function and expression �34� for the first
Born approximation into the first term in Eq. �13�, denoted
T1, we obtain

T1 = �
0

h �
0

2� �
0

�

�
�=1

M

���z����zr�

�H0
�2��k�

�r2 + R2 − 2rR cos 	�	−
j

4
w

2

�c	�0�

��−
2�2

c0
3�z�

�cz�z��c	�	��cr�r��
� �

n=1

M � �
m=1
m�n

M
QnmVnm

�nm
+ j

QnnUn

kn
�

0

r

�cr�r��dr��
�H0

�2��knr�rdrd	dz . �39�

The integrals with respect to �r ,	� in the above-noted ex-
pression are of the general form

Kn� = �
0

2� �
0

�

H0
�2��knr�H0

�2��k�
�r2 + R2 − 2rR cos 	�

��c	�	�F�r�rdrd	 , �40�

where F is a smooth slowly varying function of r. This inte-
gral is of the same type as the integral Inm evaluated in the
previous section. Applying the same method �analytical cal-
culation close to the source/receiver, and stationary phase in
the far field� the integral Knl integral can be evaluated,

Kn� =  2�c	�0�
H0

�2��knR�
kn

�
0

R

F�r�dr for kn = k�

4j�c	�0��H0
2�k�R�

k�
2 − kn

2 F�0� +
H0

2�knR�
kn

2 − k�
2 F�R�� for kn � k�. �

�41�

Using this result T1 can be finally expressed in the form

T1 =
�c	

2�0�
4
w

�
n=1

M

�
m=1
m�n

M �Qnm�2Un

kn�kn
2 − km

2 �
H0

�2��knR��
0

R

�cr
2�r�dr

−
j�c	

2�0�
4
w

�
n=1

M �Qnn�2Un

2kn
2 H0

�2��knR�

��
0

R

�cr�r��
0

r

�cr�r��dr�dr

−
�c	

2�0�
4
w

�
n=1

M

�
m=1
m�n

M
QnnQnmVnm

2kn�kn
2 − km

2 �
H0

�2��knR�

��
0

R

�cr�r�dr . �42�

In this expression only the terms proportional to R �double
sums� and R2 �single sum� are retained. The remaining �lo-
cal� terms are of significance, with respect to travel-time
variations, for the third order and higher, but not for the
second order studied here.

Substituting the normal-mode representation for the
background Green’s function into the second term in Eq.
�13�, denoted T2, and applying Eq. �41� to the integral with
respect to �r ,	� ,T2 finally becomes

T2 =
�c	

2�0�
4
w

�
0

R

�cr
2�r�dr�

n=1

M
UnQn�

kn
H0

�2��knR� , �43�

where

Qn� =
3�2


w
�

0

h

�n
2�z�

�cz
2�z�

c0
4�z�

dz , �44�

where again the sum over the off-diagonal terms �m�n� has
been omitted since it is not significant for the second order.

Combining relations �42� and �43� we obtain the follow-
ing expression for the second-order term of the Born ap-
proximation.
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�G2�xr�xs�

=
− j�c	

2�0�
4
w

�
n=1

M �− jQnn

2kn
�
m=1
m�n

M
QnmVnm

�nm
�

0

R

�cr�r�dr

+
�Qnn�2Un

2kn
2 �

0

R

�cr�r��
0

r

�cr�r��dr�dr +
jUn

kn

�	 �
m=1
m�n

M �Qnm�2

�nm
+ Qn�
�

0

R

�cr
2�r�dr�H0

�2��knR� . �45�

As in the case of the first Born approximation this is a gen-
eralization of previous results obtained for range-
independent perturbations26 and holds under the assumption
of adiabatic range dependence. The above-presented expres-
sion contains the dominating terms, including the factors R
and R2, whereas the remaining terms �not essential for the
second-order approximation� have been omitted.

C. Rytov-Keller approximation

By substituting expressions �34� and �45� for the first
and second Born approximations into Eqs. �20� and �21�,
expressions for the first and second Rytov approximations
can be obtained. To cope with the multimodal nature of
ocean acoustic propagation, a variation of the standard Rytov
method is applied, which was proposed by Keller.40

The standard Rytov approximation is sufficient for per-
turbations of single-component wave fields but fails in the
case of multiple components such as in ocean acoustic
propagation.31 The reason is that each field component
�mode� has its own phase, with different perturbation behav-
ior, whereas the Rytov approximation assumes that the per-
turbed wave field can be described by a single phase pertur-
bation. The variation proposed by Keller consists in applying
the standard Rytov method to each wave �modal� component
independently, rather than to the total wave field.40 In this
connection, the perturbed Green’s function is written as fol-
lows:

GRK = �
n=1

M

G0n
e��n, �46�

where G0n
is the contribution of the nth mode to the unper-

turbed Green’s function. Based on Eqs. �20� and �34� the
first-order phase variation for the nth mode according to the
Rytov-Keller approximation is given from

��1n
=

− j�c	�0�
4
wG0n

	 �
m=1
m�n

M
QnnVnm

�nm
+ j

QnnUn

kn
�

0

R

�cr�r�dr

�H0

�2��knR� , �47�

where Qnm ,Vnm ,�nm ,Un are the quantities defined in Eqs.
�35�–�38�. Using the normal-mode expression �22� for the
background Green’s function G0n

the first-order phase per-
turbation of the nth mode can be finally written in the form

��1n
=

− �c	�0�
2Un

�
m=1
m�n

M
QnmVnm

�nm

− j
�c	�0�Qnn

2kn
�

0

R

�cr�r�dr . �48�

This expression holds under the assumption of adiabatic
range dependence. The first term in Eq. �48� in this expres-
sion is real and represents attenuation effects. The imaginary
integral term represents phase variations in the frequency
domain which are associated with displacements in the time
domain �travel-time variations�. In the case of zero-mean
range-dependent perturbations this term vanishes, such that
there are no first-order effects of range dependence on travel
times. This is in agreement with ray-theoretic results for en-
vironments with adiabatic range dependence.21,22

The second-order phase perturbation of the nth mode
according to the Rytov-Keller approximation is obtained by
substituting the nth component of the first- and second-order
Born terms, Eqs. �34� and �45�, into the Born-Rytov relations
Eq. �21�,

��2n
=

− j�c	
2�0�

4G0n

w � − j

2knQnn
�
m=1
m�n

M
QnmVnm

�nm
�

0

R

�cr�r�dr�
+

�Qnn�2Un

2kn
2 �

0

R

�cr�
0

r

�cr�r��dr�dr�
+

jUn

kn 	 �
m=1
m�n

M �Qnm�2

�nm
+ Qn�
�

0

R

�cr
2�r�dr�

�H0
�2��knR� −

1

2
���1n

�2. �49�

Substituting the modal representation for G0n we finally
obtain

��2n
=

j�c	
2�0�

4UnknQnn
�
m=1
m�n

M
QnmVnm

�nm
�

0

R

�cr�r�dr

−
�c	

2�0��Qnn�2

4kn
2 �

0

R

�cr�r��
0

r

�cr�r��dr�dr

−
j�c	

2�0�
2kn 	 �

m=1
m�n

M �Qnm�2

�nm
+ Qn�
�

0

R

�cr
2�r�dr

−
1

2
���1n

�2. �50�

The dominating term in this expression in the case of a zero-
mean range perturbation is the imaginary term in the third
and last line. All other terms either vanish or they are real,
which means that they are associated with attenuation effects
�no effect on travel times�.

The second-order Rytov-Keller approximation has
strong similarities to the second-order adiabatic approxima-
tion of the Green’s function �see the Appendix�. This is a
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consequence of the adiabatic assumptions made not only in
the evaluation of the Born integrals �omission of cross terms�
but also in the independent treatment of each modal compo-
nent in the Keller approach.

IV. NUMERICAL RESULTS

This section presents some numerical examples for
simple range-dependent ocean environments that are pertur-
bations of a range-independent background state. The back-
ground sound-speed profile, shown in Fig. 1, is representa-
tive of winter conditions in the western Mediterranean sea.
The water depth is taken 2500 m, the source and receiver
depth 150 m, and the propagation range 600 km; these val-
ues are motivated from the Thetis-2 tomography experiment
conducted from January to October 1994 in the Western
Mediterranean.41 The emitted signal is assumed to be a
Gaussian pulse of central frequency 150 Hz and effective
bandwidth 60 Hz. In the following calculations the Green’s
function �complex pressure�, either exact or approximate, is
evaluated at 501 frequencies from 100 to 200 Hz, with a step
of 0.2 Hz, using a normal-mode code, and then fast Fourier
transform is applied to obtain results in the time domain. An
absorbing bottom is assumed filtering out the bottom-
interacting part of the acoustic energy.42

Figure 2 shows the background arrival pattern corre-

sponding to the reference profile of Fig. 1. Early arrivals
have the form of distinct triplets corresponding to particular
ray groups which propagate at steep grazing angles and thus
sample the deep water layers. Late arrivals on the other hand
correspond to acoustic energy propagating at low grazing
angles, i.e., close to the surface, and thus they are affected
most by near-surface range dependence. These arrivals are
best described in terms of a few low-order modes.4 In the
following the calculations will concentrate on the late part of
the arrival pattern shown in the bottom panel of Fig. 2.

Figure 3 shows the evaluation of the integral

Lnm = �
−�

� exp�− j�kmr + kn
�r2 + R2 − 2rR cos 	��

�r�r2 + R2 − 2rR cos 	
rd	 ,

�51�

for the case m=n=2 corresponding to the highest peak in
Fig. 2 �mode 2�. Lnm represents the 	 integral in Eq. �29� for
�c	=1. The upper panel in Fig. 3 shows the real part of the
exponential term versus angle, over the interval �−3° ,3° �,
for r=300 km. The stationarity of the phase at 	=0° is
evident. The panel in the middle shows the real part of L22

evaluated through numerical integration and also through
the stationary-phase approach �omitting the oscillating
terms� for ranges from 260 to 300 km, whereas the bottom
panel shows the same result in detail over a range interval

FIG. 1. Background sound-speed profile �left�, problem geometry �middle�,
and depth mode �cz�z� of the sound-speed perturbation �right�.

FIG. 2. Top panel: Background arrival pattern corresponding to the refer-
ence profile. Bottom panel: Late part of the background arrival pattern �de-
tail�.

FIG. 3. Top panel: Real part of the exponential kernel of L22 vs angle in the
vicinity of the stationary point for r=300 km. Middle panel: Numerical
integration �real part� and stationary-phase evaluation �omitting oscillating
terms� of L22 at various ranges from 260 to 300 km—the oscillation is
subsampled. Bottom panel: Detailed view over a 100-m interval.
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of 100 m length. The oscillation of L22 evaluated numeri-
cally is governed by twice the wave number k2, cf. Eq.
�31� �in this case k2=0.624 541 m−1 resulting in a wave-
length 2� / �2k2��5 m�. The oscillation in the middle
panel is subsampled in range �using a range step of 79 m�
in order to avoid a dark image, whereas in the lower panel
the complete oscillation is shown. For large-scale pertur-
bations �cr this oscillation is smoothed out by the integra-
tion in range carried out in Eq. �29�, such that the remain-
ing term coincides with the stationary-phase result.

Figure 4 �upper panel� shows the result of the numerical
evaluation of Lnm for n=2 and m=3 for ranges from 260 to
300 km. In addition to the fast oscillation that we had in Fig.
3 �and which is again subsampled, as before� we also have
a slow oscillation in this case, which is governed by
the difference k2−k3, cf. Eq �31�. In the particular case
k2=0.624 541 m−1 and k3=0.624 046 m−1 such that the re-
sulting wavelength is 2� / �k2−k3�=12 693 m. This wave-
length corresponds to the double-loop length of the rays as-
sociated with modes 2 and 3 shown in the bottom panel of
Fig. 4. From this figure it becomes clear that if the sound-
speed perturbation has horizontal scale which is large com-
pared with the double-loop length of the corresponding rays
�adiabatic range dependence�, the corresponding cross terms
in Eq. �31� are smoothed out �cancelled� through the range
integration, and thus they can be omitted.

Three cases of range-dependent perturbations are con-
sidered in the following. The first two are of large horizontal
scale based on linear zero-mean and nonzero-mean range
modes �cr combined with the depth mode �cz shown in the
rightmost panel in Fig. 1. The particular depth mode is con-
fined in the upper 50 m layer �range dependence is more
pronounced close to the surface� attaining its maximum
�1 m/s� at the surface, decreasing linearly to zero at 50 m
depth and remaining zero thereafter. The third case concerns
a sound-speed perturbation of small horizontal scale, for
which the assumption of adiabatic range dependence does
not hold.

A. Large-scale, zero-mean range dependence

In the first numerical example the range mode �cr of the
sound-speed perturbation is taken to be a linear function of
range r, varying from −5 at the source to +5 at the receiver,
Fig. 5 �top�, and thus averaging to zero. The bottom panel of
Fig. 5 shows the resulting sound-speed profiles at various
ranges. The profiles close to the source are upward refracting
with a strong surface duct whereas the ones close to the
receiver form a weak channel at 50 m depth. The 10 m/s
difference in the sound speed at the surface over the 600 km
range corresponds to temperature gradients observed in the
Western Mediterranean sea along the north-south axis.

Figure 6 shows the result of the exact adiabatic- and
coupled-mode calculation of the perturbed arrival pattern
corresponding to the range-dependent environment of Fig. 5;
for these calculations the range-dependent environment was
discretized into 21 range segments �piecewise constant dis-
cretization�. The background arrival pattern is also shown in
Fig. 6 for comparison. The difference between the adiabatic
and coupled mode is very small indicating that propagation
in this case can be considered as adiabatic. On the other hand
the perturbed arrivals are significantly displaced with respect
to their background positions: the late arrival �at 398.4 s� is
delayed by as much as 70 ms whereas the earlier arrivals
including the highest one �detail in upper right corner of the
figure� are advanced by approximately 10 ms.

FIG. 4. Top panel: Numerical integration �real part� and stationary-phase
evaluation �omitting oscillating terms� of L23 at various ranges from 260 to
300 km—the oscillation is subsampled. Bottom panel: Geometric rays cor-
responding to modes 2 and 3.

FIG. 5. Linear zero-mean range mode �cr�r� of the sound-speed perturba-
tion �top panel� and resulting sound-speed profiles at various ranges �bottom
panel�.

FIG. 6. Arrival pattern in the perturbed environment with linear zero-mean
range dependence, predicted from exact adiabatic and coupled-mode calcu-
lation. Comparison with the background arrival pattern �dotted line�. Upper
right corner: Detail of the highest peak.
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Figure 7 shows the arrival pattern predicted from the
second Born approximation �top� and the second Rytov ap-
proximation �bottom�, together with the exact adiabatic pre-
diction and the background arrival pattern. Since the range
mode �cr�r� of the sound-speed perturbation averages to
zero, the first Born and first Rytov approximation results are
practically the same as the background arrival pattern and in
this connection they are not shown. The second-order Born
approximation differs from the background arrival pattern in
amplitude but hardly as far as the arrival times are con-
cerned. Thus, the Born approximation fails to predict correct
arrival times in the perturbed state. The second-order Rytov
approximation, on the other hand, manages to describe effi-
ciently the arrival shifts in nearly all cases. Thus, for the late
arrival it reproduces the �70 ms delay, with respect to the
background state, whereas for the earlier arrivals it repro-
duces the advancements. Further, the second-order Rytov ap-
proximation results in a prediction of the arrival amplitudes
which is remarkably close to the exact prediction.

Figure 8 presents a more detailed comparison of the
travel times of the first 10 modes at the central frequency
�150 Hz� predicted by the various approaches. The horizon-
tal axis of this figure measures distance from the source
whereas the vertical axis measures the equivalent travel time
which is defined as the group slowness sg,m�r� of the mode
m, which is different from range to range, multiplied by the
source-receiver range R. The group slowness is obtained
from the relation sg,m�r�=�km�r ;�� /�� by applying numeri-
cal differentiation with respect to �. The adiabatic arrival
time of mode m at the receiver is given by

tg,m = �
0

R

sg,m�r�dr =
1

R
�

0

R

Rsg,m�r�dr

and thus it is just the average of the equivalent travel time.
In Fig. 8 the equivalent travel times corresponding to the

background and perturbed state are shown, as well as the first
and second Rytov approximation. The background equiva-
lent travel time for each mode is constant with respect to
range and equals the corresponding group travel time. In the
first Rytov approximation the phase has a linear dependency
on the sound-speed perturbation and since the latter in this
case is a linear function of range, the equivalent travel times
are linear functions of range, as we see in Fig. 8, fully re-
flecting the zero-mean property of the range mode �cr�r�. In
this connection the first Rytov approximation results in the
same group travel times as in the background situation. In
the second Rytov approximation the phase is a quadratic
functional of the sound-speed perturbation and, since the lat-
ter varies linearly with range, the corresponding equivalent
travel times are quadratic functions of range, and thus their
average will be different than the background group travel
times. In this sense the effect of range dependence on travel
times is a second-order effect. We see from Fig. 8 that the
second Rytov approximation lies close to the exact predic-
tion as far as the equivalent travel times are concerned. This
explains the good agreement between the Rytov approxima-
tion and the adiabatic prediction in Fig. 7.

Figure 9 shows the effect of the perturbation magnitude
on the Green’s function �real part� at the central frequency of
150 Hz, as well as on the travel time of the highest peak
�mode 2�. The predictions are based on the exact adiabatic
and coupled-mode calculation as well as on the second-order
Born and Rytov approximations. The horizontal axis in this
figure measures the value of �cr at the receiver position,
assuming linear, zero-mean perturbations in all cases. Thus,
�cr�R�=5 corresponds to the perturbation shown in Fig. 5,
whereas �cr�R�=−5 is the opposite perturbation �negative
horizontal gradient�. The values between, −5 and 5 in the
horizontal axis of Fig. 9 correspond to linear range modes
with smaller horizontal gradients, and finally the value 0 cor-
responds to the range independent background state �no per-
turbation�. The adiabatic character of the propagation is veri-
fied once again by the agreement between the exact adiabatic
and coupled-mode predictions. These predictions are ap-
proximated far better by the Rytov than by the Born approxi-
mation. The second-order character—in the neighborhood of
the range independent background—is clear both in the fre-

FIG. 7. Arrival pattern in the perturbed environment with linear zero-mean
range dependence, predicted from the second Born approximation �top
panel� and the second Rytov approximation �bottom panel�. Comparison
with exact adiabatic prediction �light solid line� and background arrival
pattern �dotted line�. Upper right corner: Detail of the highest peak.

FIG. 8. Travel-time comparison for modes 1–10, at the central frequency
�150 Hz�.
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quency and the time domain. Still, in the frequency domain
this character is not preserved over the entire domain of vari-
ability, whereas in the time domain it is. This occurs because
travel times are associated with the phase which has a
second-order dependence on sound-speed changes, whereas
the complex pressure depends on the exponential of the
phase. This also explains why the Rytov approximation
which focuses on the phase performs better than the Born
approximation in Fig. 9. As seen in Fig. 9 the two approxi-
mations �Born and Rytov� are asymptotically ��cr→0�
equivalent.

B. Large-scale, nonzero-mean range dependence

In the second case the range mode �cr is taken to be
linear, but not zero mean, varying from 0 at the source to +5
at the receiver as shown in Fig. 10 �top panel�. The bottom
panel in Fig. 10 shows the resulting sound-speed profiles at
various ranges, varying from upward refracting profiles close
to the source to profiles with a channel of 50 m depth close
to the receiver. Figure 11 shows the result of the exact
adiabatic- and coupled-mode calculation of the late arrival
pattern corresponding to the range-dependent ocean of Fig.
10, together with the background prediction. It is seen that
the perturbed arrivals, especially the late ones, are advanced
by more than 120 ms with respect to their background loca-
tion. Further, the deviation between the adiabatic- and
coupled-mode results is very small, indicating that propaga-
tion is adiabatic.

Figure 12 shows the late arrival pattern predicted from
the first and second Born approximations �top panel� and first
and second Rytov approximations �bottom panel�. In the
present case �cr is nonzero-mean, such that the first Born
and the first Rytov approximations predict arrival patterns
different from the background one. The background arrival
pattern is also shown in Fig. 12 together with the adiabatic
prediction for the perturbed state. The top panel of Fig. 12
shows that the two Born approximations differ from the
background arrival pattern in amplitude but very little in the
arrival times. From the comparison with the adiabatic predic-
tion �target arrival pattern� it is seen that the approximation
fails to predict the correct arrival times in the perturbed state,
whereas there is a remarkable disagreement in the arrival
amplitudes as well.

The bottom panel of Fig. 12 shows that the first Rytov
approximation differs from the background arrival pattern
mainly in amplitude but not very much in the arrival times.
The second Rytov approximation offers a significant im-
provement in getting closer to the exact adiabatic prediction,
still it does not describe efficiently the arrival shifts in all
cases, especially in the case of the last two arrivals for which
the discrepancies are as high as 20 ms.

Figure 13 shows a range-independent prediction of the
perturbed arrival pattern by considering a range-independent
perturbation equal to the average �+2.5� of the range mode. It
is seen that the results of this approximation are very close,

FIG. 9. The effect of the perturbation magnitude on the Greens function—
real part—at 150 Hz �top panel�, and on the travel time of the highest peak
�bottom panel�, as predicted by the exact adiabatic and coupled-mode cal-
culation and the second-order Born and Rytov approximations.

FIG. 10. Linear nonzero-mean range mode �cr�r� of the sound-speed per-
turbation �top panel� and resulting sound-speed profiles at various ranges
�bottom panel�.

FIG. 11. Arrival pattern in the perturbed environment with linear nonzero-
mean range dependence, predicted from exact adiabatic and coupled-mode
calculation. Comparison with the background arrival pattern �dotted line�.
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and in fact they are slightly better than the previous approxi-
mate prediction resulting from the range-dependent perturba-
tion. This indicates that in case of perturbations whose range
average is nonzero the dominant effect on travel times is that
of the range average of the perturbation and not that of range
dependence.

To focus on the effects of range dependence the pertur-
bation analysis must use the range average as a background
�reference� state. This is done in the following by taking a
new background sound-speed profile which differs from the
previous one by a term +2.5cz�z�, thus coinciding with the
range average of the perturbed range-dependent ocean envi-
ronment. The range mode about this new background state
varies from −2.5 to +2.5 and thus averages to zero. The late
arrival pattern predicted from the second Rytov approxima-
tion in this case is shown in Fig. 14. It is seen that the
prediction resulting from the perturbation of the new back-
ground coincides with the exact adiabatic calculation. This
example points to the importance of the proper selection of
the reference sound-speed profile for the application of the
Rytov approximation to study the effects of range depen-
dence.

C. Small-scale, zero-mean range dependence

The approximations obtained in Sec. III are of adiabatic
nature, see also the Appendix , and thus they are expected to
be closer to the exact adiabatic prediction, than to the exact
coupled-mode prediction, when these two differ. In order to
check this, a perturbation case beyond the limits of adiabatic
range dependence is considered. The range and depth mode
defining this perturbation are shown in Fig. 15. The range
mode is a single-loop sinusoid with scale smaller than the
double-loop length of the rays corresponding to the main
peak �highest peak in Fig. 2�, cf. Fig. 4, whereas the depth
mode is selected to concentrate around the turning depths of
these rays, such as to maximize the perturbation influence.

Figure 16 shows the effect of the perturbation magnitude
a on the Green’s function �real part� at the central frequency
of 150 Hz, and also on the travel time of the highest peak, as
predicted by the exact adiabatic and coupled-mode calcula-
tion, by the second-order �adiabatic� Born and Rytov ap-
proximations, as well as by the corresponding first-order ap-
proximations including cross terms �ct� described in the
following. The horizontal axis in this figure measures the
deviation a of the first half-cycle of the range mode �cr.
Positive a values correspond to the range mode as shown in
Fig. 15, i.e., a positive half-cycle followed by a negative one.

FIG. 12. Arrival pattern in the perturbed environment with linear nonzero-
mean range dependence, predicted from the first and second Born approxi-
mation �top panel� and the first and second Rytov approximation �bottom
panel�. Comparison with exact adiabatic prediction �light solid line� and
background arrival pattern �dotted line�.

FIG. 13. Arrival pattern in the perturbed environment with constant range
mode �equal to the average 2.5 of the range-dependent mode�, predicted
from the first and second Rytov approximation. Comparison with exact adia-
batic prediction �light solid line� and background arrival pattern �dotted
line�.

FIG. 14. Arrival pattern in the perturbed environment with linear range
dependence, predicted from the second Rytov approximation about the new
background state �range average of the distribution shown in Fig. 10�. Com-
parison with exact adiabatic prediction �light solid line� and new back-
ground arrival pattern �dotted line�. Upper right corner: Detail of the highest
peak.

FIG. 15. Range mode �top panel� and depth mode �bottom panel� defining a
small-scale sound-speed perturbation.
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Negative a values correspond to the opposite function �nega-
tive half-cycle followed by a positive one�. The background-
state corresponds to a=0.

It is seen from Fig. 16 that while the exact adiabatic
prediction is of second order, and the second-order Born and
Rytov approximations behave similarly, the exact coupled-
mode prediction exhibits a clear first-order component both
in the frequency and the time domain. Thus, for small-scale
range dependence the exact adiabatic prediction and the
Born and Rytov approximations based on the assumption of
adiabatic range dependence fail to describe the true �first-
order� character of travel-time changes. However, by retain-
ing the significant cross terms �first line� in Eq. �31� the Born
and Rytov-Keller approximations can describe first-order ef-
fects in the case of small-scale perturbations.

The results denoted by �ct� in Fig. 16 are from the first-
order Born and Rytov-Keller approximations including the
above-mentioned cross terms. These results are in good
agreement with the coupled-mode prediction both in the fre-
quency and the time domain. It is remarkable that in this case
the two approximations �Born and Rytov� describe the first-
order character of the travel-time changes nearly equally well
�the first-order Born approximation describes linear changes
in the frequency domain, whereas the first-order Rytov ap-
proximation describes linear travel-time changes—this goes
back to the first-order approximation of the phase in this
case�. Thus, by including cross terms, the Born and Rytov-
Keller approximations can be enhanced to deal with small-
scale perturbations giving rise to first-order effects.

V. DISCUSSION AND CONCLUSIONS

The objective of this work was to examine the feasibility
of using Born and Rytov approximations of the Green’s func-
tion for arrival-pattern calculations associated with long-
range pulse propagation in weakly range-dependent ocean
environments. Such calculations are important in the context
of ocean acoustic travel-time tomography, particularly in
connection with full-wave-form inversion.

The proposed approach is to use first- and second-order
Born and Rytov approximations to calculate the perturbed
frequency-domain Green’s function associated with range-
dependent sound-speed perturbations about a range-
independent background state, repeat this for a large number
of frequencies within the source bandwidth and then obtain
the time-domain acoustic field through the inverse Fourier
transform.

The use of the normal-mode representation of the back-
ground �unperturbed� Green’s function, together with the as-
sumption of adiabatic range dependence �sound-speed per-
turbations with horizontal scales large compared with the
double-loop length of the rays corresponding to the arrivals
under study�, leads to closed-form expressions describing the
perturbation behavior of the low-order modes. The perfor-
mance of the various approximations was numerically stud-
ied for propagation over a range of 600 km in simple range-
dependent ocean environments.

In the cases of large-scale �adiabatic� range dependence
considered the Born approximation failed to describe the
temporal displacement of arrivals caused by the sound-speed
perturbations, unless the perturbations were very small, cf.
Fig. 9. The reason is that the Born representation is based on
a perturbation expansion of the Green’s function itself in the
frequency domain which can hardly be translated into shifts
in the time domain �temporal displacements� through the in-
verse Fourier transform. The nature of the Born approxima-
tion makes it more suitable for backscattering problems fo-
cusing on changes in the intensity of the returning field than
for transmission problems focusing on travel-time changes.31

The Rytov approximation, on the other hand, is based on
a perturbation expansion of the phase in the frequency do-
main, which is directly associated with shifts in the time
domain. In this connection the Rytov approximation is suit-
able for modeling perturbations in the time domain with em-
phasis on temporal displacements, as is the case in ocean
acoustic travel-time tomography. However, since the acous-
tic field in the ocean is a multicomponent wave field, each
component �mode� being characterized by a different phase
and perturbation behavior the standard Rytov approximation
cannot be applied, since it imposes a single phase perturba-
tion to the whole field.

To address multimode propagation, an approach pro-
posed by Keller �Rytov-Keller approximation� was adopted
here. According to this approach the Rytov method is applied
to each wave component �mode� independently, i.e., isolated
from the other modes. In the case of adiabatic sound-speed
perturbations the effect of range dependence on travel times
is of second order, in agreement with previous ray-theoretic
results.21,22 This means that in the case of zero-mean range-

FIG. 16. The effect of the magnitude a of the small-scale perturbation on the
Greens function—real part—at 150 Hz �top panel�, and on the travel time of
the highest peak �bottom panel�, as predicted by the exact adiabatic and
coupled-mode calculation, the second-order Born and Rytov approxima-
tions, as well as by the corresponding first-order approximations including
cross terms �ct�.
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dependent perturbations of large horizontal scale first-order
approximations predict no travel-time changes. In this case
second-order approximations �or higher� are required. Fur-
ther, for the study of the effects of range dependence on
travel times it is essential to separate from the effects of
range-independent perturbations. This can be done by using
the range-average sound speed profile as a background �ref-
erence� state. Further, this will minimize range-dependent
perturbations by turning them zero-mean.

The second-order character of travel times is a result
based on the assumption of adiabaticity, i.e., of sound-speed
perturbations with large horizontal scales compared with the
double-loop lengths of the rays corresponding to the arrivals
under study. In the case of small-scale perturbations �hori-
zontal scales comparable to or smaller than the ray double-
loop lengths� the adiabatic assumption and the second-order
character of travel times no longer hold. In that case the cross
terms in Eq. �31� become important and give rise to first-
order contributions, even in the case of zero-mean range
modes. This explains why in a recent work on travel-time
sensitivity kernels43 the effects of local sound-speed pertur-
bations on travel times were described as first-order effects.
By retaining the cross terms the Born and Rytov-Keller ap-
proximations can be enhanced to deal with small-scale per-
turbations and first-order effects. These effects become less
and less important as the horizontal scale of the sound-speed
perturbation increases, and finally at the adiabatic limit they
disappear such that the second-order behavior prevails.
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APPENDIX

The axisymmetric acoustic field of a harmonic point
source for a range-dependent environment is given in the
adiabatic approximation by25

G��R,zr�zs� =
e−j�/4


w
�8�R

�
n=1

M
�n�0,zs��n�R,zr�

�kn�r�

�exp	− j�
0

R

kn�r�dr
 , �A1�

where zs is the depth of the source located on the z axis of
the �r ,z ,	� cylindrical coordinate system, R and zr are the
receiver range and depth. In the case of a range-dependent
environment the quantities �n and kn are functions of range
as well, defined by the eigenvalue problem Eq. �23� with c
=c�r ,z�. The phase of each modal component is associated
with the integral

�n = − j�
0

R

kn�r�dr . �A2�

Assuming a range-independent background environ-
ment, with sound speed profile c0�z�, and an axisymmetric
range-dependent sound-speed perturbation of the form

�cr�r��cz�z�, we can derive the perturbed phase using a
second-order Taylor expansion of kn�r� with respect to the
sound-speed about the background state26
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Substituting this expression into the integral in Eq. �A2� we
obtain
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Comparing the right-hand side with the first and second
Rytov-Keller approximation, Eqs. �48� and �50�, we observe
that the first-order adiabatic approximation is equivalent to
the dominant part of the first Rytov-Keller approximation.
Further, in case of zero-mean range dependent perturbations,
the second-order adiabatic approximation has the same
dominant part as the second Rytov-Keller approximation ex-
cept for the last term in the brackets in Eq. �A4� which does
not appear in the Rytov-Keller approximation �this term,
however, is much smaller than the previous term including
the sum over m�. Thus, the Rytov-Keller approximation has a
strong similarity with the second-order adiabatic approxima-
tion.
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I. INTRODUCTION

The acoustic behavior of the ocean bottom can affect
shallow-water transmission loss, reverberation estimation,
ocean mapping, and acoustic communications. This behavior
can be predicted by knowing the sediment parameters. His-
torically, ocean sediments have been characterized by five
parameters: the compressional and shear sound speeds and
attenuations and the density. However, recent data suggests
that this parameterization is incomplete.1–5 Current models
such as the Biot-Stoll model,6,7 the effective density fluid
model,8 and the Biot with contact squirt flow with shear drag
model �BICSQS� �Ref. 9� require up to 13 parameters for
complete characterization. Many of the parameters of these
models are difficult if not impossible to measure. Addition-
ally, current methods of sediment characterization are diffi-
cult, time consuming and invasive.10

Reflection loss measurements may provide a method of
determining the parameter set for a poroelastic sediment
which is both noninvasive and provides immediate results. In
fact, there are several studies which attempt to use reflection
loss measurements to predict sediment parameters in both a
fluid and poroelastic framework.11–15 However, many of
these investigators use interrelations between the parameters
or environmental measurements to estimate parameter val-
ues, rather than determining the parameters strictly from the
data. For example, Holland13 uses a form of the Kozeny-
Carmen equation to estimate the value of the permeability
based on the porosity. However, this method is only accurate
for the case of well-sorted, unconsolidated sediments with

roughly spherical grains.16,17 In fact, for sandy sediments, the
Kozeny-Carmen equation can overestimate permeability by
an order of magnitude.18

In another study, Schock uses an inversion of normal
reflection coefficient and attenuation measurements to obtain
estimates of sediment parameters such as porosity, bulk den-
sity, permeability, and mean grain size.15 However, Schock’s
method of determining the permeability requires the pres-
ence of a sub-bottom layer that is not always present. Also,
the estimate for permeability assumes a frequency-
independent value which has been challenged by Taylor-
Smith, who demonstrated that permeability may vary up to
an order of magnitude from the direct flow value.19 Further-
more, Schock relies on interrelational expressions or mea-
surements to determine the remaining poroelastic param-
eters. These expressions may not be valid. For example, his
expression for the frame shear modulus is dependent on the
total average stress and the porosity. However, as shown in
the BICSQS model, the frame shear modulus may be depen-
dent on the vicous drag of the interstitial fluid as well as the
contact shear properties.9

It would be useful to devise a noninvasive method of
determining the independent sediment parameters within a
poroelastic framework from one measurement. The
frequency- and angle-dependent reflection coefficient may
provide a measurement set that can uniquely define all the
parameters. The critical angle measurement is sensitive to
the underlying sound speed, while the subcritical values are
sensitive to shear speed and attenuation. Additionally, the
normal reflection coefficient is sensitive to bulk density and
porosity as shown by Schock.15 However, there has been no
detailed study to quantify the sensitivity of reflection coeffi-
cient loss measurements to poroelastic sediment parameters.a�Electronic mail: misakson@arlut.utexas.edu
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Also, since reflection loss has been shown to be frequency
dependent, there have been no studies to quantify the ability
of inversion results from one frequency band to predict the
acoustic behavior over the broadband. The ability of one
frequency band to predict the behavior of another band may
be an important feature as high-frequency measurements are
often easier to conduct.

The work presented herein contains a sensitivity study
that strives to determine the viability of using estimates of
seabed properties obtained from an inversion with angular-
and frequency-dependent reflection coefficient data to pre-
dict broadband acoustic behavior. This study focuses on four
features of the inversion. First, the relative sensitivity of each
parameter is calculated. Second, the accuracy and precision
of the inversion estimate is determined. Lastly, the parameter
set from limited frequency ranges is used to predict broad-
band acoustic behavior.

It is understood that in situ measurements will be modi-
fied by interface roughness, volume inhomogeneity, range
dependence, layering, and other experimental effects. How-
ever, the purpose of this work is to determine a baseline
viability of the technique. In other words, given the complex-
ity of the poroelastic model, are reflection coefficient mea-
surements sensitive enough to provide estimates of sediment
parameters?

The study was conducted using simulated data from
100 Hz to 1 MHz in four decade bands. The details of the
simulated data calculation are given in Sec. II. The inversion
methodology is described in Sec. III. Results are presented in
Sec. IV and conclusion are made in Sec. V.

II. SIMULATED DATA

The simulated data are computed with the Biot-Stoll
model. The data are computed for 50 frequencies on a loga-
rithmic scale from 100 Hz to 1 MHz and for 180 angles
from 1–90 deg. The Biot-Stoll formulation has been pre-
sented extensively in the literature7 and is only summarized
here. In Biot-Stoll theory, the equations are motion are gov-
erned by two coupled wave equations,

�2�He − C�� =
�2

�t2 ��e − � f�� , �1�

�2�Ce − M�� =
�2

�t2 �� fe − m�� −
�

�
F�k�

��

�t
. �2�

The fluid and frame move independently with displacements
U and u, respectively. The volumetric strain is defined by
e=div�u�, and the local fluid content increase is �=div�u
−U�. Equation �1� above describes the fluid and solid con-
servation, and Eq. �2� describes the fluid motion relative
to the solid with two important first-order correction
terms. The first term, m�, describes the inertial coupling.
This term is necessary at high frequencies since, accord-
ing to Darcy’s law, the fluid flow in the pores is not
linearly related to the pressure gradient applied. In the
Biot/Stoll formulation, m is given by �� f /�, where � is the
tortuosity of the pores, � f is the fluid density, and � is the
porosity. The second correction term, �� /��F�k� �� /�t, de-

scribes a coupling with viscosity �. Here, the fluid flow in
the pores does not follow the Poiseuille law. Therefore,
F�k� is included to model the frequency dependence of
viscous flow. The variable k is given by a��� f /��1/2,
where a is the pore size parameter. The function, F�k�,
approaches unity for low frequencies where the capillary
flow can be modeled as parabolic. The moduli H, C, and
M are derived by Stoll as7

H =
�Kr − Kb�2

D − Kb
+ Kb +

4

3
� , �3�

C =
Kr�Kr − Kb�

D − Kb
, �4�

M =
Kr

2

D − Kb
, �5�

D = Kr�1 − �� Kr

Kf−1
�� . �6�

There are 13 independent parameters in the Biot-Stoll
theory. The Biot parameters are generally grouped into three
categories. The first category contains the bulk parameters:
porosity �, fluid density � f, fluid bulk modulus Kf, grain
density �g, and grain bulk modulus Kr. These parameters are
generally well known and measurable. The fluid motion pa-
rameters form the next category: the viscosity �, the perme-
ability �, the pore size parameter a, and the tortuosity �.
These values are less well known and more difficult to mea-
sure. The last category is the frame response parameters: the
frame shear modulus, �̃=�+ i�i, the frame bulk modulus,

K̃b=Kb+ iKb,i. These properties are not known and are prac-
tically impossible to measure directly.

A. Parameter bounds

It is necessary to determine realistic bounds for each of
the Biot parameters that are explored during the inversion.
By using a realistic parameter space, we are better able to
predict the viability of the technique in a real scenario. The
system is described by a half-space of water over fluid-
saturated sediment. For the inversions that follow, the sound
speed and density of the water column are considered known
at c=1530 m/s and �=1.03 g/cm3, respectively. The param-
eter values used to generate the simulated reflection data are
based on nominal values for fluid-saturated sand and are
listed in Table I in the column labeled “true.” Twelve of the
13 parameters are varied in the inversion. However, in many
applications, one or more of these parameters would be
known. The limits of the search space for each of the param-
eters were chosen based on theoretical limits and possible
experimental conditions as explained below.

1. Bulk properties

a. Porosity, �: �Limits: 0.26–0.47� Porosity is the ratio
of volume of the pores to the total volume of the element.
For spheres, a tetrahedral close packing yields a theoretical
lower limit of 0.26; a cubic packing gives a value of 0.47,
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generally considered the upper limit for most sands.
b. Fluid density, � f: �Limits: 1.020–1.040 g/cm3� The

fluid density can vary within small limits due to temperature
or salinity. An uncertainty of ±0.020 g/cm3 is reasonable for
experimental conditions found in temperate ocean climates.

c. Fluid bulk modulus, Kf: �Limits: 2.0–2.5 GPa� The
fluid bulk modulus is usually measured using the sound
speed in the fluid, c, through c2=Kf /� f. An average value for
the water sound speed in the ocean is between 1450 and
1530 m/s, giving a fluid bulk modulus between 2.2 and
2.5 GPa. However, it has been suggested that the fluid bulk
modulus can also be dependent on the amount of absorbed
gas or gas bubbles in the sediment produced by benthic
activity.20 This effect would lower the fluid bulk modulus in
the sediment but not in the water column. Therefore, the
lower limit of the fluid bulk modulus is set to accommodate
up to 3 ppm of gas bubbles that may be produced by residual
benthic activity.

d. Grain density, �g: �Limits: 2.6 to 2.7 g/cm3�. The
value of �g has been measured for quartz sand at
2.650 g/cm3 and should vary little when the grain material is
uniform.

e. Grain bulk modulus, Kr: �Limits: 32 to 49 GPa� The
bulk modulus of quartz is 36 GPa from standard references.
In one study, the grain bulk modulus of sand in a laboratory
tank was determined from a suspension of sand grains in a
liquid with a density matching that of the sand grains using
Wood’s equation. This measurement produced a 95% confi-
dence interval of 32 to 49 GPa.21

2. Fluid flow properties

a. Viscosity, �: �Limits: 1.0	10−5–1.5	10−3

kg/ �m s��. The viscosity is found to vary little when
measured.3 The expected value of viscosity of water is
1.0E−3 kg/ �m s� from standard references.

b. Permeability, �: �Limits: 1	10−13 to 1	10−9 m2�
Permeability measures quantitatively the ability of a porous
medium to conduct fluid flow. By comparing a number of
measurement techniques in order to quantify their relative

inaccuracies. Taylor-Smith has found that permeability can
vary as much as two orders of magnitude depending on the
measurement.19 Also, Taylor-Smith points out that in some
cases the Biot model can predict permeabilities that are sev-
eral orders of magnitude higher than what is measured, while
in other cases, the Biot model predicts the same values that
are found from direct flow methods. One of the possible
explanations may be that permeability is frequency depen-
dent. Although, much of the frequency dependence of the
permeability is accounted for within the Biot model through
the viscous loss term, some frequency dependence in the
permeability can arise from grains which are not part of the
frame and are floating. In a high-frequency regime, these
grains remain suspended. While in the constant flow regime,
these particles would tend to be pushed into pore openings,
decreasing the permeability. Therefore, for this study, the
permeability is given wide limits.

c. Pore size, a: �Limits: 2	10−6–2	10−4 m� The pore
size is the size of the pore space between the sand grains.
The Kozeny-Carmen equation relates the values of perme-
ability �, tortuosity �, porosity �, and pore size a22

� =
a2�

8�
. �7�

For the purposes of this inversion, the pore size was
calculated using the Kozeny-Carmen equation.

d. Tortuosity, �: �Limits: 1–3 m2� Tortuosity is the
square of the ratio of the minimum path length of a contigu-
ous path through the pore network to the straight-line path.
For uniform cylindrical pores with axes parallel to the gra-
dient, the tortuosity equals 1, while for a random system of
uniform pores with all possible orientations, the theoretical
maximum value is 3.

3. Frame properties

a. Frame shear modulus, �+ i�i: �Limits, real part: 1
	107–2	109 Pa; imaginary part: 0–1	108 Pa�. The frame
shear modulus is the resistance of the frame to a tangential
deformation, and generally, its value is unknown. However,
in an elastic medium the shear wave speed cs is related to the
real part of the frame shear modulus � by

cs =	�

�
. �8�

Although this equation is not entirely valid for the poroelas-
tic case because of the effects of the interstitial fluid, it is
useful for determining the order of magnitude of the frame
shear modulus. The shear wave speed has been measured
between 70 and 147 m/s in sandy sediments at a frequency
of 300 Hz to 10 kHZ.23,24,10,25,26 There are no measure-
ments of the shear wave speeds at the upper end of the
frequency range because the high shear attenuation at
these frequencies prohibits the measurement. Therefore, a
shear wave speed of 1000 m/s will be taken as the upper
limit. For a shear wave speed of 90 m/s, the frame shear
modulus is 16 MPa. While for a shear wave speed of
1000 m/s, the frame shear modulus is 1.0 GPa. Therefore,

TABLE I. Biot parameters used to generate the simulated reflection data and
bounds on the parameters in the analysis. The pore size is not varied inde-
pendently in the inversion but is calculated with the Kozeny-Carmen equa-
tion, Eq. �7�.

Parameter True Min. Max.

� f-g /cm3 1.03 1.02 1.04
Kf-GPa 2.3 2.0 2.5
�-kg/ �m s� 1.0	10−3 1.0	10−5 1.5	10−3

�s-g /cm3 2.69 2.6 2.7
Kr-GPa 36 32 49
� 0.38 0.26 0.47
�-m2 1.35 1.0 3.0
ap-m 2.67	10−5

�-m2 2.5	10−11 1	10−13 1	10−9

�-Pa 3.0	107 1	107 2	109

�i-Pa 1.0	106 0 1	108

Kb-Pa 4.4	107 1	107 3.6	108

Kb,i-Pa 1.0	106 0 1	108
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due to lack of knowledge of shear modulus, and the fact
that the shear wave speed has not been measured for high
frequencies in unconsolidated sediments, this parameter is
allowed to vary widely.

Since frictional losses can occur with the deformation of
the frame, an imaginary part of the frame shear modulus �i

is included to account for the deformation and has a value
that is related to the shear attenuation. It is difficult to obtain
a value for the shear attenuation at high frequency, and data
taken in the 1–20-kHz range suggest that the attenuation is
not truly linear with frequency.25 Therefore, large limits are
set on �i to account for this uncertainty and frequency de-
pendence.

b. Frame bulk modulus Kb+ iKb,i: �Limits, real part: 1
	107–3.6	108 Pa; imaginary part: 0–1	108 Pa� The
frame bulk modulus is the resistance of the frame to a com-
pressional deformation. The frame bulk modulus of water
saturated sand is unknown and is allowed to vary widely.

III. INVERSION METHOD

The overall purpose of the inversion algorithm is to ob-
tain estimates of the unknown parameters required to pro-
duce modeled values that best match the data. The elements
of the inversion process are �1� the forward model; �2� the
cost function used to quantify the match between model and
data; and �3� the technique used to search the parameter
space.

A. Forward model

For the present work, the OASES �Ocean Acoustics and
Seismic Exploration Synthesis� Reflection Coefficient Mod-
ule �OASR� from the OASES package version 2.1, is the for-
ward model in the inversions. OASES is a collection of pro-
grams used to model acoustic propagation in layered fluids
and sediments.27

OASR is the submodule of the OASES analy-
sis package that calculates reflection loss coefficients over a
given range of sampling frequencies and grazing angles. In
addition, OASR can accommodate both elastic and poroelastic
models of the seafloor and its strata. A theoretical description
of the reflection model is found in Ref. 28 and generally
follows the derivation found in Appendix B of Ref. 7.

B. Optimization

The cost function to be optimized in the inversion quan-
tifies the mismatch between the model and the data. When a
perfect match is obtained, the value of the cost function is 1.
The inversion attempts to maximize the cost function by ad-
justing the modeling parameters. The ideal cost function
should have a varied landscape with significant gradients to
optimize the chance of finding the global maximum.

The cost function considered for this work is a relative,
least-squares cost function defined by

C�x� = 1 −
1

NfN



f ,

�Rd�f ,
� − Rm�f ,
,x�

Rm�f ,
,x� �2

, �9�

where Rd�f ,
� is the magnitude of the reflection coefficients
measured at frequency f and grazing angle 
, and Rm�f ,
 ,x�

are the corresponding modeled values obtained for the set of
N parameters in x. Because this is an analytic function, it is
expected to have continuous and finite derivatives.

Inversions not only require a quantitative comparison of
experimental and modeled data but also a strategy for sam-
pling the N-dimensional parameter search space. To accom-
plish this task, a simulated annealing �SA� algorithm29 is
used to optimize the cost function. SA searches for the global
maximum of the cost function using random perturbations
and sequential variation of parameters with probabilistic cri-
teria to accept and reject possible solutions. In this present
work, OASR constructs a forward model based on the param-
eter variations from SA. The SA algorithm terminates when
convergence is achieved.

C. Rotated coordinates

To obtain more information about how parameters are
coupled to each other and the relative sensitivities of the
reflection coefficient to changes in the parameters, rotated
coordinates are computed that can be used to navigate the
search space in the inversion.30 The coordinate rotation of
the parameter space is defined using the eigenvectors of K,
the covariance matrix of derivatives of the cost function with
respect to the N individual parameters. The components of K
are defined as

Kij = �
�

�C

�x̂i

�C

�x̂j

d� , �10�

where i , j=1, . . . ,N, and C is the cost function. To effec-
tively compare the parameters in x, the dimensions are re-
moved by dividing each parameter by the difference in the
maximum and minimum values: x̂i=xi / �xmaxi−xmini�. � de-
fines the bounds on the parameter space. The integration
is carried out using Monte Carlo integration techniques.31

The N eigenvectors of K are the rotated coordinates and
indicate how the parameters are coupled. The rotated coor-
dinates vi and the eigenvalues si provide information about
the relative sensitivities of the cost function to changes in the
individual parameters. For example, the rotated coordinate
that corresponds to the largest eigenvalue of K defines the
most efficient way to increase the cost function. Each rotated
coordinate can be used in turn to vary the individual param-
eters in a fast simulated annealing algorithm32 as in Ref. 30.

As an example, the rotated coordinates obtained for the
Biot parameters, using the simulated reflection data from
0.1–1 kHz, the bounds listed in Table I, and 1200 samples in
the Monte Carlo integration, are shown in Fig. 1. Each ro-
tated coordinate, or eigenvector, is plotted as a row in Fig. 1,
and the displacement of each circle from the dotted line in-
dicates the amplitude of the element in the eigenvector cor-
responding to each parameter. The rotated coordinates have
been sorted according to the eigenvalues, shown in Fig. 2.
The eigenvalues are scaled by the largest eigenvalue and
plotted on a logarithmic scale. In the first rotated coordinate,
the top line in Fig. 1, the real part of the frame shear modu-
lus, �, and the real part of the frame bulk modulus have the
largest amplitudes. Thus, over the bounds specified in Table
I, the most effective way to increase the cost function for this
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frequency band is to change � and Kb in the ratio indicated.
The second rotated coordinate reveals coupling between the
porosity, �, and the frame shear modulus. The third rotated
coordinate has a large component from the permeability, �.
In the fourth rotated coordinate, the porosity, �, the real part
of the frame bulk modulus and the fluid bulk modulus have
contributions. The tortuosity has a large component in the
fifth rotated coordinate. The sixth rotated coordinate is domi-
nated by the viscosity, �, and the tortuosity, �. The remaining
rotated coordinates can be interpreted in the same manner.
Every parameter is represented in at least one of the rotated
coordinates. Parameters that only have large amplitudes in
the higher order rotated coordinates, especially those which
correspond to eigenvalues that are three orders of magnitude
or more smaller than the largest eigenvalue, do not influence
the cost function significantly as they are varied over the
bounds �.

It is important to remember that the eigenvalues and
rotated coordinates can be highly dependent on the bounds
on the integration � in Eq. �10�. For example, the limits on
the well-known parameters, such as densities of the fluid and

grains, are very small. Thus, varying these parameters within
these limits has very little effect on the forward model, and
the rotated coordinates. Therefore, the rotated coordinates
with large amplitudes for those parameters are associated
with much smaller eigenvalues.

IV. RESULTS

The simulated reflection data are analyzed in four ways.
�1� The sensitivity of each parameter is determined by com-
puting the rotated coordinates which indicate which param-
eters most influence the cost function over the specified
bounds. �2� The accuracy of the parameter estimates is de-
termined by comparison to the true values. �3� The precision
of the inversion results is investigated by considering scatter
plots of the accepted parameter values versus the the associ-
ated cost functions values. �4� The ability of the parameter
estimates to predict broadband acoustic behavior is evaluated
by comparing the predicted broadband compressional sound
speed, attenuation, normal reflection coefficient, and shear
speed.

A. Parameter sensitivity

Rotated coordinates are calculated separately for each
decade of the frequency band 100 Hz to 1 MHz. The results
of the sensitivity analysis are presented in Tables II–V. Pa-
rameters are ranked from most sensitive �MS� to least sensi-

FIG. 2. Eigenvalues associated with the rotated coordinates in Fig. 1. The
scaled eigenvalues are the ratios of each eigenvalue to the largest on a log
scale.

FIG. 1. Rotated coordinates for 12 of the Biot parameters calculated with
the bounds shown in Table I for reflection data with frequencies 0.1–1 kHz.

TABLE II. Parameters estimates and sensitivities obtained from simulated annealing inversions for the 100-
Hz to 1-kHz frequency band.

Parameter Estimate Sensitivity Accuracy Precision Couplings

� f-g /cm3 1.031 LS 0.09% NB
Kf-GPa 2.23 MS �2,4� 3% LB,UB �, �

�-kg/ �m s� 0.788	10−3 S�5,6� 21% LB
�s-g /cm3 2.67 LS 0.8% UB, LB
Kr-GPa 39.8 LS 10% LB
� 0.372 MS�2,4� 2% LB, UB �, Kf

� 1.32 S�5,6� 21% LB, UB �

�-m2 1.97	10−11 MS�3� 21% UB
�-Pa 3.0	107 MS�1,2� 0% UB Kb

�i-Pa 1.0	106 LS 0% LB, UB
Kb-Pa 4.33	107 MS�1,4� 2% UB �

Kb,i-Pa 9.5	106 LS 850% UB
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tive �LS� in the following manner. If the parameter has a
significant magnitude in the first three eigenvectors, it is con-
sidered most sensitive �MS�. If it is only represented in the
fourth through sixth eignevector it is considered sensitive
�S�. If a parameter does not have a contribution in the first
six eigenvectors it is considered least sensitive �LS�. For the
parameters from the first five eigenvectors, the eigenvector
number is also annotated.

Also, some parameters are coupled as described in Sec.
III C. The parameter couplings are provided in the column
“couplings.”

From Tables II–V, the inversion should obtain good es-
timates for the fluid bulk modulus Kf, porosity �, permeabil-
ity �, and frame shear and bulk moduli � and Kb, respec-
tively, for the lowest two frequency bands with less
sensitivity for the frame bulk modulus as the frequency in-
creases. Above 100 kHz, the inversion is less sensitive to the
permeability while the dependence on the tortuosity in-
creases. This is due to permeability being one of the major
parameters affecting the transition region on the dispersion
which is strongest in the 100 Hz–100-kHz region. �See Fig.
4.�

Although the inversion is sensitive to many parameters,
estimating their value may be difficult due to coupling. For
example, although there is a contribution of the fluid bulk

modulus Kf, in many of the rotated coordinates, estimation
of its values in this manner may prove difficult. This type of
coupling may cause inaccuracies both in the estimation of Kf

and �.
Lastly, as described in Sec. III C, the sensitivities calcu-

lated are dependent upon both the underlying model and the
bounds chosen for the parameters. Therefore, these results
should be used to determine of the viability of the entire
technique rather than to gain insight of the coupling of pa-
rameters within the Biot model.

B. Accuracy of parameter estimates

The accuracy of the parameter estimates is determined
by comparing the inversion results to the real values and
computing the relative error as shown in Tables II–V. As
seen in the tables, generally good estimates are obtained for
the most sensitive parameters with a few exceptions. For
example, in the highest frequency band, estimates for the
porosity and tortuosity are less accurate due to the coupling
between these parameters.

The inversion provides a good estimate of the porosity,
fluid bulk modulus, and frame shear modulus over the entire
band. Permeability estimates are good in the lower frequen-
cies where the influence of the dispersion transition is appar-

TABLE III. Parameters estimates and sensitivities obtained from simulated annealing inversions for the
1–10-KHz frequency band.

Parameter Estimate Sensitivity Accuracy Precision Couplings

� f –g/cm3 1.020 LS 0.9% NB
Kf –GPa 2.05 MS�3,5,6� 11% UB
�–kg/ �m s� 0.821	10−3 LS 17% LB
�s–g/cm3 2.67 LS 3% LB, UB
Kr–GPa 43.4 LS 20% LB
� 0.342 MS�3,5,6� 10% UB, LB �, �i

� 1.25 S�4,5,6� 7% LB, UB
�–m2 2.01	10−11 MS�2� 19% UB
�–Pa 3.0	107 MS�1,4,5,6� 2% UB, LB �, �i

�i–Pa 1.0	106 S 0% LB, UB �, �

Kb–Pa 4.48	107 S�6� 2% UB, LB
Kb,i–Pa 1.38	106 LS 38% UB

TABLE IV. Parameters estimates and sensitivities obtained from simulated annealing inversions for the 10-
100-kHz frequency band.

Parameter Estimate Sensitivity Accuracy Precision Couplings

� f-g /cm3 1.0387 LS 0.8% NB
Kf-GPa 2.36 MS�2,6� 3% LB, UB �, Kb

�-kg/ �m s� 3.6	10−4 LS 63% LB, UB
�s-g /cm3 2.70 LS 0.3% NB
Kr-GPa 45.4 LS 26% LB
� 0.399 MS�2,3� 5% LB, UB Kf, �, Kb

� 1.45 MS�3,4� 7% LB, UB �, Kb

�-m2 0.759	10−11 S 69% UB
�-Pa 2.86	107 MS�1� 5% LB, UB
�i-Pa 1.08	106 LS 8% LB, UB
Kb-Pa 2.74	107 MS�2,3,4,6� 37% UB Kf, �, �

Kb,i-Pa 2.04	106 LS 104% UB
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ent in the reflection coefficient. As the inversion becomes
less sensitive to permeability in the upper frequencies, the
estimate is also less accurate. Lastly, the estimate for tortu-
osity is accurate in the midfrequencies where it is sensitive
but less accurate in the highest frequency band where it is
strongly coupled with the porosity. This coupling also de-
creases the accuracy of the porosity estimate for the band.

C. Precision of parameter estimates

The precision of the parameter estimates can be deter-
mined by plotting each of the parameter estimates in the
inversion model versus the cost function value. The esti-
mates listed in Tables II–V occur at the highest cost function
value. In order to reduce clutter on the scatter plots, an en-
velope is drawn to encompass all the highest values of the
cost function as illustrated in Fig. 3. Additionally, a dashed
vertical line is plotted at the correct value of the parameter.

Three parameters from the inversion, grain density �s,
porosity �, and permeability �, are shown for the four fre-
quency bands. The lowest frequency band is indicated by the
lightest line and the highest by the darkest with increasing
shades in between. A flat or wide envelope as with the grain
density shown in Fig. 3�a� reveals that, even though the in-
version returns an estimate for the parameter, the uncertainty
associated with the estimate is essentially equivalent to the
bounds on the parameter. For the data employed in the in-
version, a parameter such as the one represented in Fig. 3�a�
has no effect on the reflectivity when varied over these
bounds. A tight envelope about the final inverted value indi-
cates a well-determined parameter as in Fig. 3�b�. As seen in
the figure, the porosity estimates has both an upper and lower
bound and is well defined. Note also that, although porosity
is precisely determined for the highest band of frequencies,
the estimate is not accurate. This is due to the coupling of
porosity with other parameters such as tortuosity as de-
scribed in the previous section. Lastly, a parameter may only
have a lower or upper bound as illustrated with the perme-
ability in Fig. 3�c�.

Tables II–V summarize the precision of each parameter.
“NB” indicates no bound as in Fig. 3�a�. “LB,UB” indicates

that there are both an upper and lower bound present. Lastly,
“UB” or “LB” indicate an upper or lower bound as in Fig.
3�c�.

Although this is a somewhat simplistic method of deter-
mining uncertainties, it provides a qualitative comparision of
the reliability of the parameter estimates obtained by the in-
version. More rigorous approaches to the problem of estimat-
ing uncertainty have been suggested.33–35 However, these
methods have not yet been applied to the Biot model.

There are four key points summarized in Tables II–V.
�1� The most precise and accurate parameters as shown by
the scatter plots are generally given by the parameters which
have a large contribution to eigenvectors associated with the
largest eigenvalues. �2� Parameters with very small bounds
are generally not sensitive in the inversion. �3� A subset of
parameters is sensitive across all frequency bands, namely
porosity, fluid bulk modulus, and frame shear modulus. �4�
There is a frequency dependence of the sensitivity of the
Biot parameters. This is most evident in the permeability,
which is sensitive and accurate in the lower frequencies and
less sensitive and less accurate in the upper frequencies.

D. Implications for the predictive abilities of reflection
coefficient inversion

The parameter estimates obtained from the inversion in
each frequency range were used to calculate the broadband

TABLE V. Parameters estimates and sensitivities obtained from simulated annealing inversions for the 100-
kHz–1-KHz frequency band.

Parameter Estimate Sensitivity Accuracy Precision Couplings

� f-g /cm3 1.034 LS 0.3% NB
Kf-GPa 2.50 MS�2,6� 9% LB �, Kb

�-kg/ �m s� 1.5	10−4 LS 48% LB
�s-g /cm3 2.62 LS 3% UB
Kr-GPa 48 LS 33% LB
� 0.427 MS�2,3,4� 12% LB, UB Kf, �, Kb

� 2.05 MS�3,4� 51% LB, UB �

�-m2 0.923	10−11 S�5� 63% UB
�-Pa 2.29	107 MS�1� 23% UB
�i-Pa 0.581	106 LS 481% LB, UB
Kb-Pa 6.28	107 MS�2,3,4,6� 42% LB, UB Kf, �, �

Kb,i-Pa 5.03	106 LS 403% UB

FIG. 3. Envelope plots for the grain density �s, porosity �, and permeability
� for the four frequency bands.
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compressional sound speed, attenuation, normal reflection
coefficient, and shear sound speed. This analysis provides an
estimation of the predictive abilities of inversions from par-
ticular frequency regimes and indicate which frequency
ranges should be measured in order to predict the broadband
behavior.

First, consider the dispersion curve in Fig. 4. Inversions
from the two lowest frequency decades, 0.1–10 kHz, cor-
rectly predict the value and shape of the dispersion curve
over the entire four-decade band, while the inversion esti-
mates from the two highest decades do not. At the highest
frequency, 100–1000 kHz, shown as the black line, the pre-
diction obtained from the parameter estimates fails to match
the values for the low-frequency sound speed and much of
the transition region. This implies that inversions based on
reflection coefficient measurements taken at high frequencies
alone are not sufficient to describe broadband behavior. This
is almost entirely due to the poor estimate of permeability. In
contrast, inversions from the lower frequencies matched the
entire curve very well. Therefore, if reflection coefficient in-
versions are to be used as a tool for sediment characteriza-
tion, low-to midfrequency data covering the transition region
of the dispersion curve should be used.

Similar results are evident in the attenuation �Fig. 5� and
normal reflection coefficient �Fig. 6�. It is clear from these
figures that inversion based on low-or midfrequency reflec-
tion data are adequate to describe the broadband behavior
while high-frequency data inversions are not. This is espe-
cially evident in the normal reflection coefficient where there
is a large drop in the reflectivity over the transition region.
The frequency of the nadir of the normal reflection coeffi-
cient is highly influenced by the value of the sediment per-
meability, while the depth of the decrease is dependent on
the porosity. Therefore, for the range of frequencies over
which the inversion is not sensitive to the permeability, the
inversion estimates do not provide a good estimate of the
frequency of the decrease, while if the porosity is poorly
described the depth of the decrease is not accurate.

Lastly, the inversion estimates are used to predict the

broadband shear sound speed. At the outset, good predictions
for the shear wave speed were not expected because coupling
between the water-borne wave and shear wave were ex-
pected to be weak due to the large sound-speed mismatch.
However, the frame shear modulus was highly sensitive in
the inversion and good estimates for this parameter were
obtained. This is due to the influence of the shear wave on
the reflection coefficient at low grazing angles. Figure 7
shows the influence of the frame shear modulus at a grazing
angle of 3 deg. When the frame shear modulus is at the
upper bound, there is significant coupling into the shear
mode and the reflection coefficient is greatly affected. How-
ever, when the change in frame shear modulus is small, there
is a much smaller change in the reflection coefficient that
would be difficult to measure in practice. Because of the
large effect at high values of the frame shear modulus, good
estimates for the shear wave speed were obtained for every
frequency band inversion with the lowest frequency bands

FIG. 4. The compressional sound speed associated with the parameters in
Table I and the inversion results in Tables II–V.

FIG. 5. The compressional attenuation associated with the parameters in
Table I and the inversion results in Tables II–V.

FIG. 6. The normal reflection coefficient associated with the parameters in
Table I and the inversion results in Tables II–V.
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the most accurate. �See Fig. 8.� Therefore, the shear wave
speed may be predicted using reflection coefficient inver-
sions with decreasing accuracy as frequency increases.

V. CONCLUSIONS

This study sought to determine the ability of parameter
estimates obtained from inversions based on reflection data
for a limited frequency range to predict broadband behavior.
Simulated reflection coefficient data were produced over a
large frequency range, 100 Hz to 1 MHz, using the Biot po-
roelastic model as formulated by Stoll. The data were ana-
lyzed in 4 decade regimes, 0.1–1, 1–10, 10–100, and
100–1000 kHz. The results were analyzed with respect to
four criteria: �1� The sensitivity of the inversion to each pa-
rameter was determined by calculating the rotated coordi-
nates. �2� The accuracy of the inversion was computed by
comparing the parameter estimates to the true values. �3� The
precision of the estimates was qualitatively determined using
scatter plots of the accepted parameter values versus the cost

function. �4� The estimates were considered for their ability
to predict the broadband acoustic behavior over the broad-
band.

There are four primary results of this work. First, inver-
sions based on reflection coefficient data give reasonable pa-
rameter estimates, especially for the most sensitive param-
eters. Three parameters were accurately determined for every
frequency band: porosity, fluid bulk modulus, and frame
shear modulus. Additionally, the lowest two frequency bands
give good estimates for the permeability. The predicted ac-
curate estimate of permeability and frame shear modulus
demonstrates improvement over the normal reflection coeffi-
cient inversion which required additional measurements or
interrelational expressions to estimate these quantities.15 For
the highest frequency band, the estimate for porosity is
somewhat less accurate due to a coupling with the tortuosity.
Since reflection coefficients can be measured noninvasively,
there is potential that such inversions could provide a means
of characterizing ocean seabeds.

Second, the sensitivity of the reflection coefficient data
to the Biot parameters is frequency dependent. This is espe-
cially evident in the case of permeability. In the lowest two
frequency regimes, in which the dispersion transition is ap-
parent in the reflection coefficient, permeability is highly
sensitive and a good estimate for permeability is determined.
In contrast, for frequencies above the transition region, per-
meability is less sensitive and accurate estimates are not ob-
tained.

Third, data taken over a limited high-frequency range
may not be able to fully describe broadband acoustic behav-
ior. Inversion results for single-decade frequency bands that
included a portion of the low-frequency to high-frequency
sound speed transition region successfully predict the disper-
sion, attenuation, normal reflection coefficient, and shear
speed for the entire four-decade band. However, when only
frequencies above the transition region were used in the in-
version, the resulting parameter estimates were unable to ac-
curately predict the broadband behavior.

Fourth, reasonable estimates of the shear speed were de-
termined using reflection coefficient data. This result was
unexpected due to the large speed mismatch of the water-
borne sound and the sediment shear wave. However, the
frame shear modulus was found to be sensitive due to the
influence of the shear speed on low grazing angle reflection
data.

Finally, it should be noted that these conclusions are
based on inversions from data simulated by a particular re-
alization of the Biot-Stoll model. Significant differences have
been noted when comparing the Biot-Stoll model to experi-
mental data,9 implying a more complicated physical model.
Also, experimental data may include effects of interface
roughness, volume inhomogeneities, range dependence, lay-
ering, and other experimental effects. The influence of these
effects on the inversion will be explored in subsequent pub-
lications.
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The West Indian manatee �Trichechus manatus latirostris� has become an endangered species partly
because of an increase in the number of collisions with boats. A device to alert boaters of the
presence of manatees is desired. Previous research has shown that background noise limits the
manatee vocalization detection range �which is critical for practical implementation�. By improving
the signal-to-noise ratio of the measured manatee vocalization signal, it is possible to extend the
detection range. The finite impulse response �FIR� structure of the adaptive line enhancer �ALE� can
detect and track narrow-band signals buried in broadband noise. In this paper, a constrained infinite
impulse response �IIR� ALE, called a feedback ALE �FALE�, is implemented to reduce the
background noise. In addition, a bandpass filter is used as a baseline for comparison. A library
consisting of 100 manatee calls spanning ten different signal categories is used to evaluate the
performance of the bandpass filter, FIR-ALE, and FALE. The results show that the FALE is capable
of reducing background noise by about 6.0 and 21.4 dB better than that of the FIR-ALE and
bandpass filter, respectively, when the signal-to-noise ratio �SNR� of the original manatee call is
−5 dB. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2202885�

PACS number�s�: 43.30.Sf, 43.60.Bf �EJS� Pages: 145–152

I. INTRODUCTION

According to the United States Coast Guard, the number
of registered boats in Florida has grown to over 900 000 as
of 2001 �United States Coast Guard, 2002�. The population
of the West Indian manatee �Trichechus manatus latirostris�
has also increased slightly in recent years, reaching an esti-
mated population of 3276. Between 1995 and 2002 the per-
centage of mortalities of the West Indian manatee due to
watercraft strikes has risen from 22% to 31% �Florida De-
partment of Environmental Protection, Division of Marine
Resources, 1996; Florida Fish and Wildlife Conservation
Commission, 2002�. This has led to increased research into
manatee avoidance technologies. A spatially fixed system to
alert boaters of the presence of manatees is desired, as op-
posed to a device mounted on an individual boat that would
be cost prohibitive to boaters and not likely adopted by the
boating community. Once the presence of one or more mana-
tees is detected within a navigable channel, their presence,
and thus the need for boaters to slow to idle speed, could be

signaled via a variety of methods, such as brilliant flashing
strobe lights atop strategically placed marker pilings strad-
dling that section of channel where manatees are present.
Several methods to detect manatees have been proposed and
include �1� a passive acoustic based detection system �Her-
bert et al., 2002; Mann et al., 2002; Niezrecki et al., 2003�,
�2� an above water infrared detection system �Keith, 2002�,
and �3� an underwater active sonar based system �Bowles,
2002�. A more detailed literature review of manatee vocal-
izations can be found in the paper by Niezrecki et al. �2003�.

It is important to point out that in some situations mana-
tees can exhibit long periods of silence when no vocaliza-
tions are made �Nowacek et al., 2003�. The implementation
of a passive acoustic detection system will certainly have to
account for periods when a manatee is not vocalizing. As-
suming the detection ranges are sufficiently large for feasi-
bility, the system could be implemented to slow boats down
for a long period of time. If a manatee is detected, the warm-
ing system could be configured to indicate that a manatee is
present in the waters for a period of hours or even a day.

a�Electronic mail: christopher_niezrecki@uml.edu
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Therefore, calling rates are probably not as important to ad-
dress as the manatee vocalization detection range and are not
likely to limit the feasibility of a system.

Previous research has shown that background noise lim-
its the manatee vocalization detection range of acoustic-
based detection systems �Phillips et al., 2005, Yan et al.,
2005�. Primary examples include boat and snapping shrimp
noise. Secondary noise sources are generated by wind, rain,
water movement, and other biological species. Having a sys-
tem with a large detection range is critical for practical
implementation. By improving the signal-to-noise ratio
�SNR� of the manatee vocalization signal, it is possible to
extend the detectable range of manatee vocalizations while
also reducing the false alarm rate and the number of missed
calls.

An efficient method to improve the SNR of manatee
calls using a finite impulse response �FIR� adaptive line en-
hancer �ALE� was previously proposed by Yan et al. �2005�.
However, the performance of the FIR-ALE is limited by sev-
eral factors. First, the misadjustment, defined as the dimen-
sionless ratio of the average excess mean square error to the
minimum mean square error, is given by Widrow et al.
�1976�.

M = �L�xx�0� �1�

where � represents the step size of the adaptive filter, L is
the order �i.e., number of weighting coefficients� of the adap-
tive filter, and �xx is the autocorrelation function for the
input x�k� of the ALE,

�xx�j� = E�x�k�x�k + j�� , �2�

where E�� represents the expected value. Increasing L will
narrow the filter pass band about the harmonics, thus im-
proving the estimate of signal amplitude for a given SNR of
the input. On the other hand, a small L is desired to minimize
the misadjustment, as shown in Eq. �1�, and reduce the re-
quired computation time. Furthermore, although an increase
in M can be compensated for by decreasing the step size �,
a small step size will unfortunately decrease the convergence
rate and the ability of the adaptive filter to track a nonsta-
tionary signal such as a manatee vocalization.

An alternative approach uses an infinite impulse re-
sponse �IIR� structure. Although a FIR filter is easier to
implement, its performance is generally inferior to an IIR
filter with the same order. That is to say, the IIR structure
ALE can provide the same performance as FIR-ALE with
much lower order �Chang, 1993�. The primary challenge as-
sociated with an IIR filter is maintaining its stability.

Within this paper, a constrained IIR adaptive line en-
hancer, proposed by Glover and Chang, which is called feed-
back ALE �FALE�, is implemented to reduce the background
noise �Glover and Chang, 1989�. Additionally, a bandpass
filter is used as a baseline to compare the performance of
FIR-ALE and FALE. In the previous work by. Yan et al..,
only four vocalizations were evaluated �Yan et al., 2005�. In
this paper a library of 100 manatee calls was created, and
each call was placed into one of ten categories. The perfor-

mance of each method is evaluated via the 100 different
calls. This allows a more comprehensive evaluation of the
various algorithms.

The paper is organized as follows. The theoretical devel-
opment of the FALE algorithm is presented in Sec. II, and
the library of the manatee calls is established in Sec. III. The
simulation results are shown in Sec. IV, and the conclusions
are discussed in Sec. V.

II. THEORETICAL DEVELOPMENT OF THE
FEEDBACK ALE

Widrow et al. first proposed the adaptive line enhancer
based on the Widrow-Hoff least-mean-square �LMS� adap-
tive algorithm �Widrow et al., 1975�. As stated earlier, the
ALE can be classified into two main categories: FIR- �an all
zero filter� based and IIR- �a pole-zero filter� based algo-
rithms. The performance of the FIR-ALE implemented by
Yan et al. on the background noise cancellation of manatee
vocalizations is described in a prior paper �Yan et al., 2005�.
A constrained IIR adaptive line enhancer called FALE was
proposed by Glover et al. and is implemented to reduce the
background noise of the manatee calls studied in this paper.
The block diagram of the FALE is shown in Fig. 1. The
primary input x�k� is assumed to be of the form

x�k� = s�k� + n�k� , �3�

where, for the manatee problem, s�k� represents the manatee
vocalization, n�k� represents the background noise, and x�k�
represents the observed manatee call corrupted by back-
ground noise, which is measured by a single hydrophone.
The reference input x��k� is a delayed version of the signal
that is the summation of the scaled version of the primary
input x�k� and the narrow-band output ŝ�k�:

x��k� = �ŝ�k − �� + �1 − ��x�k − �� , �4�

where � is the feedback constant and � represents the delay
parameter that decorrelates the background noise. The en-
hanced narrow-band signal ŝ�k� is added to the primary input
�via the feedback path�. The narrow-band output, when ini-
tially fed back, is matched in phase to that in the primary
input but is smaller in amplitude and corrupted by residue
noise �Glover and Chang, 1989�. As the narrow-band output
is refiltered, the noise component is progressively reduced.
This process improves the correlation between the narrow-
band signal in the reference and primary inputs.

FIG. 1. Block diagram of the feedback adaptive line enhancer �FALE�.
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The transfer function between the primary input and the
narrow-band output for the algorithm of FALE, H�z�, is
given by

H�z� =
Ŝ�z�
X�z�

=
�1 − ��z−�F�z�
1 − �z−�F�z�

, �5�

where F�z�=�k=0
L−1akz

−k is the z transform of the weights of
the adaptive FIR filter. z−�F�z� represents the transfer func-
tion of the FIR filter with the line delay included. �F�z�� is
less than 1 on the unit circle and increases to infinity at the
origin because the poles of the FIR structure are located at
the origin. Since 0���1, and 1/��1, the roots of the
denominator of H�z� must lie within the unit circle. There-
fore, FALE is stable as long as �F�z�� is less than 1 on the
unit circle �Chang, 1993�.

The convergence rate of an adaptive filter is an impor-
tant factor for tracking a nonstationary signal. However, the
poles of the IIR filter decrease the convergence rate com-
pared to an FIR filter. Therefore, a larger step size is needed
for the FALE to track nonstationary signals. However, the
feedback structure of the FALE moves the zeros and poles
closer to the unit circle as �→1, which makes the bandwidth
narrower. Therefore, a small disturbance in the weights may
cause a large fluctuation in the frequency response of the
FALE, and a smaller step size is required to maintain a stable
adaptation process of the FALE. Hence, there exists a
tradeoff between the stability and tracking ability of the
FALE. Marshall suggested that if the FALE is able to track a
nonstationary signal, increasing the amount of feedback �
can improve the accuracy of its instantaneous frequency es-
timate �Marshall, 1994�. However, the simulation results pre-
sented in Sec. IV show that if the FALE cannot track a non-
stationary signal, its performance is worse than that of the
FIR-ALE. Therefore, the step size should be large enough to
track the nonstationary signal of interest yet small enough to
maintain stability.

If �=0, then the FALE reduces to the FIR-ALE. There
exists a range of � that presumably makes the FALE superior
to the FIR-ALE. The simulations of Glover and Chang show
that the “optimum” value of � varies from 0.4 for high SNR
cases to somewhat less than 0.9 for lower SNR cases. For
��0.4, the impact of the feedback within the systems is not
readily apparent, while for ��0.9, the estimation error is
increased by the adaptation oscillations due to feedback
�Glover and Chang, 1989�. The feedback constant � is there-
fore set to 0.85 in this paper.

Since the fundamental frequency of a manatee calls typi-
cally lies between 2 and 5 kHz, a bandpass filter �tenth-order
Butterworth IIR filter� is used as baseline system to compare
and evaluate the performance of the FIR-ALE and FALE.
The pass band of the filter is given by

f1 � f � f2, �6�

where f1=1.2 kHz and f2=20 kHz. The bandpass filter is
also used to preprocess the data before applying the adap-
tive filter. This greatly reduces the energy of noises at low
frequencies that may degrade the performance of the ALE.
In order to reduce the noise with low frequencies, the

value of f1 cannot be set too small. Since the highest
frequency of the manatee calls is less than 20 kHz, the
value of f2 is set to 20 kHz. Experience has shown that a
significant portion of the low-frequency noise can be re-
duced without significantly affecting a manatee call by
preprocessing the signal with a bandpass filter.

It should be mentioned that the fundamental frequency
of some manatee calls may be as low as 600 Hz and the
manatee calls without harmonics are generally of higher fre-
quency, around 4 or 5 kHz �Schevill and Watkins, 1965�. The
manatee calls with a fundamental frequency around 600 Hz
generally have most of their energy in the higher harmonics
and so they are likely to be passed by the high-pass filter.

III. ESTABLISHMENT OF THE LIBRARY OF THE
MANATEE CALLS

O’Shea and the United States Geological Survey created
an extensive library of manatee recordings between 1981 and
1984 �O’Shea, 1981–1984�. Yan et al. used these recordings
to quantify the performance of the FIR-ALE algorithm.
However, only four manatee calls were used in their simula-
tions which are not enough to fully evaluate the performance
of the FIR-ALE versus the FALE �Yan et al., 2005�. In order
to better test the performance of the different algorithms a
library of the manatee calls is established. The library con-
sists of ten different categories that include a total of 100

FIG. 2. The procedure used to categorize manatee calls.
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different manatee calls. Each category contains ten calls that
were obtained from the extensive library of recordings cre-
ated by O’Shea. Therefore, a total of 100 manatee calls are
used to evaluate the performance of these three algorithms,
i.e., bandpass filter, FIR-ALE, and FALE.

It is important to point out that categorization is per-
formed purely from a signal detection perspective. No at-
tempt is being made to infer what the significance of each
category indicates in terms of manatee behavior. The catego-
rization procedure is shown in Fig. 2. The first level of cat-
egorization discriminates a vocalization that either does or
does not have some discernable harmonic content in which
the dominant frequencies are at least 20 dB larger than the
neighborhood frequencies. Likewise, if the powers of several
frequencies of an individual manatee call are at least 20 dB
larger than their neighborhood harmonic frequencies and the
difference between them is less than 20 dB, all of these fre-
quencies of the manatee call can be called dominant frequen-
cies. Most manatee vocalizations do have harmonic struc-
ture. For the calls that do possess harmonics, a further
subdivision is to identify calls that either have one, two �or
three�, or more than three dominant harmonics. The next
level of categorization is to identify if the calls have a domi-
nant frequency change. A frequency change is defined as a
frequency shift of the strongest harmonic �for an individual
manatee vocalization� in excess of 10%. These types of vo-
calizations can be used to test the frequency tracking ability
of these two ALE algorithms. For those calls that do have a
dominant frequency change, the last level of decomposition
categorizes the frequency change as being continuous or dis-
crete. The discrete frequency change is defined as a fre-
quency shift in excess of 10% within a duration of 10 ms.

In order to discriminate between categories, a labeling
system is adopted. The codes 0, 1, and 2 are used to repre-

sent different categories, and each manatee vocalization is
categorized by a four digit number. For example, a manatee
call with code 1111 indicates that it has clear harmonic fre-
quency content, the number of dominant frequencies is two
or three, and the dominant frequency changes discretely with
time. The ten different possible categories in the flow chart
are represented within the library by ten different manatee
calls that all have the same characteristics. For a particular
category, the following characteristics may be different from
one call to the next: �1� the location of the dominant fre-
quency, �2� the shape of the envelope of each manatee vo-
calizations in the time domain, �3� the power distribution of
the harmonics, and �4� the overall power of the manatee call.

In some manatee calls, no distinct harmonic frequencies
occur, but these calls can still be regarded as narrow-band

FIG. 3. The method used to compute
the SNR of an original manatee call.
�a� Pure manatee call and �b� back-
ground noise.

FIG. 4. The method used to compute the SNR of the manatee call after
filtering �using the FALE in this case�.
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signals when compared with the background noise. The nar-
rower the bandwidth of the manatee calls and the wider the
background noise, the better the performance of the ALE
�Yan et al., 2005�. Therefore, for the manatee calls without
distinct harmonic frequency, the performance of the ALE
may degrade to some degree. Although the number of domi-
nant frequencies of the manatee call may be one, two, three,
or more, the energy of most manatee calls is dominated by
one or two harmonics.

IV. SIMULATION RESULTS

Although there are many sources of underwater noise,
the two primary sources of background noise that typically
corrupt a manatee call are boat noise and snapping shrimp
noise. In practice, a manatee call also may be corrupted by
noise created by rain, wind, fish, marine mammals, human
activity, wave motion, etc. Noise other than snapping shrimp
noise and boat noise are classified as “natural noise” in these
simulations. Therefore, three types of noise are considered:
boat noise, snapping shrimp noise, and natural noise.

The performance of each algorithm is compared using
the SNR. However, after filtering, the residue background
noise cannot be separated from the manatee call; hence it is
not possible to distinguish the noise and the manatee call
during the time interval of the manatee call. Therefore a
modified definition of SNR is used in this work. Five pure
manatee calls and superposed background noise are shown in
Figs. 3�a� and 3�b�, respectively. SNRori represents the esti-
mated SNR of the original manatee call corrupted by noise.
As shown in Fig. 3�a�, SNRori is computed by taking the root
mean square �rms� value of the time domain signal in the
region where the pure manatee call is present and dividing
that value by the rms value over the same time interval just
prior to the call where only the background noise is present.

It is assumed that the background noise levels do not vary
significantly over the duration of a manatee call. Hence, the
same method is used to estimate the SNR of the manatee call
after filtering �see Fig. 4�. As a result, the residue noise dur-
ing the interval of the manatee call is unavoidably added to
the true signal power. Therefore, the SNR of the manatee call
after filtering is a little biased.

In order to compare the performance of the FIR-ALE
and FALE, the orders for these two algorithms are both set to
20 and the step sizes are set to 0.05 and 0.5, respectively.
Typical time domain measurements of pure manatee calls
�category 1000�, natural noise, boat noise, snapping shrimp
noise, and the superposition of these four signals are shown
in Figs. 5�a�–5�e�, respectively. The superposed signal after
the bandpass filter, FTR-ALE, or FALE is applied are shown
in Figs. 6�a�–6�c�, respectively. A purely qualitative visual
comparison of these results indicates that FALE is most ef-
fective at improving the SNR.

Next, the library of 100 manatee calls is used in the
simulations to rigorously test these three algorithms. In simu-
lations, the database of the manatee call is organized into 20
recordings. Each recording has five manatee calls. Therefore,
each category has two recordings. In order to equally test

FIG. 5. �a� Pure manatee call, �b� natural noise, �c� boat-dominated noise,
�d� snapping shrimp noise, and �e� superposition of manatee calls, natural
noise, boat-dominated noise, and snapping shrimp noise.

FIG. 6. �a� Superposed signal after the bandpass filter is applied, �b� super-
posed signal after FIR-ALE is applied, and �c� superposed signal after FALE
is applied.
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each category, the background noise used is the same for
each recording. However, the background noise is different
for five manatee calls within one recording. In order to
equally compare performance, the SNRori is set to −5 dB for
all manatee calls. The difference in the a SNR of the FALE
versus the FIR-ALE for each manatee call is shown in Fig. 7.
There are only six manatee calls �out of 100� for which the
performance of the FALE is worse than that of the FIR-ALE.
A qualitative inspection suggests that this is caused by the
relatively large changes in the characteristic frequencies for
three of the manatee calls and no clearly discernable har-
monic frequencies for the other three manatee calls. The cho-
sen settings of the FALE cannot adequately track the varia-
tion of the manatee call, especially when the SNR of the
manatee call after bandpass filter is very low. As discussed
earlier, the tracking ability of the FALE is worse than that of
the FIR-ALE because of the feedback constant. From Eq.
�4�, the weight in front of the primary input is small when the
feedback constant � is set to a large value. Thus, it is no
surprise that each manatee call has a different optimal step
size and feedback constant. Due to practical considerations,
it is very important to select a fixed � with a corresponding

proper step size for FALE, which not only facilitates tracking
a nonstationary signal but also maintains stability.

Using the notation that the average SNR of each original
manatee call category is represented by SNRori, the perfor-
mance of the bandpass filter, FIR-ALE, and FALE for the
manatee calls in each category and the overall average are
shown in Table I. The average SNR of the original manatee
call for each category is given by

SNRori = 10 � log10 ���
i=1

10

Pi
2	
��

j=1

10

Qj
2	� , �7�

where Pi represents the rms value of the ith manatee call for
a particular category and Qj represents the rms value of
the jth noise component. Likewise, the method to compute
the average SNR of the processed manatee calls after
these three enhancement algorithms are applied is the
same as that used to compute SNRori. GFIR-BPF and
GFALE-BPF represent the gain or SNR improvement of FIR-
ALE and FALE over the bandpass filter, respectively.
GFALE−FIR represents the SNR improvement of the FALE
over FIR-ALE. These simulation results show that both
the FIR-ALE and FALE are effective at reducing the
background noise of a manatee call. The average perfor-
mance of the FALE is about 21.4 and 6.0 dB better than
that of the bandpass filter and FIR-ALE, respectively.
From Table I, it is seen that the performance of these two
algorithms for category 0000 �manatee calls with no
clearly discernable harmonics� is a little worse than the
others. The improvement of FALE over FIR-ALE for this
category is also smaller than others categories of calls.

To further assess the performance of each filter for dif-
ferent levels of background noise, the bandpass filter, FIR-
ALE, and FALE are compared when SNRori varies from −15
to 0 dB. The performance of each filter are shown in Figs.
8�a�, 8�b�, and 8�c�, respectively. The results indicate that as
the SNR of the original manatee call is reduced, the noise-
reduction performance of all algorithms is also reduced. The
best performance is again achieved by the FIR-ALE and the
FALE for manatee calls with one dominant frequency, while
the worst performance is achieved for manatee calls without
distinct harmonic frequencies. As shown in Fig. 8�a�, the

FIG. 7. SNR improvement of the FALE compared to FIR-ALE for each
manatee call when SNRori is equal to −5 dB.

TABLE I. The average performance of bandpass filter, FIR-ALE, and FALE for the manatee calls correspond-
ing to each category �dB�.

Category SNRori

After
bandpass

After
FIR-ALE

After
FALE GFIR−BPF GFALE−BPF GFALE−FIR

0000 −5.0 3.3 12.6 15.0 9.3 11.7 2.4
1000 −5.0 3.5 21.7 28.1 18.2 24.6 6.4
1010 −5.0 3.8 18.8 25.0 15.0 21.2 6.2
1011 −5.0 3.4 19.6 26.0 16.2 22.6 6.4
1100 −5.0 3.3 18.2 24.8 14.9 21.5 6.6
1110 −5.0 3.3 16.7 22.1 13.4 18.8 5.4
1111 −5.0 3.8 19.7 25.0 15.9 21.2 5.3
1200 −5.0 3.6 19.4 25.9 15.8 22.3 6.5
1210 −5.0 3.9 16.7 22.7 12.8 18.8 6.0
1211 −5.0 3.7 20.4 26.2 16.7 22.5 5.8
Average −5.0 3.6 18.9 25.0 15.4 21.4 6.0
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SNR improvement of the bandpass filter does not vary sig-
nificantly from one category to the next as the background
noise level is changed. However the FIR-ALE and FALE is
dependent on the category of the manatee call selected as the
background noise level is changed �see Figs. 8�b� and 8�c��.

Additional simulations are performed with the average
SNR over ten categories to further evaluate the relative per-
formance of the FIR-ALE and FALE algorithms. The overall
average SNR of the original manatee calls, for all ten catego-
ries, is given by

Average of SNRori = 10 � log10 ���
i=1

100

Pi
2	
��

j=1

100

Qj
2	� .

�8�

Likewise, the method to compute the average SNR of the
processed manatee calls after these three enhancement algo-
rithms are applied is the same as that shown in Eq. �8�. The
performance comparison between the bandpass filter, FIR-
ALE, and FALE are shown in Fig. 9�a� when the average of
SNRori over ten categories varies from −15 to 0 dB. From
this figure, the average SNR of the bandpass filter, FIR-
ALE, and FALE are seen to be 0.6, 4.2, and 7.1 dB, re-
spectively, when the average of SNRori is reduced to
−15 dB.

FIG. 8. �a� SNR of manatee calls after the bandpass filter is applied for each
category and various SNR. �b� SNR of manatee calls after FIR-ALE is
applied for each category and various SNRs. �c� SNR of manatee calls after
FALE is applied for each category and various SNRs.

FIG. 9. �a� Overall performance comparison between the bandpass filter,
FIR-ALE, and FALE as a function of the SNR. �b� Performance gains of the
various algorithms using the same bandpass filter as a baseline as a function
of the SNR.
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A comparison of the performance achieved by the FIR-
ALE and FALE compared to the baseline bandpass filter is
shown in Fig. 9�b� when the average of SNRori varies from
−15 to 0 dB. From this figure it is seen that the SNR im-
provement achieved by the FIR-ALE and FALE compared to
the bandpass filter increases as the average of SNRori is in-
creased. The improvement of the FALE over FIR-ALE be-
comes progressively larger when the average of SNRori is
increased for low values of SNR up to −7 dB. This result is
in agreement with the results by Chang �1993�.

V. CONCLUSIONS AND FUTURE WORK

The practical implementation of an acoustic based
manatee warning system is dependent on the minimum hy-
drophone spacing for the system. The required hydrophone
spacing depends on the manatee vocalization strength, the
decay of the acoustic signal strength with distance, and the
background noise levels. In this paper, a feedback adaptive
line enhancer algorithm �FALE� is used to reduce the under-
water background noise in order to improve the SNR of a
library of 100 manatee calls spanning ten different signal
categories. Simulations over a range of SNR indicate that the
FALE and FIR-ALE are much more effective than simply
using a bandpass filter. The FALE is capable of improving
the SNR by, on average, an additional 6 dB compared to the
FIR-ALE when the original SNR exceeds −5 dB. Exceptions
are found in instances when the FALE cannot track the rapid
frequency changes of some manatee calls. The simulations
also show that the feedback and step size are two important
factors that affect the stability, tracking ability, and the per-
formance of the FALE. The improved SNR can presumably
be used to extend the detection range of manatee vocaliza-
tions and reduce the number of false alarms and the number
of missed calls. The results of this work may ultimately be
used to realize a practical system that can warn boaters of the
presence of manatees.
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The West Indian manatee �Trichechus manatus latirostris� has become endangered partly because of
watercraft collisions in Florida’s coastal waterways. To reduce the number of collisions, warning
systems based upon detecting manatee vocalizations have been proposed. One aspect of the
feasibility of an acoustically based warning system relies upon the distance at which a manatee
vocalization is detectable. Assuming a mixed spreading model, this paper presents a theoretical
analysis of the system detection capabilities operating within various background and watercraft
noise conditions. This study combines measured source levels of manatee vocalizations with the
modeled acoustic properties of manatee habitats to develop a method for determining the detection
range and hydrophone spacing requirements for acoustic based manatee avoidance technologies. In
quiet environments �background noise �70 dB� it was estimated that manatee vocalizations are
detectable at approximately 250 m, with a 6 dB detection threshold. In louder environments
�background noise �100dB� the detection range drops to 2.5 m. In a habitat with 90 dB of
background noise, a passing boat with a maximum noise floor of 120 dB would be the limiting
factor when it is within approximately 100 m of a hydrophone. The detection range was also found
to be strongly dependent on the manatee vocalization source level.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2203597�

PACS number�s�: 43.30.Sf, 43.30.Nb �WWA� Pages: 153–163

I. INTRODUCTION

According to Florida’s Office of Boating and Water-
ways, the number of registered boats in Florida has grown to
nearly one million as of 2003 �Florida Fish and Wildlife
Conservation Commission, 2003b�. During the last decade,
the yearly percentage of mortalities of the West Indian mana-
tee �Trichechus manatus latirostris� due to watercraft strikes
has varied between 14 and 31 % �Florida Fish and Wildlife
Conservation Commission, 2003a�. This has lead to in-
creased research into manatee avoidance technologies. One
proposed method of manatee avoidance technology is based
on detecting the presence of manatees by using hydrophones
and listening for manatee vocalizations. The frequencies of
manatee vocalizations, the source level of the vocalizations,
the volume of the ambient background noise, and how that
noise propagates in the relevant waterways, all affect the
feasibility of an acoustic based detection system.

A comprehensive literature review on manatee vocaliza-
tions can be found in the work by Niezrecki et al. �2003�.
Nowacek et al. �2003� measured the mean received sound
pressure levels of the peak frequency to be approximately
100 dB �re 1 � Pa throughout the paper� and approximated

the source levels to be within 6 to 15 dB of the measured
level �Nowacek et al., 2003�. The received values were re-
corded with a hydrophone at approximately 20 m from a
group of 50 manatees. Position estimation techniques have
also been used with hydrophone arrays to approximate the
location of the vocalizing manatee. By using the estimated
position and the received sound pressure levels, the mean
source level of the manatee was approximated to be 112 dB
at 1 m �Phillips et al., 2004�.

Boat noise levels are also important to consider when
detecting underwater acoustic signals. Boat noise is prima-
rily generated underwater by both cavitating and noncavitat-
ing propellers. The formation and collapse of the bubbles
created by cavitation create broadband sound. However, the
majority of the acoustic energy generated by boating traffic
is below 1 kHz. The Lloyd mirror effect and acoustic shad-
owing can both lead to significant levels of attenuation �Ger-
stein, 2002�. Radiated noise from a 120 hp Mako 171 was
measured at various speeds in the South Gandy Channel of
Old Tampa Bay �Biddulph, 1993�. The objective of their
study was to obtain the tonal and broadband characteristics
of the radiated noise at various speeds and aspects of a spe-
cific boat. Their study focused on the sound spectrum gener-
ated by the boat and not on the acoustic propagation of the
sound. Another underwater noise study analyzed the relation-
ship between ambient noise levels and manatee habitat use.a�Electronic mail: Christopher_Niezrecki@uml.edu
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Twenty-four habitats, including seagrass beds and dredged
basins, were observed. The researchers showed that the high-
use manatee, habitats had higher transmission losses and
lower noise levels compared with the surrounding habitats
�Miksis-Olds et al., 2004, 2006�.

The feasibility and practical implementation of an
acoustic based manatee detection system is strongly depen-
dent on its cost and the number of hydrophones required to
monitor a channel or waterway. The required hydrophone
spacing will depend on three important factors: �1� the inten-
sity of the manatee sound signals; �2� the background noise
levels; and �3� the decay of the signal’s strength with dis-
tance. Without knowing all of this information it is difficult
to quantify a detections system’s useful range. The authors
have previously determined the manatee vocalization source
levels �Phillips et al., 2004�. Within this paper the other two
missing components �2 and 3� are determined. This work
compares several shallow water acoustic spreading models
with data collected from the waterways where manatees fre-
quent. The paper also provides a survey of the noise levels
that are found in these waterways, which are attributed to
boat noise as well as background noise. Within this paper
knowledge of the manatee vocalization source levels is com-
bined with the modeled acoustic properties of the habitats to
develop a method for determining the minimum required hy-
drophone spacing for an acoustically based manatee detec-
tion system. This work contributes to the scientific knowl-
edge of manatees and acoustically based manatee avoidance
technology by providing information that is essential in de-
termining the distance in which a manatee vocalization can
be detected for a variety of background noise levels. The
paper also addresses the feasibility of implementing an
acoustic based manatee avoidance technology.

II. THEORETICAL DEVELOPMENT—ACOUSTIC
SPREADING MODELS

In order to calculate the distance at which a manatee can
be detected, the manner in which sound propagates in the
Florida shallow water environments needs to be estimated.
Acoustic modeling of shallow water environments can de-
pend on numerous variables such as frequency, depth, sub-
strate, interaction between upper and lower boundary layers,
temperature, salinity, channel geometry, vegetation, and sur-
face conditions. The locations relevant to this experiment are
located in boating channels and rivers and consist of fairly
flat or slightly sloping sea floors with depths less than 5 m.
Because the distances and frequencies are relatively low, the
sound absorption losses were neglected. Several different
acoustic spreading models are now reviewed.

The two most basic acoustic spreading models are cy-
lindrical spreading and spherical spreading. For spherical
spreading, the sound pressure level difference between the
acoustic source Ls and the received level Lr is shown in Eq.
�1�.

Lr = Ls − 20 · log�R� R � 1. �1�

For cylindrical spreading the pressure wave propagates
between two parallel waveguides, such as the sea floor and
surface. During cylindrical spreading the acoustic pressure

decreases at approximately 3 dB with every doubling of the
distance. The difference between the received and source
levels during cylindrical spreading is shown by Eq. �2�.

Lr = Ls − 10 · log�R� R � 1. �2�

An intermediate model between spherical and cylindri-
cal spreading models is the mixed spreading model and is
shown in Eq. �3� �Coates, 1989�.

Lr = Ls − 15 · log�R� R � 1. �3�

A fourth model �Lurton, 2002� divides the spreading into
a region of spherical spreading and a region of cylindrical
spreading. Spherical spreading �Eq. �4�� is used at distances
less than the transition range �r0� and cylindrical spreading
�Eq. �5�� is assumed after the transition range.

Lr = Ls − 20 · log�R� 1 � R � r0. �4�

Lr = Ls − 20 · log�r0� − 10 · log�R/r0� R � r0. �5�

The transition range is dependent upon the depth of the
water �D�, the sediment type, and the depth of the acoustic
source. Considering that watercraft generate noise at or near
the surface, the transition range r0 is represented by Eq. �6�

r0 =
D

tan��0�
, �6�

where �0 is the critical angle of Snell’s Law �Eq. �7��. Be-
yond this angle all of the acoustic energy is reflected off of
the sea floor and none is transmitted into the sediment. This
angle is determined by the speed of sound in water �c1� and
the speed of sound in the sea floor �c2�. The physical and
acoustic properties of sea floor sediments have been modeled
by Hamilton and the sea floor at the experiment sites in this
study are best described by Hamilton’s definition of silt
�Hamilton, 1980�.

�0 = cos−1�c1/c2� . �7�

Other more sophisticated models have also been created.
Modified parabolic equation models have been used to deter-
mine transmission loss in shallow water environments �Col-
lins and Chin-Bing, 1990; Jensen, 1984; Miksis-Olds and
Miller, 2006; Smith 2001�. An alternative model predicts
transmission loss by using normal-mode and adiabatic
normal-mode models with the sediment absorption calcu-
lated using the theory of Biot �Beebe et al., 1982�. Although
these higher order models may be better at describing the
detailed sound propagation characteristics within a particular
channel having specific geometric, depth, and sedimentary
characteristics, they are not necessarily more accurate for the
analysis performed in this work. These higher order models
typically predict a transmission loss that fluctuates with dis-
tance �or frequency� due to normal and refracted modes be-
tween the bottom and surface of the water. Therefore detailed
transmission loss modeling at one location will not be valid
at another, unless the depth, substrate, temperature, salinity,
channel geometry, vegetation, and surface conditions are
identical from place to place. This assumption is supported
by the empirical data presented in the work by Miksis-Olds
and Miller �2006� in which the Monterey-Miami parabolic
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equation model generated results that were no more accurate
than a simple cylindrical spreading model. The experimental
results presented in the following section indicate that a
mixed spreading. model is sufficient to estimate the transmis-
sion loss for this analysis.

III. EXPERIMENTAL MEASUREMENT OF ACOUSTIC
SPREADING

In order to determine the most appropriate acoustic
spreading model for the relevant shallow waters in Florida,
the acoustic spreading was measured using two methods.

A. Chirp broadcast experiments

The first method used a chirp signal broadcast by a
Clark Synthesis Aquacoustic AQ339 underwater speaker
mounted approximately one meter from the bottom of the
channel. A chirp signal is a sine wave whose frequency in-
creases �or decreases� with time. For this experiment, the
chirp signal consisted of a 1 kHz start frequency, a 10 kHz
final frequency, and a 0.25 signal duration. Twenty averages
were performed at each location to minimize the effects of
any transient disturbances. The sound pressure level was
then calculated from the rms pressure received at each hy-
drophone for the duration of the chirp signal. The sound
pressure level was recorded on one hydrophone located
3.28 ft �1 m� from the speaker, mounted approximately one
meter from the bottom of the channel. This hydrophone re-
mained in place for all tests. A second roving hydrophone
was used to record the signal at the following distances:
3.28, 15, 30, 45, 60, 75, and 100 ft �1, 4.6, 9.1, 13.7, 18.3,
22.9, and 30.5 m� for each chirp test. The signals were aver-
aged 20 times to reduce the effects of any transient noise.
This experiment was performed both parallel and perpen-
dicular to the direction of the channel and at several loca-
tions.

Recordings were made at two locations at the edge of
the channel in Crystal River, FL. Location “C.R. A” was at
28°53.745�N, 82°36.450�W. The water depth was approxi-
mately 10 to 12 ft in the area of the experiment. Location
“C.R. B” was at 28°53.075�N, 82°36.794�W and the depth
ranged from approximately 5 to 12 ft in the area surrounding
the experiment. The substrate was predominantly muddy silt;
however, certain areas inside the channel were rocky.

It should be noted that at location “C.R. A,” two addi-
tional tests were conducted with the roving hydrophone for
the distances previously specified. The roving hydrophone
was placed 0.5 m below the surface and half way between
the surface and the bottom. The results indicate that there
was not a significant effect on the overall transmission loss
measurements as a function of measurement depth for this
location.

A second set of recordings were taken near Cedar Key,
FL. Location “C.K. A” was at 29°07.641�N, 83°02.637�W
and location “C.K. B” was at 29°06.590�N, 83°03.324�W.
Both locations had a depth of approximately 6 to 7 ft and the
bottom was sandy with a mixture of grassy areas.

A transfer function measurement between the roving hy-
drophone signal and the fixed hydrophone signal for a typical

chirp test is shown in Fig. 1�a�. The magnitude of the re-
sponse is directly related to the ratio of the sound pressure at
the roving hydrophone position compared to the sound pres-
sure at the fixed hydrophone position. As expected the phase
plot �Fig. 1�b�� shows a linear decrease as a function of fre-
quency in which the slope of the line is directly related to the
position of the roving hydrophone. Theoretically, if the hy-
drophones are located at the same position and distance from
the source speaker, the transfer function measurement should
have a flat response. As shown in the top curve of Fig. 1�a�,
there is variation in the transfer function measurement al-
though it is generally within +/−5 dB throughout the spec-
trum. The deviation in the measurement from a flat response
is attributed to differences in the sensitivities between the
two hydrophones, the speaker having some directivity that
changes with frequency, the fact that it is impossible to lo-
cate the hydrophones in the same geometrical position �25 m
transverse separation, for the 1 m test�, and the acoustical
reverberation caused by the complex shallow water environ-
ment.

The results �calculated using the rms pressure received
at each hydrophone for the duration of the chirp signal� from
the various locations are displayed in Fig. 2 for the perpen-
dicular ��� and parallel trials ���. The test directions at Cedar
Key were not based upon the channels; however trials 1 and
2 �C.K. B� were performed approximately perpendicular to
each other. The four acoustic spreading models are also plot-
ted for comparison.

The mixed spreading model best represents the data col-
lected from the Crystal River locations, with a correlation
coefficient �r2� value of 0.9896. The correlation coefficient
values from the four acoustic spreading models are displayed
in Table I. At the Cedar Key locations the mean data is rep-
resented closely by either spherical spreading �r2=0.9441� or
the Lurton model �r2=0.9508�. The test located at Cedar Key
B 1 has a transmission loss that is higher than predicted for
spherical spreading. This can be attributed to the fact that the
ocean bottom in that location and direction was covered with
grass that may have attenuated the sound more rapidly than
compared with a sandy bottom. For the mean of both loca-
tions, the Lurton model �r2=0.9308� and mixed spreading
model �r2=0.9307� both closely represent the general fea-
tures of the empirical data.

B. Boat pass experiments

The second method employed to measure the acoustic
properties of the channel used a hydrophone in the channel
and a boat passing over the hydrophone’s position. The lo-
cations of this experiment are identical to the previous ex-
periment. Additionally, the boat passes were performed at
two locations in the Indian River, near Titusville, FL. Loca-
tion “I.R. A” was 28°33.533�N, 80°46.031�W and location
“I.R. B” was 28°35.802�N, 80°46.163�W. The depths at
the Indian River locations were 7.5 and 5 ft respectively. The
position of the experiments and the velocity of the boat were
measured using a Garmin MAP-76 GPS receiver. The re-
cordings were made using High Tech HTI-96-MIN series
hydrophones with a TEAC RD-135T DAT data recorder
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�sample rate of 48 kHz� and a Spectral Dynamics SigLab
2042 dynamic signal analyzer �sample rate of 51.2 kHz�.

A 9.9 hp Jon boat was used during the boat passes at
Crystal River and a 20 hp Jon boat at Cedar Key. The boat
was run directly over the hydrophone location ��1 m under-
water� at full throttle, approximately 13 mph, in both parallel
and perpendicular to the direction of the channel at Crystal
River. The actual speed for each run was measured using a
Global Positioning System �GPS� receiver. At Cedar Key the
boat was driven past the hydrophone three times, each hav-
ing an orientation approximately 120° apart. The data was
collected using the spectral mapping feature of SigLab. One

frame of data was acquired for approximately every three
feet traveled by the boat. For the Indian River locations, a 17
foot 70 hp boat was used and the average speed was approxi-
mately 32 mph. During the measurement of the data for all
tests, the boats were operating at constant speed and throttle
position. Therefore it is assumed that the sound emitted from
the boat had the same magnitude from one frame to the next.
A typical sample spectral map of the boat passing noise is
shown in Fig. 3.

The transmission loss data was analyzed separately in
two distinct regions �approaching and departing�. The trans-
mission loss for the boat departing from the hydrophone in-

FIG. 1. Transfer function measurement between the roving hydrophone pressure signal and the fixed hydrophone pressure signal for a typical chirp test.
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creased more rapidly compared to when the boat was ap-
proaching the hydrophone. The average data from the boat
approaching and departing from the hydrophone is presented
in Fig. 4, as well as the overall average transmission loss for
the boat passes. To increase clarity of the plot, only every
tenth data point is displayed.

For the boat passes, the average transmission loss most
closely aligned with the spherical spreading model for both
Crystal River �r2=0.8652� and Cedar Key �r2=0.8731�. The
correlation coefficient values for the models are given in
Table II. At the Indian River locations the average transmis-
sion loss was also modeled closest by spherical spreading
�r2=0.9522�. The overall mean for all locations is also beat
represented by spherical spreading with an r2 value of
0.9394.

The results shown in Fig. 4 indicate that for some situ-
ations, the sound spreading from the source has a transmis-
sion loss higher than would be expected for spherical spread-
ing. For the departing test runs, an increase in the
transmission loss can be attributed to the fact that the boat
exhaust is located behind the boat and is underwater. The
bubbles generated from the exhaust can scatter the sound
from the propeller behind the boat. Therefore sound propa-
gating behind the boat would be expected to have a trans-

mission loss that is higher than that predicted for pure spheri-
cal spreading. Likewise for sound propagating in front of the
boat, the mixed spreading model is the most appropriate. The
transmission loss test results calculated using a single micro-
phone and two microphones �using a chirp signal� are in
agreement. For an approaching boat, a mixed spreading
model should be used.

IV. ENVIRONMENTAL FACTORS

In addition to the acoustic spreading properties in Flori-
da’s waterways, several other factors will affect the detection
range of an acoustically based manatee warning system. Two
such factors are the magnitude of boat noise and background
noise and are now addressed.

A. Boat noise

A prominent sound source in Florida’s coastal water-
ways is boating traffic. In order to obtain an estimate of the
sound levels generated by a large number and variety of
boats that typically travel in the waterways of interest, an
experiment was conducted to survey the noise emitted from
many boats in Florida. It should be noted that no attempt was
made to identify the sound levels for one particular type of
boat because there is considerable variability in boat engine
size, propeller size, and operating speed. On July 7, 2003 and
September 9, 2003 hydrophones were placed near the center
of the channel in the mouth of Crystal River
�28°55.537�N,82°41.837�W�. On these dates, 83 boats
were recorded while passing over the hydrophone. Essen-
tially all the boats were traveling at speeds greater than
10 mph �16 kph�. The channel was approximately 2 m deep
and the hydrophones were positioned about 0.5 m from the
sea floor. The observed engine sizes ranged from 25 to a
225 hp outboard motor. A commercial diesel fishing boat

FIG. 2. Measured transmission loss �calculated using
the rms pressure received at two hydrophones during
the broadcast of 0.25 s chirp signal from 1–10 kHz� at
Cedar Key �C.K.� and Crystal River �C.R.�.

TABLE I. Correlation coefficient values for chirp broadcasts.

Correlation coefficient �r2�

Spreading
model

Crystal
River

Cedar
Key Overall

Spherical 0.8229 0.9441 0.8827
Cylindrical 0.5825 0.5184 0.5431
Mixed 0.9896 0.8451 0.9307
Lurton 0.8941 0.9508 0.9308
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was also observed. The peak sound pressure level from each
boat passes was then calculated. For the manatee detection
problem, only sound above 2 kHz is significant, because the
majority of energy in a manatee vocalization is contained in
this range. The average sound pressure level of the passing
boats was observed to be 140 dB �re1� Pa; �2 kHz� with a
standard deviation of 6.3 dB. The sound pressure level of the
83 passing boats ranged between 122 and 153 dB �see Fig.
5�. When the frequencies below 2 kHz are also considered,
the sound pressure levels of the boat traffic ranged from 129
to 169 dB at �1 m. Including the low frequencies increased
the average sound pressure level to 146 dB with a standard
deviation of 5.9 dB �see Table III�.

Although the measured sound pressure levels of the
boats ranged up to over 150 dB, a more appropriate metric
for detection is the maximum noise floor of the boat noise in

the frequency range of interest. Most of the energy in a
manatee vocalization is typically located above 2 kHz. The
frequency spectrum at the peak sound pressure level of the
typical boat pass is displayed in the bottom graph shown in
Fig. 3. This example has an overall sound pressure level
�SPL� of 140 dB above 2 kHz, while the noise floor
��2 kHz� is approximately 120 dB. At frequencies above
2 kHz, 90% of the measured boat traffic has a maximum
noise floor less than 120 dB. Therefore 120 dB is chosen as
an evaluation metric in this study. It should be noted that this
value is the best estimate based on the measured data.

B. Background noise

The overall ambient background noise was recorded at
all of the test locations. Additional measurements were made

FIG. 3. Sample spectral map for a typical boat pass.
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in Crystal River at the following locations: 28°55.537�N,
82°41.837�W; 28°55.103�N, 82°40.208�W;
28°54.371�N, 82°38.254�W; 28°53.627�N,
82°32.266�W; and 28°53.461�N, 82°35.913�W. The
background noise in Crystal River decreased from 104 dB at
the entrance to the Gulf of Mexico to 69 dB at locations
farther from the mouth of the river. The average background
noise near Cedar Key was measured to be 83 dB and in the
Indian River, background noise was recorded between 102
and 105 dB.

V. THEORETICAL DEVELOPMENT—DETECTION
RANGE

Manatee detection systems based upon acoustically de-
tecting vocalizations are essentially passive sonar systems.
The relevant equations are applicable to this problem and are
detailed in the work by Caruthers �1977� and Ross �1976�.
These equations are now reviewed. The detection threshold
�DT� of a passive sonar system is the minimum signal
strength above the ambient noise level �NL� required to de-
tect the signal. The sound pressure level �SPL� received by
the hydrophone is the source level �SL�, measured at 1 m,
minus any transmission loss TL that may occur. The signal
excess �SE� is the amount by which the detection threshold is
exceeded �Eq. �8��, where DI is the directivity index of the

system and AG is the array gain when multiple hydrophones
are used. If the signal excess is greater than or equal to zero,
the signal can be detected by the passive sonar system, and
as the signal excess increases the probability of detection
increases:

SE = SL − TL − NL + DI + AG − DT. �8�

When there is no signal excess �SE�, and the SL and NL
are known, Eq. �8� can be solved for the maximum allowable
transmission loss �Eq. �9��. The maximum allowable trans-
mission loss is traditionally referred to as the figure of merit
�FOM�.

FOM = SL − NL + DI + AG − DT. �9�

For the purpose of this study a single hydrophone �om-
nidirectional� system is considered and the manatee vocaliza-
tions are assumed nondirectional. These assumptions reduce
the array gain and directivity index of equation 9 to zero �Eq.
�10��.

FOM = SL − NL − DT. �10�

In addition to ambient background noise, this study also
considers the effects of boat noise �Eq. �11��. To compensate
for noise from boats the ambient noise level is considered to
be the maximum of the ambient noise level �BL� and the
received boat noise �RN�.

ROM = SL − max�BLRN� − DT. �11�

The received boat noise is the source level of the boat
�SLB� with any transmission losses �TIB� subtracted. The
maximum allowable transmission loss for a manatee vocal-
ization is shown in Eq. �12�, where SLM is the source level of
the manatee vocalization.

FOM = SLM − max�BL,SLB − TLB� − DT. �12�

FIG. 4. Transmission loss of boat
passing tests at Cedar Key �C.K.�,
Crystal River �C.R.�, and Indian River
�I.R.�, calculated using the rms pres-
sure received at a single hydrophone.

TABLE II. Correlation coefficient values for boat passes.

Correlation coefficient �r2�

Spreading
model

Crystal
River

Cedar
Key

Indian
River Overall Approaching

Spherical 0.8652 0.8731 0.9522 0.9394 0.6941
Cylindrical 0.4725 0.4802 0.4822 0.4789 0.5010

Mixed 0.6109 0.5383 0.5723 0.5684 0.8944
Lurton 0.5797 0.5220 0.5634 0.5549 0.6953
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The transmission losses due to acoustic spreading of the
manatee vocalizations and boat noise are best approximated
by a mixed spreading model �see Sec. III and Eq. �3��.

TL = 15 · log�R� R � 1. �13�

To obtain the sonar equation in terms of the manatee
detection distance �RM� and the boat distance �RB�, Eq. �13�
is substituted into Eq. �12� for the transmission loss of the
boat noise and the figure of merit.

15 · log�RM� = SLM − max�BL,SLB − 15 · log�RB�� − DT.

�14�

Rearranging Eq. �14�, the sonar equation yields the maxi-
mum distance a manatee is detectable and is given by

RM = 10Ù�SLM − max�BL,SLB − 15 · log�RB�� − DT

15
	 .

�15�

The maximum distance in which a manatee is detectable
�RM� is dependent on the source level of the manatee vocal-
ization �SLM�, the ambient background noise level �BL�,
the source level of the boat �SLB�, the distance of the boat
from the hydrophone �RB�, the type of acoustic spreading
model chosen �mixed spreading�, and the system detection
threshold �DT�.

VI. RESULTS—DETECTION RANGE

The average source level of a manatee vocalization has
been previously estimated to be 112 dB at 1 m, ref 1 � Pa
by using a hydrophone array and source localization. This
average value was calculated with the assumption that the
acoustic wave propagated in a cylindrical manner �Phillips et
al., 2004�. If the source levels are recalculated assuming a

mixed spreading model for underwater sound transmission
instead of a cylindrical spreading model, the average source
level of a manatee vocalization is estimated to be 118 dB at
1 m, ref 1 � Pa. Likewise, it has been previously shown that
the manatee source level is variable �Nowacek et al. �2003�;
Phillips et al., 2004�. To account for variations in the source
levels, a range of detection distances are calculated based on
source levels varying from 109 to 118 dB. It is important to
note that a Lombard vocal response exists for many mam-
mals but no prior research studies have been reported that
indicate the presence or absence of such a response in mana-
tees. If a Lombard vocal response is present in manatee vo-
calizations, then the assumed manatee source levels would
be low and the results presented conservative.

Ambient background noise has also been measured at
several locations likely to be inhabited by manatees. Al-
though the dominant background noise is caused by boats
and snapping shrimp, other noise may also be generated by
wind, rain, water movement, and wildlife. The ambient back-
ground noise measurements typically vary between 70 and
105 dB. It is important to note that in some situations �during
storms or high wind� the ambient background noise may be
higher than this range.

Knowing the source level of the manatee vocalization
and the ambient background noise levels, the maximum de-

TABLE III. Estimated sound pressure level �SPL, re 1 � Pa� data for boat-
ing traffic.

Broadband �2 kHz

Minimum SPL 128.5 122.0
Maximum SPL 168.5 152.9

Mean SPL 146.3 139.6
Std. deviation 5.9 6.3

FIG. 5. Sound pressure level histo-
gram of passing boats.
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tection range can be estimated with respect to the detection
threshold by using Eq. �15�. The results shown in Fig. 6 do
not consider boat noise. The maximum detection range at
selected detection thresholds is also shown in Table IV for a
variety of manatee source levels and background noise lev-
els. The best scenario would be a detection system with a
low detection threshold placed in an environment with mini-
mal ambient noise. A detection system with a 3 dB detection
threshold surrounded by 70 dB of ambient noise would allow
for theoretical detection ranges up to almost 400 m �SLM

=112 dB�. However, in habitats with an abundance of snap-
ping shrimp and other background noise the maximum de-
tection range will be significantly smaller. If a detection al-
gorithm requires a 9 dB detection threshold and is in an
environment with 100 dB of ambient noise, the maximum
theoretical detection range is approximately 1.5 m. Addition-

ally, as the manatee source level varies �+/−3 dB� the detec-
tion range changes significantly, especially if the background
noise levels are low.

Using a manatee vocalization source level of 112 dB,
estimated mean ambient background noise levels, and in-
cluding a boat generating a 120 dB noise floor �above
2 kHz� the maximum theoretical detection range can be cal-
culated. Cases with ambient background noise levels at 83
and 90 dB, and boat distances from 0 to 300 m are presented
in Figs. 7 and 8, respectively. Each of the three graphs in
Figs. 7 and 8, contain the same information presented in a
slightly different manner. For example if the reader peruses
the lower right hand graph of Fig. 7, for a detection threshold
of 3 dB, it is evident that the detection range is �55 m when
the boat is located 300 m away from the hydrophone. If the
boat moves closer and is located 100 m from the hydro-
phone, the manatee detection range drops to �18.5 m. If the
boat moves even closer and is located less than 5 m from the
hydrophone, the boat noise levels have exceeded the detec-
tion threshold �3 dB� required to detect the manatee.

As the ambient background noise levels increase from
70 dB, the results presented in Fig. 7 will not change until
�83 dB for a boat operating within 300 m of the hydro-
phone and a manatee source level of 112 dB. With ambient
background noise levels less than 83 dB, the limiting factor
in the manatee detection distance is the boat noise, for a boat
cruising within 300 m of the manatee. If the ambient back-
ground noise levels are increased to 90 dB �see Fig. 8�, the
detection range is governed by the background noise until
the boat is located closer than �100 m from the hydrophone.
Within the range �100 m, the boat noise limits the detection
range, while if the boat is further than 100 m, the detection
range is limited by the background noise. If the ambient
background levels are increased to 100 dB, the background
noise limits detection range until the boat is within �25 m.
Beyond this range the manatee detection distance is limited
by the boat noise. For a manatee source level of 112 dB, in

FIG. 6. Maximum manatee detection ranges at various
background levels assuming a manatee source level of
112 dB at 1 m, ref 1 � Pa �with no boat noise present.�

TABLE IV. Manatee detection ranges �m� for various ambient background
levels, manatee source levels �SLM�, and detection thresholds.

Detection range �m� Detection threshold �dB�

SLM �dB� Background level �dB� 3 6 9

109 70 251.2 158.5 100.0
109 80 54.12 34.15 21.54
109 90 11.66 7.356 4.642
109 100 2.512 1.585 1.000
112 70 398.1 251.2 158.5
112 80 85.88 54.12 34.15
112 90 18.48 11.66 7.356
112 100 3.981 2.512 1.585
115 70 631.0 398.1 251.2
115 80 135.9 85.77 54.12
115 90 29.29 18.48 11.66
115 100 6.310 3.981 2.512
118 70 1000 631.0 398.1
118 80 215.4 135.9 85.77
118 90 46.42 29.29 18.48
118 100 10.00 6.310 3.981
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all of the cases the hydrophone is saturated by engine and
propeller noise when the boat is closer than 5 to 10 m, de-
pending on the detection threshold.

If the manatee source level is increased from 112 to
118 dB for an ambient background noise of 90 dB, the de-
tection range graphs will have a similar appearance to the

ones shown in Fig. 8, however the values will be higher. For
example, the maximum detection range increases from 18.48
to 46.42 m for a 90 dB ambient background noise environ-
ment �DT=3 dB� as shown in Table IV. This clearly indi-
cates that the detection range estimation is sensitive to vari-
ability in the manatee vocalization source levels.

FIG. 7. Maximum manatee detection ranges at BL=83 dB, SLM =112 dB, and SLB=120 dB.

FIG. 8. Maximum manatee detection ranges at BL=90 dB, SLM =112 dB, and SLB=120 dB.
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VII. DISCUSSION

When operating in low ambient noise environments with
sparse marine traffic, manatee detection systems relying on
vocalizations could be feasible with hydrophones spaced
several hundred meters apart. However, 53% of the water-
craft related manatee fatalities occurred in six Florida coun-
ties and approximately 240 000 watercraft are registered in
these counties �Florida Fish and Wildlife Conservation Com-
mission, 2003a; Florida Fish and Wildlife Conservation
Commission, 2003b�. The dense concentration of boating
traffic combined with potentially high ambient background
noise levels could lead to the required hydrophone spacing
every tens of meters. Manatee protection and avoidance sys-
tems are needed in these habitats; however, these environ-
ments are also the least efficient areas for hydrophone spac-
ing with the current technology.

By combining advances in other acoustic and signal pro-
cessing fields, hydrophone spacing can be increased and
acoustic manatee detection systems will become more eco-
nomically feasible. Multiple independent hydrophone signals
can be combined into arrays and noise reduction algorithms
can be used to reduce the effects of ambient background and
boating noise �Yan et al., 2005�. Using techniques such as
these, the detection ranges of manatee avoidance systems
relying upon vocalizations could possibly be realized, at a
reasonable cost. At present, it is the authors’ conclusion that
an acoustic based manatee avoidance technology is not real-
izable unless background noise cancellation technology is
also implemented in parallel with the detection system.
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A scanning laser Doppler vibrometer acoustic array
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Experiments confirm that a laser Doppler vibrometer can be used to detect acoustic particle velocity
on a fluid-loaded acoustically compliant, optically reflective surface. In these experiments, which
were completed at the Acoustic Test Facility of the Naval Undersea Warfare Center, Scotchgard™
reflective tape was affixed to the interior surface of a standard acoustic window. The polyurethane
array window had a thickness of 0.9525 cm �0.375 in.� and a material density of 1000 kg/m3. The
surface velocity measured, using a commercial scanning laser vibrometer system �SLVS�, was
beamformed conventionally and flawlessly detected and localized acoustic signals. However, the
laser Doppler vibrometer used in the experiments had relatively poor acoustic sensitivity,
presumably due to high electronic noise in the photodetector, speckle noise, standoff distance, and
drifting laser focus. An improved laser Doppler vibrometer, the simplified Michelson interferometer
laser vibrometer sensor �SMIV�, is described in brief. The SMIV achieves sensitivity of 61 dB/�Pa
in a 1-Hz band at 11.2 kHz, which represents a 39-dB acoustic sensitivity improvement.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2207569�

PACS number�s�: 43.30.Wi, 43.60.Fg, 43.20.Ye �LPF� Pages: 164–170

I. INTRODUCTION

In principle, a passive high-bandwidth sonar system can
be realized using a scanning laser vibrometer—an optical
instrument that directly measures the surface velocity of a
structure. A commercial scanning laser vibrometer system
�SLVS�, modified for underwater scanning by the Acoustic
Test Facility �ATF� at the Naval Undersea Warfare Center
�NUWC� Division, Newport, RI,1 has been used in a variety
of applications to determine the vibrational response of fluid-
loaded structures.2 The SLVS, a type of laser Doppler vibro-
meter system, can sample a grid of 512�512 points, with
each grid point having a spot size of 10 �m �0.0004 in.�.
This sampling could be used to create an essentially continu-
ous acoustic aperture; the upper cutoff frequency for such a
finely sampled array would be greater than 10 MHz. Acous-
tic grating lobes would be eliminated at all frequencies of
practical interest. Hence, rather than measuring acoustic
pressure, as with a conventional array of hydrophones, the
array window’s surface velocity would be measured. Theo-
retical and experimental research in developing a laser-based
hydrophone and sonar system has been documented by
Antonelli.3–6 For example, Antonelli devised a means for re-
mote, aerial detection of underwater sound. In this applica-
tion, a narrow laser beam is directed onto the water surface
to measure the velocity of the surface vibrations that occur as
the underwater acoustic signal reaches the water surface.
This system enables the sensing of underwater sound from a
remote and potentially safer position in the air without re-
quiring underwater hydrophone equipment.

Rather than a single-point measurement on a variable
surface, the system described here allows for conventional
�weight, delay, and sum� beamforming of acoustic particle

velocity over a uniform surface—as would be done with any
array of hydrophones. The focus here is on measurements
that examine fundamental sonar performance parameters,
such as the noise floor limit of the SLVS �or the minimum
detectable signal level�, amplitude and phase tolerance �the
ability to accurately measure acoustic particle velocity over a
broad range of frequencies and incidence angles�, and point-
directivity measurements, that is, the angular beam pattern of
individual sample points �not elements� on the surface of the
acoustic window. These points replace the hydrophone sen-
sors of a conventional sonar.

Section II presents a review of the completed investiga-
tive measurements, including a description of the commer-
cial laser Doppler vibrometer system. The experimental re-
sults are presented in Sec. III, along with a subsection on a
prototype of a simplified Michelson interferometer vibrome-
ter �SMIV�. Theoretical characteristics of the SMIV system
are described, and it is shown that the design maximizes
acoustic sensitivity.

II. SUMMARY OF INVESTIGATIVE MEASUREMENTS

In its simplest form, Euler’s equation for a propagating
harmonic plane wave reduces to

p�x,t� = �cv�x,t� , �1�

where p�x , t� is acoustic pressure and �cv�x , t� is the product
of the medium’s characteristic impedance ��c� and acoustic
particle velocity v�x , t�. Thus, measuring acoustic pressure
with an array of conventional hydrophones is equivalent to
measuring acoustic particle velocity with an array of velocity
sensors. This equivalence has been the basis for sonobuoy
designs for decades and, more recently, for innovative sub-
marine sonar systems.

Consider a thin plate �membrane� of thickness h, insoni-
fied by an acoustic plane wave of amplitude �Pi� as seen in
Fig. 1, with reflected and transmitted amplitudes, Pr and Pt,

a�Author to whom correspondence should be addressed. Electronic mail:
crayba@npt.nuwc.navy.mil
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respectively. The plate is thin relative to the incident acoustic
wavelength, that is, kh�1, where k is the acoustic wave
number, and the harmonic time dependency is ignored.

Given this, the plate’s velocity can be assumed constant
throughout the plate, v�0, t�=v�h , t�. Applying Euler’s equa-
tion to both surfaces of the plate gives

pi − pr

�c
= v =

pt

�c
. �2�

The amplitude of the plate’s velocity is V= �v�. A force bal-
ance between each plate boundary yields

�Pi + Pr�A = F�0� , �3�

PtA = F�h� , �4�

and

F�0� − F�h� = i��1hAV = �Pi + Pr�A − PtA , �5�

where A is a unit surface area and �1 is the plate’s density.
Combining Eqs. �2� and �5� yields the incident pressure to
window velocity transfer function,

Pi

V
= �c + i��1�h/2� , �6�

where � is the angular frequency of harmonic excitation.
Note that as h→0, Eq. �6� reduces to Euler’s equation, Pi

=�cV, and the plate’s velocity is directly proportional to the
incident acoustic pressure. This is, of course, a simplifica-
tion.

Two test configurations were used to examine the laser-
based array concept. The laser-array configuration used in
the first set of measurements, conducted in May 2002 at
NUWC Division Newport’s ATF, consisted of a water-
backed acoustic window and a laser beam that propagated
through water. In the second and preferred �improved signal
gain� configuration, the laser system was completely sealed
within the forward bulkhead of a cylinder. Thus, the array
acoustic window was air-backed and the laser beam propa-
gated through air.

The initial water-backed measurements completed in
2002 were limited. For example, at oblique angles, the inci-

dent sound field insonified both the acoustic window and the
optical lens of the underwater housing containing the laser.
Furthermore, water particles in the path of the laser were
insonified. This distorted the time-series measurements made
on the surface of the acoustic window. �No distortion was
seen for broadside, or normal, incidence.� Placing the laser
Doppler vibrometer within a large air-filled cylinder elimi-
nated this source of interference, thus permitting insonifica-
tion of the acoustic window at all angles of incidence. Wave-
vector frequency analysis could then be used to examine the
structural-acoustic response of the window and to compare
that response to theoretical predictions.7

A laser Doppler system utilizes interference8 of two co-
herent light beams to measure either surface displacement
�by counting interference fringes� or surface velocity �by de-
tecting the Doppler shift due to the motion of the surface�. It
is a heterodyne system, that is, an additional and known
oscillator signal, at frequency f rf, is added to the signal re-
ceived by the photodetector. In this manner, the polarity or
velocity direction can be determined. The system has a pho-
todetector that measures the time-dependent intensity of the
sum of the reference and measurement �or signal� beams.

Deflection mirrors automatically steer the helium-neon
�He-Ne� laser beam �at a wavelength of 633 nm� within a
40° �40° �horizontal by vertical� field of view on to the
vibrating surface. A simple geometry calculation determines
the required standoff distance �d� for a field of view ��� and
a given aperture size L; d=L / �2 tan�� /2��. Thus, a 40° scan
would require a standoff distance of d=1.4L. The scan reso-
lution of the commercial SLVS is stated to be very precise at
0.01° �the corresponding point-to-point positional resolution
would be determined from the surface-to-photodetector
standoff distance�. The normal component of velocity is al-
ways measured. For oblique angles of laser beam incidence,
the system automatically compensates via a cosine correc-
tion. A video camera monitors the scan surface and the scan-
ning beam.

III. EXPERIMENTAL RESULTS

A. Minimum detectable acoustic signals

The SLVS vendor claims a velocity resolution down to
0.25 �m/s semipeak in a 1-Hz bandwidth, independent of
frequency �1 Hz to 1.5 MHz�. However, for fast Fourier
transform �FFT� temporal processing, the maximum sam-
pling rate of the data acquisition system is 400 kHz �with a
2048-point FFT�, which limits the upper frequency for two-
channel measurements to approximately 200 kHz. �Users
may bypass the data processing hardware and access the
voltage time-series data directly for processing indepen-
dently with other data analysis hardware.�

Measurements were made to determine the minimum
signal detection capabilities of the SLVS �to estimate the
lowest level acoustic signal that could be detected by the
laser-window array configuration�. The measurements fo-
cused on two possible limiting sources of noise: noise gen-
erated by the laser’s photodetector, or shot noise,9,10 and en-
vironmental noise due to various acoustic and vibration

FIG. 1. Response of a thin plate to incident pressure.

J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Cray et al.: Laser sonar 165



sources impinging on the surface of the window. One would
want the limiting noise to be environmental acoustic noise.

Figure 2 compares the measured noise floor of the SLVS
to that of a standard H-52 monitor hydrophone. The laser
noise �dotted line� is clearly much greater than that of the
monitor hydrophone, and increases with increasing fre-
quency to an equivalent acoustic plane-wave level of ap-
proximately 120 dB/ /1 �Pa2/Hz. For reference, from Eul-
er’s equation, the sound-pressure level �SPL� equivalent to
an acoustic particle velocity of 0.25 �m/s is
111.7 dB/ /1 �Pa in a 1-Hz band. The monitor hydrophone
�solid line� measured the ambient noise within the acoustic
tank. The electronic, or background, noise within the laser’s
photodetector is more than 50 dB greater than the ambient
noise. Both in-air and in-water measurements were made, all
with the laser directly centered on the window, without scan-
ning. Single-shot �not shown� minimum SPLs as well as
spectral averaged �16-average� SPLs were examined. These
differences resulted in relatively minor changes in laser sys-
tem noise. Also shown in Fig. 2 is the predicted noise floor
�dashed line� for a simplified Michelson interferometer laser
vibrometer �SMIV�.

B. Simplified Michelson interferometer vibrometer
„SMIV…

To focus on fundamentals, a noise model was developed
for a simplified interferometer rather than the usual hetero-

dyne or dual-track homodyne configurations. A brief sum-
mary of the main results will be presented here; additional
details of this work are available in Refs. 11 and 12.

The SMIV analyzed is depicted in Fig. 3. In the analysis
the suboptical wavelength sinusoidal position variations of
mirror M1 represent the signal to be measured. Optimum
measurement sensitivity is achieved by positioning the refer-
ence mirror M2 so that the reference beam and the mean
measurement beam are in phase quadrature. The detector cir-
cuit consists of a photodetector and a transimpedance ampli-
fier with a resonant feedback circuit that is tuned to the sig-
nal frequency. The noise sources modeled11 were detection
shot noise, laser light amplitude noise, atmospheric turbu-
lence noise, laser light phase noise, mirror and beamsplitter
thermal vibration noise �including waterborne thermal noise
that would impinge on a membrane in the ocean�, and circuit
feedback resistor thermal noise. Further, the analysis as-
sumes a single transverse and longitudinal mode He–Ne la-
ser operating at a 633 nm wavelength, with 1 mW power and
with typical phase and amplitude noise.

Table I presents the noise predicted by the model when
the environment and feedback resistor temperature was taken
to be T=300 K; the sensor quantum efficiency was 0.6; the
measurement and reference arm lengths were 1 and 0.15 m,
respectively; and the index of refraction structure constant

FIG. 2. Noise floor comparison of monitor hydrophone versus the SLVS.
�The dashed line represents the predicted performance of the simplified
Michelson interferometer vibrometer described in Sec. III B when turbu-
lence and laser phase noise are eliminated.�

FIG. 3. The simplified Michelson interferometer laser vibrometer. Light
reflected by the reference mirror M2 is combined by the beamsplitter BS
with light reflected from the signal mirror M1 to produce interfering beams
with optical power PD�t� that are detected by the sensor with aperture A to
produce the photocurrent iD�t� and the amplifier output voltage v�t�.

TABLE I. Modeled SMIV noise voltage variances and surface movement sensitivity at 10 kHz over a
0.32-Hz bandwidth.

Definition Value

Atmospheric turbulence noise voltage variance �Vn
2 =1.99�10−7 V2

Laser light phase noise voltage variance �VLP
2 =7.19�10−8 V2

Laser light amplitude noise voltage variance �VLN
2 =1.17�10−9 V2

Shot noise voltage variance �VLN
2 =9.78�10−11 V2

Amplifier resistor thermal voltage noise variance �VR
2 =8.28�10−15 V2

Target mirror+beamsplitter+reference mirror
thermal vibration noise voltage variance

�VT
2 =6.14�10−16 V2

Total surface displacement �rms� aS �rms=1.72�10−13 m
Total surface velocity �rms� VS �rms=1.08�10−8 m/s
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was Cn
2=10−17 m−2/3. The feedback resistance was 106 ohms,

and the detector resonant frequency and bandwidth were
10 kHz and 0.32 Hz, respectively.

Examining Table I, the dominant noise in this SMIV is
due to turbulence, followed by laser phase noise. If the mean
lengths of the interferometer arms are set equal and if mea-
sures such as using a nearly common propagation path for
the two beams are employed, the laser phase noise and at-
mospheric turbulence noise can be approximately eliminated.
Without laser phase and atmospheric turbulence noise, the
model predicts the noise performance shown by the dashed
curve in Fig. 2.

To test the SMIV model, an SMIV with parameters and
features similar to those used in the above example was de-
signed, built, and tested at NUWC Division Newport. Care
was taken to balance the interferometer properly and to
eliminate the effects of turbulence by using a nearly common
optical path for both interferometer arms. The detector was
implemented by using a hybrid photodiode followed by two
stages of bandpass amplification and a low-pass filter. Mea-
surements made at 11.2 kHz produced a sensitivity of
61 dB/ /�Pa in 1 Hz. This is in close agreement with the
model predictions in Fig. 2 and represents a 39-dB improve-
ment over the results obtained with the commercial vibrome-
ter.

C. Measured surface velocity and directivity

The surface velocity �dB/ /1 m/s� measured by the laser
array system, with an air-backed window, is shown in Fig. 4.
The figure compares the normal components of the surface
velocity measured at three points—the window center
�dashed line�, midpoint �dash-dot line�, and edge �dotted
line�—to the equivalent velocity measured by the reference
type 52 hydrophone �solid line�. The sound-pressure level
measured by the reference hydrophone was converted to an
equivalent velocity level via Euler’s equation, with co

=1467 m/s and �o=1000 kg/m3. Differences in gains and
spreading losses between the reference hydrophone and the
measured surface velocity were accounted for. Thus, Figs. 4
and 5 compare the equivalent free-field acoustic particle ve-
locity at the surface of the window to that measured on the
window. The near-constant 6-dB difference between the win-
dow surface velocities and the reference hydrophone is due

to air-backing, which creates an observed pressure-release
boundary; the large fluctuations seen in both figures �Fig. 4
and Fig. 5� are due to the source �BQR-7 projector�. The
BQR-7 projector is essentially omnidirectional in the hori-
zontal plane within the frequency range shown.

The surface velocity measured on the water-backed con-
figuration at the window center point is shown in Fig. 5.
Here, the water-backing eliminates the pressure release
boundary condition. In Fig. 5, the difference between the
theoretical �solid line� and measured �dashed line� particle
velocity was less than 1.5 dB, or no more than approxi-
mately 18%, over the frequency band from 10 to 80 kHz.

Directivity measurements were also made of the angular
response of the window to acoustic insonification. These
measurements are comparable to beam patterns of conven-
tional hydrophones. Here, the change in the normal compo-
nent of velocity on the window with incidence angle was
measured. Surface velocity on an idealized pressure-release
boundary varies sinusoidally �as a cosine if broadside is de-
fined to be normal incidence� with incidence angle.

Figure 6 compares the measured �air-backed� directivity
�solid line� at frequencies of 10, 20, and 40 kHz to an ideal
cosine dependence �dashed line�. As shown at 20 kHz, a full
360° beam measurement was made. The front-to-back plane
ratio is greater than 25 dB.

D. Wave-vector frequency measurements—
Methodology

The data recorded in NUWC Division Newport’s ATF
were analyzed to give kx-ky and k-� spectra for the synthe-
sized array. An FM sweep �10 kHz to 100 kHz, 7-ms dura-
tion� was used to obtain fine granularity in the frequency
domain. A grid of 36�36 points, with 5-mm �0.2-in.� spac-
ing, was acquired by the SLVS. Hence, the vertical and hori-
zontal array aperture was approximately 18�18 cm �7 in.2�.
The time series for the SLVS responses to the FM sweep at
each point on the grid were recorded and matched-filtered
offline using standard correlation processing techniques. The
resulting impulse response was time gated using the same
gate for all channels to maintain phase relations at all fre-
quencies. The time-gated signals were then subjected to
spectral processing to derive spatial and temporal frequency
representations of the response of the window. A set of inci-

FIG. 4. Surface velocities measured on the air-backed window compared to
the equivalent acoustic particle velocity measured by the reference hydro-
phone �solid curve�.

FIG. 5. Surface velocity measured on the water-backed window compared
to the equivalent acoustic particle velocity measured by the reference hy-
drophone �solid curve�.
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dence angles was examined, including 0°, 30°, 45°, and 60°
in azimuth �horizontal� and 0° in elevation �vertical�.

Due to ambient static pressure, the acoustic window, or
membrane, on the cylinder nose deformed into a concave
shape—the z displacement of the center was about 2 cm in-
ward from the extreme edge of the array. The shape of the
cavity was determined to be accurate to about 1 mm �2� fit�
by fitting the z coordinate �derived from the time displace-
ment of the impulse responses of the individual sensor posi-
tions� to the following parabolic surface:

z = ax2 + by2 + cxy + dx + ey + f . �7�

This allows for adjustments to length, width, and orientation
of the cavity shape relative to the �x ,y� scanning grid. Of
course, this fitting can only be done based on pulse arrival
times from a source at normal incidence in the far field. Once
the cavity shape was determined, the conventional kx-ky pro-
cessing was modified to account for the window’s curvature.
Thus, the wave number spectrum, which directly relates to
the array’s beamforming ability, can be assessed without the
distortion that the conventional 2D FFT would produce.

E. Wave-vector frequency measurement—
Results

The wave-vector �kx-ky� spectra at a frequency of
100 kHz are shown with and without the curvature, or
z-coordinate correction, in Figs. 7 and 8, respectively. The

magnitude of the incoming energy, as a function of wave
vectors kx and ky, is normalized to the maximum response at
broadside ��=0° �. Note the major differences between the
corrected �Fig. 7� and uncorrected �Fig. 8� spectra at a high
frequency, where the acoustic wavelength of 1.5 cm is less
than the maximum cavity depth of about 2 cm. At lower
frequencies, the effects of, and need for, the corrections be-
come less obvious.

Figure 9 shows the wave-vector spectra for azimuthal
angle of incidence of 30° at 60 kHz, with the elevation angle
held constant at 0° incidence �all data are corrected for con-
cavity�.

Figure 10 shows the results of k-� processing with the
spatial coordinate chosen along the horizontal �x� direction.
The vertical dependence is ignored. To reduce sidelobe levels
generated by the finite-sampling aperture, a Hamming win-
dow was imposed on the raw time-series data. In addition, at
each frequency, all of the known variations in sensitivity due
to source level and other gains were removed.

The most interesting feature here is the uniformity of the
beams at all angles of incidence and over nearly a decade of
frequency bandwidth. The measured responses are near ideal
and demonstrate a very capable system. Note that there is
little indication of significant aliasing within the acoustic
region—this was true even at 60° azimuth.

FIG. 6. �Color online� Directivity at
the geometrical center of the window
at �a� 10 kHz; �b� 20 kHz; and �c�
40 kHz. Dashed line represents theo-
retical dipole response.

FIG. 7. Wave-vector spectrum for 100 kHz with correction for concavity
�white circle represents highest acoustic wave number�.

FIG. 8. Wave-vector spectrum for 100 kHz without correction for concavity
�white circle represents highest acoustic wave number�.
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IV. SUMMARY AND CONCLUSIONS

The research presented here has demonstrated the capa-
bilities of a high-frequency laser sonar system. The results
reveal a capable receiving array having exceptional fre-
quency bandwidth and angular coverage. For the chosen con-
figuration of the array window and material properties, there
was no indication of significant aliasing within the acoustic
region, even at an upper frequency of 100 kHz and array
steering angle of 60° azimuth. These measurements verified
a frequency bandwidth of a decade, from 10 to 100 kHz, and
the ability to steer, without grating lobes, to an angle of 60°.
However, the high-frequency laser sonar concept was vali-
dated only for high signal-to-noise ratios and under ideal
�quiet ambient� test tank conditions.

Some of the questions regarding feasibility of the SLVS
array system have been examined. A theoretical foundation
was formulated using both a simple membrane model for the
vibrational response of an acoustic window12 and a detailed
viscoelastic continuous plate model.7 In theory, the normal
velocity of the internal surface of a well-designed acoustic

window will be directly proportional to the acoustic particle
velocity of an incidence plane wave. For the high-frequency
sonar application described here, viscoelastic neoprene or
polyurethane windows with a thickness of 1.27 cm �0.5 in.�
were desirable.

The poor acoustic sensitivity of the commercial SLVS
remains a primary feasibility issue. Recall that Fig. 2 com-
pared the measured noise floor of the commercial laser to
that of the H-52 monitor hydrophone. Within the quiet test
tank, the laser noise is at least 50 dB greater than the ambient
noise. A passive receive array would require better sensitiv-
ity; the sensitivity of the commercial system �approximately
120 dB�1 �Pa� would limit the sonar severely. Even though
the wavelength of a coherent He-Ne laser beam is quite small
at 633 nm, which registers very small Doppler shifts, the
velocities associated with easily detectable acoustic plane
waves are even smaller. For example, the acoustic particle
velocity at an SPL of 20 dB�1 �Pa is approximately
0.08 Å/s. As is, the commercial system would be useful for
only active reception of a strong transmitted signal. How-
ever, analytical modeling and measurements made on a pro-
posed simplified Michelson interferometer laser vibrometer
produced a 39-dB sensitivity improvement at 11.2 kHz.

There are other feasibility concerns, such as required
scanning rate,13 vibration isolation, and demodulation hard-
ware. However, the scanning laser Doppler vibrometer sonar
can adapt to varying signal and noise fields using reconfig-
urable array geometry, element sampling, and element stav-
ing, which may be useful for sonar self-noise mitigation and
noise cancellation.
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This paper examines array gain and detection performance of single vector sensors and vector
sensor line arrays, with focus on the impact of nonacoustic self noise and finite spatial coherence of
the noise between the vector sensor components. Analytical results based on maximizing the
directivity index show that the particle motion channels should always be included in the processing
for optimal detection, regardless of self noise level, as long as the self noise levels are taken into
account. The vector properties of acoustic intensity can be used to estimate the levels of nonacoustic
noise in ocean measurements. Application of conventional, minimum variance distortionless
response, and white-noise-constrained adaptive beamforming methods with ocean acoustic data
collected by a single vector sensor illustrate an increase in spatial resolution but a corresponding
decrease in beamformer output with increasing beamformer adaptivity. Expressions for the spatial
coherence of all pairs of vector sensor components in homogeneous, isotropic noise show that
significant coherence exists at half-wavelength spacing between particle motion components. For
angular intervals about broadside, an equal spacing of about one wavelength for all components
provides maximum directivity index, whereas each of the component spacings should be different
to optimize the directivity index for angular intervals about endfire. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2207573�

PACS number�s�: 43.30.Yj, 43.30.Wi, 43.60.Bf, 43.60.Cg �RAS� Pages: 171–185

I. INTRODUCTION

Acoustic vector sensors have been used in directional
sonobuoys deployed by the U.S. Navy community for the
past half-century �Wolf, 1998�. “DIFAR” �DIrectional low
Frequency Analysis and Recording� sonobuoys simulta-
neously measure the two horizontal components of acoustic
particle motion �or acoustic pressure gradient� and acoustic
pressure. These sonobuoys have not often been used in sci-
entific studies �for an exception, see Wilson, et al. �1985��,
but this situation has been changing over the past half-
decade, especially in the field of large baleen whale vocal-
ization studies �e.g., Thode et al. 2000; McDonald, 2004;
Greene et al. 2004�.

Recent advances in piezocrystal materials have enabled
the design of shear mode single crystal sensors that allow all
three acoustic particle motion components to be measured
simultaneously by a compact package that can be oriented in
any direction with respect to the earth’s gravitational field
�Traweek, 2004; Wilcoxon, 2004�. These new-design vector
sensors are being incorporated into line arrays for towed ar-
ray applications because of their ability �among others� to
break the left/right ambiguity associated with line arrays of
omnidirectional elements. Tow tests have shown that with
proper sensor mounting, flow noise at tow speeds of 2.6 m/s
does not severely affect beamforming performance at fre-
quencies above 300 Hz �Richards, 2005�.

Motion-induced self noise on the particle motion chan-
nels has always been the greatest challenge in using vector
sensors for ocean acoustics applications. In addition, elec-
tronic self noise on these channels can be a problem, e.g., the
self noise on the accelerometer channels of the present-
design vector sensors exceeds sea state zero ocean ambient
noise levels at lower frequencies. Therefore, algorithms de-
signed for use with these types of sensors should account for
these sources of contamination. A focus of this paper is ex-
amining the impact of this self noise and accounting for it in
an optimal way.

The basic processing of vector sensor data is well estab-
lished �this point is reflected by the fact that most of the
important literature references in this paper were published
about 50 years ago�, but published beamforming results have
been limited almost exclusively to conventional “cardioid”
beamforming. All the various types of beamforming tech-
niques developed for spatially distributed hydrophones also
can be applied to vector sensor data once the vector sensor
processing approach is placed in a general matched field pro-
cessing framework. The theoretical basis for processing the
data from these types of sensors is provided by the funda-
mental conservation laws of physics, e.g., the conservation
of linear momentum and the conservation of mass, and Tay-
lor’s theorem. The approach in this paper is to use a simple
analytical formulation from the optimization of the directiv-
ity index to provide insight into the optimal processing of
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vector sensor data, particularly for autonomous systems, and
the design of vector sensor arrays. The results extend the
work of Cray and Nuttall �2001� to cases where self noise on
the particle motion channels is present, the interelement
spacings differ from half-wavelength spacing, and the indi-
vidual vector sensor components have different spacings.
Maximizing the directivity index is equivalent to minimizing
the output variance of the beamformer under the constraint
of unity gain in the look direction, i.e., “minimum variance
distortionless response” �MVDR� processing, for the case of
a single plane wave in a homogeneous, isotropic noise field.
The solutions to these optimization problems are a set of
channel weightings that, in effect, spatially whiten the data.
The formulation suggests a simple beamforming approach
that provides optimal detection if certain assumptions are
satisfied. �A formal analysis of optimal beamforming for de-
tection with vector sensor arrays is provided in Traweek
�2003�.� Section II provides the background material for vec-
tor sensor processing followed by a discussion of some of
the issues with optimal array gain and detection with single
vector sensors in Sec. III. Results from applying conven-
tional, MVDR, and white-noise-constrained adaptive plane
wave beamforming methods with single vector sensor data
collected at sea also are presented in this section. Section IV
is devoted to an examination of a line array of vector sensor
components. The focus in this section is on the spatial coher-
ence properties of the various vector sensor components in
noise fields. Conclusions from this work are summarized in
the final section.

II. BACKGROUND FOR VECTOR SENSOR
PROCESSING

The standard approach in ocean acoustics for measuring
the directional properties of the ocean sound field is to de-
ploy a spatially distributed set of acoustic pressure sensors.
An alternative approach can be obtained from the Taylor
series expansion of the acoustic pressure field, p�x� , t�, about
a single measurement point in space, x�0 �e.g., D’Spain et al.,
1991�. Assuming that no acoustic sources exist in the region
about this point, then

p�x� ,t� = p�x�o,t� + �p�x�o,t� · �x�

+
1

2
�x�T� matrix of

2nd derivatives
�

xo

�x� + ¯ , �1�

where �x� �x� −x�o. This equation says that the measurement
of acoustic pressure and its higher-order spatial derivatives at
a single point in space is equivalent to the measurement of
acoustic pressure in a volume about the measurement point.
It provides the theoretical basis for array processing with
measurements at a single point in space.

The phenomenon of superdirectivity is directly related to
the Taylor series expansion of the pressure field. That is,
superdirectivity arises for a spatially distributed hydrophone
array when the directivity index is maximized as a function
of the element weights, and the interelement spacing be-
comes smaller than half the acoustic wavelength �Pritchard,
1954�. One can show that, as the ratio of the interelement
spacing to the acoustic wavelength approaches zero, the

weights for a “linear point array” approach the finite differ-
ence approximations to the spatial derivatives of pressure
given in Eq. �1�. The instability that results when the weights
become large and of opposite sign can be avoided by the use
of alternative transduction methods suggested by the physi-
cal interpretation of the spatial derivatives of pressure, as
discussed in the next paragraph.

The acoustic wave equation is derived from two conser-
vation laws, the conservation of linear momentum and the
conservation of mass. The conservation of linear momentum
under the linear acoustic approximation is

�0�x��
�v� �x� ,t�

�t
+ �p�x� ,t� = 0. �2�

The ambient density is �0�x�� and the acoustic field variables,
v� �x� , t� and p�x� , t�, are the particle velocity and pressure, re-
spectively. The linearized conservation of mass with the
equation of state included is

�p�x� ,t�
�t

+ �s�x�� � · v� �x� ,t� = 0. �3�

The fluid properties, i.e., the adiabatic incompressibility,
�s�x��, and the density, are assumed to be fixed in time over
the time scales of acoustic signal propagation. Deviations
from an ideal fluid �e.g., viscous dissipation� are assumed
negligible. These two equations contain all the physics
needed for the understanding of basic sound propagation.
They hold in regions where no acoustic sources exist.

Since Eq. �2� shows that acoustic particle velocity at a
given frequency is proportional to the first-order spatial gra-
dient of pressure, then the simultaneous measurement of
acoustic pressure and acoustic particle velocity at a single
point in space is equivalent to the measurement of acoustic
pressure in a small volume about the measurement point. In
fact, an acoustic vector sensor is analogous to a four-element
superdirective pressure sensor array where the two sensor
types may use different transduction principles. Both sensor
types require four data telemetry channels to measure all
components. An important implication of Eq. �2� is that if the
acoustic pressure field is measured �or otherwise known� ev-
erywhere within a given region of space, the corresponding
acoustic particle velocity field can be derived everywhere
within this region. That is, measurement of acoustic particle
velocity adds no new information beyond that available from
spatially distributed measurements of pressure.

III. OPTIMAL ARRAY GAIN AND DETECTION WITH A
SINGLE VECTOR SENSOR

A. Detection

The mathematical theory of detection is based on statis-
tical hypothesis testing �Van Trees, 1968�. The situation of
interest is that of low signal-to-noise ratio, SNR�1. Appli-
cation of results from information theory �Brown and Row-
lands, 1959� shows that no better method exists to increase
the SNR of signals at low SNR than to add the outputs of a
hydrophone array. Therefore, since the simultaneous mea-
surement of acoustic pressure and acoustic particle motion at
a single point is equivalent to a volumetric measurement of
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acoustic pressure about the measurement point, then the op-
timal approach to detection with vector sensors is to apply
additive beamforming techniques, i.e., to sum the pressure
and particle motion signals together. In vector intensity pro-
cessing �e.g., D’Spain et al., 1991�, the pressure and particle
motion signals are multiplied or correlated together rather
than summed so that this approach is suboptimal for detec-
tion. Many other multiplicative processing approaches can
be defined �e.g., D’Spain, 1990�, but the Brown and Row-
lands results indicate that none can exceed additive beam-
forming in detection performance. The degradation in detec-
tion performance over additive beamforming has been
derived for the specific case of combining pressure and par-
ticle velocity time series multiplicatively �Cox and Bagge-
roer, 2003�.

The conclusion that additive beamforming techniques,
rather than multiplicative processing or other approaches, are
optimal for detection of weak signals in noise also is consis-
tent with standard detection theory. That is, in the case of
signal completely unknown, the optimal processing approach
is a linear filter followed by a square-law �“energy”� detector
�Van Trees, 1968�. In narrow-band additive beamforming,
the filtering process is composed of temporal filtering with a
fast Fourier transform followed by the spatial filtering by the
beamformer. Square-law detection then is performed on the
beamformer output. Therefore, optimal beamforming tech-
niques are directly related to optimal detection in that they
provide optimal spatial filtering and their outputs squared
comprise the detection statistic. The focus of this paper is on
this optimal spatial filtering step.

In contrast to detection, the process of localization and
signal parameter estimation typically involves signals with
significantly higher SNR. When excess signal energy is
available, multiplicative processing such as intensity pro-
cessing can be quite advantageous, particularly when narrow
beams and reduction in size and/or the number of elements is
required. For example, Brown and Rowlands �1959� show
that a multiplicative array of only two elements can be de-
signed to have the same beam pattern as a linear array of an
arbitrary number of equally spaced elements. An added ben-
efit of vector intensity processing is that it provides a
physics-based way of studying the properties of the sound
field.

B. Vector sensor beamforming

The expression for the linear beamformer output of an
acoustic vector sensor �three orthogonal components of
acoustic particle velocity and acoustic pressure� for look di-

rection, l̂, is

D�l̂� = a0p�t� + �
j=1

3

ajZj�v j�t� + nj�t��cos�� j� . �4�

The components of the look direction are the direction co-

sines, l̂��cos��1� , cos��2� , cos��3��, given in terms of azi-
muth, �, and elevation angle, �, as cos��1�=cos���cos���,
cos��2�=sin���cos���, and cos��3�=sin���. The quantities
a0 through a3 �also expressed in this paper as a0, ax, ay,

and az� are weightings of the individual component time
series determined by some criterion �e.g., to maximize the
directivity index �DI��, nj�t� is the self noise time series on
the jth velocity component �the self noise on the hydro-
phone channel is assumed negligible� and the quantities
Zj’s are factors used to convert acoustic particle velocity
into pressure. In vector notation, Eq. �4� is �e.g., D’Spain
et al., 1992�

D�l̂� = e�H · d� �t�

= �a0
*,ax

* cos��x�,ay
* cos��y�,az

* cos��z��

��p�t�,Zx�vx�t� + nx�t��,Zy�vy�t� + ny�t��,Zz�vz�t�

+ nz�t���H, �5�

where the superscript H represents the complex conjugate
transpose operation. The set of channel weights, a0, ax, ay,
and az is set so that the output amplitude for a plane wave
arrival in the look direction at a given frequency is pre-
served; 	e� 	=1/
2. The output variance �or mean squared
amplitude� of the vector sensor beamformer at circular
frequency 	 then can be written as

e�H�S�	��e�

= e�H�
Sp�	� ZxSpx�	� ZySpy�	� ZzSpz�	�
¯ ZxZx

*Sx�	� ZxZy
*Sxy�	� ZxZz

*Sxz�	�
¯ ¯ ZyZy

*Sy�	� ZyZz
*Syz�	�

¯ ¯ ¯ ZzZz
*Sz�	�

�e� ,

�6�

where the symbol “ *” indicates complex conjugation and
�S�	��=Ed� �	�d�H�	�� is the data cross spectral density ma-
trix, typically estimated from averaging statistically indepen-
dent snapshots under the ergodic assumption �Bendat and
Piersol, 1986�. The formulation in Eqs. �5� and �6� is in the
same form as plane wave beamforming with spatially distrib-
uted hydrophone arrays, and, more generally, with matched
field processing formulations. Therefore, all of the methods
developed for use with hydrophone arrays are directly appli-
cable to vector sensor data �see Sec. III E for some ex-
amples�. The physics contained in the cross spectral density
matrix is describable in terms of the energetics of acoustic
fields �D’Spain et al., 1991�. That is, the sum of the four
autospectra �the trace of the matrix� is proportional to the
total acoustic energy density, where the acoustic pressure
spectrum �in the first row and first column� is proportional to
the acoustic potential energy density and the sum of the three
individual particle velocity autospectra is proportional to the
acoustic kinetic energy density. The cross spectra between
the pressure and the particle velocity �the off-diagonal ele-
ments in the first row and column� are proportional to the
components of vector acoustic intensity. The real part of
these cross spectra, the “active” intensity, is a measure of the
net flux of acoustic energy and the imaginary part �signifying
its time average is zero� is called the “reactive” intensity and
is the energy flow required to support any spatial heteroge-
neity in the sound field. The properties of the 3�3 particle
velocity submatrix are determined by the polarization of the
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particle motion �D’Spain 1999�. Sound propagation in the
ocean is not necessarily rectilinear; it can take on various
degrees of ellipticity, including purely circular motion.

In plane wave beamforming, the conversion factors from
particle velocity to pressure are equal to the characteristic
impedance of the medium, i.e., Zj =�0c. In this case, the out-
put of the vector sensor beamformer can be expanded as

EDD*� = a0
2Epp*� + ��0c�2�

j=1

3

aj
2�Ev jv j

*� + 
 j
2�cos2�� j�

+ 2��0c�a0�
j=1

3

aj ReEpv j
*��cos�� j�

+ 2��0c�2�a1a2 ReEv1v2
*�

+ En1n2
*��cos��1�cos��2� + a1a3 ReEv1v3

*�

+ En1n3
*��cos��1�cos��3� + a2a3 ReEv2v3

*�

+ En2n3
*��cos��2�cos��3�� , �7�

where E¯� is the expectation operator, Re¯� is the real
part of a complex quantity, and the asterisk superscript sig-
nifies the complex conjugate operation. The self noise on the
jth particle velocity channel, whose variance is 
 j

2, is as-
sumed independent of the acoustic signal and acoustic
noise on that component, and of the hydrophone compo-
nent time series. However, correlation of the self noise
between the various particle motion channels is allowed to
be nonzero in order to take account of coupling from vi-
bration, strum, etc.

C. Directivity index for a single vector sensor

The gain of an array �AG� is defined as ten times the
logarithm, base 10, of the output signal-to-noise ratio of the
array �SNRarray� normalized by the SNR of a single omnidi-
rectional element �SNRomni� �Urick, 1986�:

AG � 10 log10�SNRarray/SNRomni� . �8�

The directivity index �DI� is defined as the array gain for the
case of a single, perfectly spatially coherent plane wave in
the presence of homogeneous, isotropic ocean acoustic noise.
Assume that the mean squared amplitude of the plane wave

is Ā2 /2, that the variance of the ocean acoustic pressure
noise field is 
2, and that the vector sensor is beamformed in
the direction of arrival of the plane wave. Then, the beam-
former output mean squared amplitude for signal only is

Ā2 /2 and the SNRomni equals Ā2 / �2
2�. Therefore, the only
quantity that remains to be determined is the denominator
of SNRarray, i.e., the vector sensor beamformer output due
to noise alone.

In a homogeneous, isotropic noise field, no net flux of
acoustic energy occurs. Therefore, the active acoustic inten-
sity, i.e., the real part of Epv j

*�, is zero in every direction. In
addition, the imaginary part, the reactive intensity, is zero
because the field is homogeneous �the acoustic pressure
spectrum is everywhere the same�. Similarly, the average po-
larization of particle motion in this ocean acoustic noise field
is zero so that Ev jvk

*�=0 for j�k. Note that Enjnk
*� is not

assumed to be zero for j�k in order to account for any
particle motion channel coupling of motion-induced self
noise. Since the vector sensor is steered in the direction of
the plane wave arrival, only the velocity component in that
direction, vl, must be considered in calculating DI. The ki-
netic energy density equals the potential energy density �pro-
portional to 
2� in a homogeneous, isotropic noise field and
each particle velocity component contributes equally to the
kinetic energy density so that ��0c�2Evlvl

*�=
2 /3. Substitut-
ing these results into Eq. �7� gives

EDD*�/
2�noise only� = a0
2 + av

2�1/3 + �� . �9�

The quantity av is the weighting of the velocity component
in the direction of the plane wave arrival, 
v

2 is its self noise
variance, and ����0c�2
v

2 /
2 is the ratio of the velocity
channel self noise variance to ocean acoustic pressure noise
variance. The DI then follows as

DI�vector sensor� = − 10 log10�a0
2 + av

2�1/3 + ��� . �10�

The conventional �Bartlett� approach to beamforming
with vector sensors uses equal weighting of the pressure and
particle velocity components. The resulting beam pattern is a
cardioid and the directivity index is, from Eq. �10�,

DI�cardioid� = 6.0 dB − 10 log10�4/3 + ��

= − 10 log10�1/3 + �/4� . �11�

A plot of the directivity index for this conventional “car-
dioid” beamformer as a function of the velocity channel self
noise to ocean noise ratio, �, is shown as the curve with
asterisks in Fig. 1. At a self noise to ocean noise ratio of
about 4.3 dB, the DI is zero, equal to that of a single
omnidirectional hydrophone. As the self noise increases
relative to the ocean noise beyond this value, the DI be-
comes negative and the velocity channels should be dis-
carded when using equal weighting for the detection of
weak signals. �For localization, the velocity channels still
may provide useful information for large SNR signals,
e.g., by reducing ambiguity�.

FIG. 1. Plots of the directivity index for a single vector sensor as a function
of the ratio of the self noise variance on the particle motion channels to the
ocean acoustic pressure noise variance. The curve of connected asterisks
�“*”� is the result for equal channel weighting, the curve of connected plus
signs �“�”� is for optimal channel weighting assuming no self noise, and the
curve of connected circles �“�”� pertains to optimal weighting that accounts
for the level of self noise.
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Another beamforming approach is to determine the com-
ponent weighting based on some specified optimization cri-
terion. This optimization criterion can be defined in order to
maximize the spatial filtering performance of the beam-
former prior to the square-law detection. A useful criterion is
to maximize the directivity index. As mentioned in Sec.
III E, maximizing the directivity index is equivalent to mini-
mizing the beamformer output variance under the constraint
of unity gain in the look direction �i.e., minimum variance
distortionless response �MVDR� beamforming� for the case
of a single plane wave in homogeneous, isotropic noise.
Minimizing the argument of the logarithm in Eq. �10� under
the constraint that a0+av=1 �equivalent to the constraint of
unity gain in the look direction for this case� gives the solu-
tion for the optimal weighting as av= � 4

3 +��−1 and a0= �1
+3�� / �4+3��. The ratio of the two weightings, a0 /av= 1

3
+�, is reasonable in that the ocean noise variance on the
acoustic pressure channel is three times that on the particle
velocity channel �because of the equivalence of acoustic po-
tential and kinetic energy densities in a homogeneous field�
and so is weighted a third as much. In effect, optimal weight-
ing whitens the noise across channels. The resulting maxi-
mum DI is

DI�max� = − 10 log10�1 − 1/� 4
3 + ��� = − 10 log10��1

+ 3��/�4 + 3��� . �12�

This result also is plotted in Fig. 1, as a curve of connected
circles. When the self noise on the velocity channels is neg-
ligible, the maximum DI is 6.0 dB in comparison to the
4.77 dB attainable with equal weighting. At a value of the
self noise to ocean noise ratio equal to −1.76 dB
�10 log10� 2

3
��, the maximum DI equals the DI for equal

channel weighting. At noise ratios smaller than −1.76 dB,
the velocity channel is weighted more heavily than the
pressure channel to achieve maximum DI, whereas it is
weighted less heavily at larger noise ratios. A benefit of
using this optimal channel weighting is that the directivity
index never decreases below zero no matter how large the
self noise to ocean noise ratio becomes. This result also
indicates that to optimize detection, the particle motion
channels should never be discarded except in the limit of
infinite self noise, given that the level of self noise is
accounted for in determining the channel weighting.

The corresponding plane wave response patterns with
channel weightings that maximize the directivity index for a
selection of ratios of velocity channel self noise to ocean
noise are plotted in Fig. 2. As the ratio increases starting with
very small values, the main lobe becomes broader and the
side lobe in the 180° direction becomes smaller. The cardioid
plane wave response with a null in the 180° direction, corre-
sponding to equal channel weighting, is obtained at a noise
ratio of −1.76 dB. For increasing noise ratios beyond this
value, the plane wave response becomes progressively more
circular in nature.

It is tempting to neglect the self noise on the particle
motion channels because the channel weighting then is inde-
pendent of frequency. However, as the curve for equal chan-
nel weighting in Fig. 1 �connected asterisks� illustrates, de-

tection performance can be severely degraded by this self
noise. The decrease in directivity index with increasing self
noise is even more rapid if the channel weighting is set to
maximize DI for the case of no self noise, as shown by the
curve of connected plus signs in Fig. 1. Therefore, significant
improvements in detection performance can be achieved by
taking channel self noise into account even though the prob-
lem then becomes frequency dependent �assuming the self
noise is frequency dependent�.

These results suggest a simple algorithm for optimal de-
tection using single vector sensor data when the self noise on
the particle velocity channels is electronic in nature and the
background noise field is approximately homogeneous and
isotropic �e.g., dominated by wind-generated ocean surface
wave activity�. It is based on a periodic estimate of the vari-
ance of the ocean acoustic pressure background noise field
and a priori knowledge of the frequency dependence of the
electronic self noise levels on the velocity channels. This
information is used to derive a time-and frequency-
dependent self noise to ocean noise ratio, ��f , t�. The self
noise variance on each of the three channels can be obtained
from laboratory measurements and included as a look-up
table or as a curve expressed as a function of frequency. The
value of ��f , t� then determines the channel weighting using
the formulas just above Eq. �12�. This approach eliminates
the need to estimate all terms in, and invert, data cross spec-
tral density matrices as required by the adaptive beam form-
ing methods discussed in Sec. III E.

The levels of nonacoustic self noise on the particle mo-

FIG. 2. Plots of the optimal beam pattern in 2D for a single vector sensor for
various levels of self noise on the particle motion channels. The cardioid
beam pattern for the case of a self noise to ocean noise ratio of −1.76 dB
�equal channel weighting� is marked by asterisks. The curves for progres-
sively smaller values of self noise, at −5, −10, −15, and − dB, show
increasingly narrower main lobes and increasingly larger side lobes in the
180° direction. Conversely, for progressively larger particle motion self
noise levels, at 0, 5, 10, and  dB, no nulls exist and the beam pattern
becomes progressively more omnidirectional.
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tion channels �motion-induced noise from vibration, strum-
ming, etc., as well as electronic� can be estimated from the
data as long as all four vector sensor components �acoustic
pressure and the three components of acoustic particle veloc-
ity� are measured simultaneously, as discussed in the next
part of this section.

D. Distinguishing acoustic and nonacoustic noise

Evaluation of the contribution of electronic noise,
motion-induced contamination, and other forms of nonacous-
tic self noise in ocean acoustics measurements provides es-
sential information for improving sensor performance and
array design. The ability to distinguish this nonacoustic self
noise from ocean acoustic signal and ocean acoustic noise on
the particle motion channels depends upon the fact that this
contamination does not satisfy the basic conservation laws of
acoustic fields. The vector properties of acoustic intensity are
useful in this regard in that they provide relationships be-
tween the various elements in the vector sensor data cross
spectral density matrix. They are �Mann et al., 1987�

� · C� pv��	� = 0, �13a�

� � C� pv��	� =
	

c2C� pv��	� � Qpv��	����1

2

1

�s
Sp�	�� ,

�13b�

� � Qpv��	� = 0, �13c�

� · Q� pv��	� = − 	��o�
j=1

3

Sj�	� −
1

�s
Sp�	�� . �13d�

Equations �13a� and �13d� are valid outside regions contain-
ing acoustic sources and Eqs. �13b� and �13c� assume the
spatial gradient of the fluid ambient density is negligible
���o�0�. Since the divergence of the active intensity is
zero, this form of energy flux can be modeled as an incom-
pressible fluid flow using streamlines and stream functions
for 2D flow �Waterhouse and Feit, 1986�. Similarly, the curl-
free nature of the reactive intensity indicates that it is analo-
gous to potential fluid flows. Since �D’Spain et al. 1991�

�Sp�	� = − 2	�oQpv��	� , �14�

then the scalar potential for reactive intensity is proportional
to the acoustic pressure spectrum.

Equation �13d� is applicable to the estimate of overall
level of self noise on the particle motion channels. For ex-
ample, assume the ocean noise field is approximately homo-
geneous, i.e., the levels are locally independent of position.
This assumption can be verified by examining the levels of
the reactive intensity spectrum using Eq. �14�. Given that the
reactive intensity spectrum is approximately zero, then Eq.
�13d� indicates that the scaled sum �scaled by the square of
the medium’s characteristic impedance� of the individual
particle velocity autospectra �i.e., the trace of the 3�3 par-
ticle velocity submatrix in Eq. �6�� equals the acoustic pres-

sure autospectrum. Therefore, any excess levels in the scaled
sum of the particle velocity channels are a measure of the
contribution from a nonacoustic component.

Similarly, correlation between particle motion channels
caused by vibration or other forms of self noise will not be
reflected in a corresponding correlation between pressure and
particle velocity channels. One approach to estimating the
degree of self noise that causes correlation between particle
motion channels is to examine the imaginary parts of the
cross spectra of the off-diagonal elements in the 3�3 par-
ticle velocity submatrix. The following relationship can be
derived between the z component of the curl of the active
acoustic intensity and the imaginary part of the xy particle
motion cross spectrum �D’Spain, 1990�:

	 � � C� pv��	�	z = 2	�oQxy�	� �15�

and similarly for the other two components. From Eq. �13b�,
then

�Qyz�	�,Qzx�	�,Qxy�	�� =
C� pv��	� � Q� pv��	�

Sp�	�
. �16�

Equation �16� shows that if the sound field is locally spa-
tially homogeneous �i.e., Q� pv� �0�, then the particle velocity
cross spectral density matrix must be purely real, assuming
�1� the spatial gradient of the fluid ambient density is negli-
gible and �2� the field is quasi-monotone. Therefore, the de-
gree to which the particle velocity cross spectral density ma-
trix is not purely real in a homogeneous sound field is a
measure of the self noise contamination that causes coher-
ence between particle motion channels.

Since both acoustic signals and acoustic noise pass these
tests, the tests are not used as part of the detection process.
Rather, they are useful as one way of evaluating the quality
of the vector sensor data.

E. Robust beamforming in a nonisotropic noise field

As mentioned above, maximizing the directivity index is
equivalent to minimizing the beamformer output variance
under a constraint equivalent to unity gain in the look direc-
tion for the case of a single plane wave in homogeneous,
isotropic noise. This beamforming approach therefore pro-
vides an optimal spatial filtering for square-law �beamformer
output� detection. The first �apparently� report of the use of
adaptive beamforming techniques with acoustic vector sen-
sor data �D’Spain et al., 1992� presented only results from
the use of the minimum variance/distortionless response
beamformer �Capon, 1969�. �Note that the use of adaptive
beamforming methods with vector sensor data in fields out-
side underwater acoustics was reported much earlier, e.g.,
Oltman-Shay and Guza �1984�.� However, more robust
beamformer methods can be used. For example, white-noise-
constrained �WNC� adaptive beamforming methods are de-
signed to provide some of the higher spatial resolution and
interferer cancellation capabilities of adaptive beamforming
while maintaining some of the robustness of conventional
beamforming �Cox et al., 1987; Gramann, 1992�. The con-
straint value is a free parameter that allows the beamformer
to be “tuned” to the properties of a given signal and noise
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structure given deviations from the underlying assumptions
made in the processing �e.g., that the sensor components are
accurately calibrated with respect to each other, that the sig-
nal arrival structure is adequately modeled, e.g., as a plane
wave, etc.�. It, in effect, places a constraint on the length of
the channel weighting vector applied to the individual com-
ponent data prior to summation.

Figure 3 shows the results of applying white-noise-
constrained �WNC� adaptive beamforming as well as con-
ventional and minimum variance distortionless response pro-
cessing to data collected by a single vector sensor. Also
plotted is the horizontal projection of the active acoustic in-
tensity vector which measures the net horizontal flux of
acoustic energy away from the source. These data were col-
lected by a freely drifting, neutrally buoyant Swallow float
during the 1989 Downslope Conversion experiment
�D’Spain et al., 1991�. The sensor was deployed to a depth of
1385 m and recorded the transmissions of a 14-Hz tone from
a ship-deployed acoustic source at a range of 1700 km to the
west-northwest. White-noise-constraint values of 0.02, 1.02,
2.02, 3.02, and 4.02 dB down from 10 log10 �M� were used,
where M =4 is the number of data channels. Setting the con-
straint to 10 log10 �M� is equivalent to conventional beam-
forming with the beamformer becoming increasingly more
adaptive with decreasing constraint value �the 4.02-dB down
constraint represents the most adaptive WNC beamformer in
Fig. 3�. The results indicate that the spatial resolution

steadily increases as the beamformer becomes more adap-
tive, with the greatest resolution provided by the pure mini-
mum variance distortionless response �MVDR� processor.
However, the MVDR processor shows a bias of 5° compared
to the other processors �283° versus 288°�. In addition, not
shown in Fig. 3, because all the beamformer outputs are
normalized to the same value, is the fact that the maximum
output of the MVDR processor at 83 dB re 1�Pa2/Hz is
more than 9 dB lower than the conventional beamformer
output. About 0.5 dB of beamformer output is lost with each
1-dB increase in adaptability of the WNC beamformer for
the results in Fig. 3. The bias and decrease in beamformer
output are due to the well-known sensitivity of MVDR to
mismatch �Cox 1973a�. The two main sources of mismatch
with these ocean acoustic data are calibration errors and
acoustic propagation that differs from that assumed in using
plane wave steering vectors. Calibration errors include not
only those in amplitude of the various channels but also
those in relative phase between the hydrophone and particle
motion channels and between two particle motion channels.
An error in relative phase calibration results in a quadrature
component that otherwise would not exist. Propagation ef-
fects also can result in a quadrature component between pairs
of vector sensor channels. In either case, a mismatch results
between the data and the assumed plane wave steering vector
in which the pressure and all particle velocity components
are in phase and all quadrature components are zero.

For adaptive beamforming in azimuth with a vector sen-
sor, two nulls are provided by the horizontal particle velocity
components. The beamformer has some flexibility to steer
these nulls in order to minimize the output variance. For
example, simulations show that for the case of uncorrelated
plane wave arrivals in a homogeneous, isotropic background
noise field, the MVDR processor can resolve up to two
sources spaced in azimuth by 60° to 65° when both arrivals
have a signal-to-background-noise �SNR� of 12 dB, 75° to
80° when both arrivals have 6 dB SNR, and 65° to 70° when
one source has an SNR of 15 dB and the other has an SNR
of 9 dB.

Nonisotropic ambient noise results in a net flux of
acoustic energy on average �i.e., the active acoustic intensity
is nonzero�. The very broad main lobe of a conventional
vector sensor beamformer will allow much of the noise en-
ergy from high-noise-level directions to contaminate most
look directions �except those at and near 180° from the high-
noise directions�, thereby decreasing SNR and therefore de-
creasing detection capability. An adaptive beamformer works
to steer nulls in the directions of high levels of noise. Its
ability to significantly reduce this noise depends both on the
angular spread of the region of high noise levels and its
proximity to the look direction of interest, as well as the
number of high-noise directions. If the ambient noise field is
inhomogeneous in addition to being anisotropic, imaginary
components in the off-diagonal terms in the data cross spec-
tral matrix appear. These imaginary components can have an
impact equivalent to that of correlated multipath and can
cause highly adaptive beamformers to perform very poorly
unless accounted for in the steering vectors, as mentioned
above.

FIG. 3. The results of using various types of beamformers with ocean
acoustic data collected by a single vector sensor. The sensor was deployed at
1385-m depth during an experiment in the deep northeast Pacific Ocean in
July 1989. The processing was performed in the 14-Hz frequency band,
corresponding to the frequency of a tone transmitted by an underwater pro-
jector 1700 km to the west/northwest of the receiver location. The outer
solid curve with the cardioid shape is the conventional �equal weighting�
beamformer output and the inner, oblong-shaped, solid curve is for the
MVDR beamformer. The dashed curves represent the white-noise-
constrained adaptive beamformer output with constraint values from 6 dB
�i.e., 0.02 dB down from conventional� in the outermost dashed curve to
2 dB �4.02 dB down from conventional� in the innermost curve. Also plot-
ted as a thick black line terminated with an arrow is the horizontal projection
of the active acoustic intensity vector for this 14-Hz frequency bin.
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IV. A LINE ARRAY OF VECTOR SENSORS

Consider a line array of vector sensor components, not
necessarily equally spaced. Assume without loss of general-
ity that the line array is oriented in the ẑ direction and that
the v3 component is parallel to this direction �i.e., v3�vz�.
Also assume without loss of generality that the two velocity
components perpendicular to the line of the array have been
rotated so that the x̂ direction corresponds to the azimuth of
the single plane wave arrival�. �The azimuth, �, is the angle
of the arrival in the x̂-ŷ plane measured clockwise from the ŷ
axis and the elevation angle, �, is the angle between the
arrival and the x̂-ŷ plane, so that �=0 corresponds to broad-
side to the line array.� Then, only three components need to
be considered in evaluating the array’s DI, p, vx, and vz.
These components are obtained from plane wave beamform-
ing the M vector sensors in the elevation angle direction of
arrival of the single plane wave ���:

p���=�
m=1

M

bmpm�	�exp�ikzm
p sin���� ,

vx��� + nx = �
m=1

M

cm�vx
m�	� + nx

�m��	��exp�ikzm
x sin���� ,

vz��� + nz = �
m=1

M

dm�vz
m�	� + nz

m�	��exp�ikzm
z sin���� .

�17�

The spatial weightings of the individual components are
specified by the bm ’s, cm ’s, and dm ’s. The quantities zm

p,x,z

are the distances of the mth vector sensor components from
the array phase center, where this phase center is the same
for all components. The individual component outputs now
are a function of frequency since the relative shift between
sensors �kzm

p,x,z sin ���� is a function of frequency through the
wave number k=	 /c. �Since all components in a single vec-
tor sensor are located at the same point in space, no such
frequency-dependent phase shift occurs.� In effect, the vector
sensor array can be viewed as a single vector sensor located
at the phase center of the array and whose components �Eq.
�17�� are directional in elevation angle. �The Appendix con-
tains a discussion of the order in which this beamforming
process occurs.�

As before for a single vector sensor, the only quantity in
the expression for DI that must be evaluated is the beam-
former output due to noise alone given that the beamformer
points in the direction of arrival of the single plane wave.
The output variance of the beamformer in Eq. �4�, with the
expressions for the various components given by Eq. �17�,
can be obtained directly from Eq. �7�. The terms associated
with the ocean acoustic noise field that must be evaluated in
the resulting expression contain samples from the spatial
cross spectra between each of the vector sensor components.
The properties of these cross spectra now will be discussed.

A. Spatial cross spectra between vector sensor
components

The spatial cross spectra between the various compo-
nents of a vector sensor can be derived from the spatial cross
spectrum of the acoustic pressure field �Eckart, 1953�,
Spp�x�1 ,x�2 ,	�. This latter quantity is defined as

Spp�x�1,x�2,	� � � Ep�x�1,t�p�x�2,t − ���exp�− i	��d� ,

�18�

where the term involving the expectation is the pressure
field’s spatial correlation function. This expression is valid
for temporally stationary fields. Taking the spatial gradient
with respect to each of the positions, x�1 and x�2, and using Eq.
�2� from Sec. II, then

�x�1
Spp�x�1,x�2,	� = i	�oS�v� p�x�1,x�2,	� , �19a�

�x�2
Spp�x�1,x�2,	� = i	�oS� pv��x�1,x�2,	� , �19b�

�x�1
�x�2

Spp�x�1,x�2,	� = �x�2
�x�1

Spp�x�1,x�2,	�

= − �	�o�2�S�v�v��x�1,x�2,	� , �19c�

where, for example, S�v� p�x�1 ,x�2 ,	� is a vector whose three
components are the spatial cross spectra between acoustic
pressure at x�1 and each of the three components of acoustic
particle velocity at x�2. In tensor analysis, a scalar quantity
�e.g., pressure or the spatial cross spectrum between spatially
separated measurements of pressure� is a zeroth rank tensor
and a vector �such as the quantities in Eqs. �19a� and �19b��
is a first rank tensor. The gradient operator increases the rank
of a tensor by one. Therefore, the quantity in Eq. �19c�, the
spatial coherence between the various particle velocity com-
ponents, is a second rank tensor, indicated by the brackets.

In inhomogeneous, time-stationary fields, the quantity
Ep�x1 , t�p�x2 , t−��� is not symmetric about �=0, but rather

Ep�x�1,t�p�x�2,t + ��� = Ep�x�2,t�p�x�1,t − ��� . �20�

Therefore, Spp�x�1 ,x�2 ,	� is complex in general. However, in
homogeneous, isotropic fields, the spatial cross spectra do
not depend on the actual measurement locations, x�1 and x�2,
but only on their separation 	x�1−x�2	, defined here as s. �In
range-independent ocean acoustic waveguides, the noise
field is homogeneous in the horizontal direction but not in
the vertical direction �Kuperman and Ingenito, 1980��. In this
case, the pressure field’s spatial correlation function is sym-
metric about �=0 and the corresponding spatial cross spec-
trum becomes purely real. The expression for the pressure
field’s spatial cross spectrum under these conditions is a
scaled version of the sinc function �e.g., Eckart, 1953�,
which is equal to the spherical Bessel function of zeroth
order, j0�ks� �Abramowitz and Stegun, 1964�:
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Spp�s,	� = Sp�	�sinc�ks� = Sp�	�
sin�ks�

ks
= Sp�	��j0�ks�� .

�21�

The quantity Sp�	� is the acoustic pressure autospectrum. It
is specified explicitly as a function of frequency �versus the
previous use of 
2� because of the frequency dependence of
the spatial coherence functions through k=	 /c. Now

�Spp =
�Spp

�s
ŝ =

�Spp

�s
��x

s
x̂ +

�y

s
ŷ +

�z

s
ẑ�

= − kSp�	�j1�ks�ŝ , �22�

where ��x�2+ ��y�2+ ��z�2=s2 and the function j1�ks� is the
spherical Bessel function of first order �Abramowitz and Ste-
gun, 1964�. Applying Eq. �19a� and �19b� gives

S� pv��s,	� =
i

�0c
Sp�	�j1�ks���x

s
x̂ +

�y

s
ŷ +

�z

s
ẑ� . �23�

Similarly,

��Spp = �� �Spp

�s
ŝ� =

�2Spp

�s2 ŝŝ +
�Spp

�s
� ŝ . �24�

The two second rank tensors in this equation are

ŝŝ = �
��x�2

s2

�x�y

s2

�x�z

s2

�x�y

s2

��y�2

s2

�y�z

s2

�x�z

s2

�y�z

s2

��z�2

s2

� �25�

and

�ŝ =
1

s �
1 −

��x�2

s2 −
�x�y

s2 −
�x�z

s2

−
�x�y

s2 1 −
��y�2

s2 −
�y�z

s2

−
�x�z

s2 −
�y�z

s2 1 −
��z�2

s2

�
=

1

s
��I� − ŝŝ� , �26�

so that

��Spp = � �2Spp

�s2 −
1

s

�Spp

�s
�ŝŝ +

1

s

�Spp

�s
�I�

= k2Sp�	�j2�ks�ŝŝ −
k

s
Sp�	�j1�ks��I� . �27�

The quantity j2�ks� is the spherical Bessel function of second
order and �I� is the tensor with 1’s along the diagonal and 0’s
in the off-diagonal positions. Applying the expression in Eq.
�19c� yields

�S�v�v��s,	� =
1

��0c�2Sp�	��− j2�ks�ŝŝ +
1

ks
j1�ks��I�� .

�28�

Equations �23� and �28� hold for any orientation of the
particle velocity components with respect to the direction of
their separation. For the line array oriented in the ẑ direction
as presented at the beginning of this section, �x=�y=0 and
s=�z, and these equations simplify to

Spx��z,	� = 0, �29a�

Spz��z,	� =
i

�0c
Sp�	��j1�k�z�� , �29b�

Sxx��z,	� =
1

��0c�2Sp�	�� 1

k�z
j1�k�z�� , �29c�

Sxz��z,	� = 0, �29d�

Szz��z,	� =
1

��0c�2Sp�	�� 1

k�z
j1�k�z� − j2�k�z�� . �29e�

These equations along with Eq. �21� provide all the terms
needed to evaluate the vector sensor line array beamformer
output variance in a homogeneous, isotropic noise field. Note
that the following limits hold as the component spacing de-
creases to zero �Abramowitz and Stegun, 1964�

lim
s→0

j0�ks� = 1,

lim
s→0

j1�ks� = 0,

lim
s→0

j1�ks�
ks

=
1

3
,

lim
s→0

j2�ks� = 0. �30�

Therefore, ��0c�2�Sxx�0,	�+Syy�0,	�+Szz�0,	��=Sp�	�, a
reflection of the fact that the kinetic energy density equals
the potential energy density in a homogeneous acoustic field.
Also note that Spp, Sxx, and Szz are purely real and symmetric
about k�z=0, whereas Spz is purely imaginary and antisym-
metric about 0.

The spatial coherences for various pairings of channel
types and elevation angles, �, are plotted in Fig. 4. Specifi-
cally, the following quantities are plotted using the indicated
symbols:

�pp�x� = j0�x�cos�x sin �� at 0 ° :square,

�xx�x� = 3
j1�x�

x
cos�x sin �� at 0 ° :circle,

�zz�x� = 3� j1�x�
x

− j2�x��cos�x sin �� at 0 ° :plus,

�pz�x� = 
3j1�x�sin�x sin �� at 90 ° :asterisk.

A factor of 3 is used to scale the particle velocity component
spatial coherences so that they have a value of unity at zero
separation rather than one-third. Analogously, a factor of 
3
is applied to the pressure/vertical particle velocity coher-
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ence curve. This figure shows that significant spatial co-
herence exists at half-wavelength spacing �at a value of �

marked by the vertical dashed line� between two vertical
particle velocity components, �zz�x�, and between two
horizontal particle velocity components, �xx�x�. It also
shows that the locations of the zeros in the functions
�xx�x� and �zz�x� are not periodic in ��z. Therefore, the
typical approach of designing a hydrophone line array for
effective detection at a specific frequency by placing the
elements at the same interelement interval corresponding
to the distance of the first zero in the spatial coherence
function �half wavelength� does not apply with particle
motion sensors. Figure 4 also suggests that different inter-
component spacings should be considered for each of the
vector sensor component types. Whereas it may be desir-
able to space the hydrophones at integral multiples of 1

2
wavelength, the first zero in the spatial coherence function
for the two particle motion components perpendicular to
the direction of the line array �in the x̂ and ŷ directions� is
approximately at 0.72 wavelengths, about halfway be-
tween 2

3 and 3
4 wavelength �the first zero in the curve of

connected circles in Fig. 4 is at 1.43��. In contrast, the
first zero for the particle velocity component aligned with
the direction of the spacing between components �the ẑ
direction� occurs at about 1

3 wavelength �the first zero in
the curve of connected “+” ’s in Fig. 4 is at 0.66��. For
this particle motion component, consideration also must
be given to the spatial coherence between it and the acous-
tic pressure components as given by the �pz�x� function.

Optimal spacings for the three vector sensor components
is determined numerically at the end of this section. How-
ever, before presenting these results, note that the plots in
Fig. 4 indicate that the noise spatial coherence for the various
component pairs is minimized at component spacings close
to larger integral multiples of � �e.g., 4� represents a spac-
ing of 2 wavelengths�. An array of M four component vector
sensors in which all components are mutually incoherent in

the acoustic noise field has a maximum directivity index of
10 log10 �M�+10 log10 �4�. The first term is the well-known
result for a hydrophone array �Urick, 1983� and the second
term is the maximum directivity index of a single four-
component vector sensor, as shown in Sec. III C. This result
is equal to ten times the logarithm of the total number of data
channels, exactly the same as for hydrophone arrays. It pro-
vides a benchmark with which to compare the directivity
indices of vector sensor arrays where the intercomponent
spatial coherence in the noise field is not negligible. �Al-
though the product theorem states that the beam pattern of a
spatially distributed array of identical directional sensors is
equal to the product of the beam pattern of the equivalent
spatial array of omnidirectional sensors and the beam pattern
of the single directional sensor �Urick, 1983�, the array gain
only satisfies this property for all arrival angles when all
components of the spatially distributed sensors are spatially
uncorrelated.�

One problem with spacing the vector sensor array com-
ponents at these larger values is that compact array design
provided by the vector sensor/Taylor series approach is sac-
rificed. Also, the assumption of perfect spatial coherence for
the signal of interest may no longer be valid at these larger
apertures. In addition, as the self noise increases on the par-
ticle motion channels and their data are weighted less
heavily, grating lobes begin to adversely impact source local-
ization. �Grating lobes do not exist for a line array of
4–component vector sensors where self noise is not signifi-
cant�. Therefore, in the frequency bands where self noise on
the particle motion channels is of concern, array element
spacing should be determined by criteria other than just the
directivity index.

The foregoing discussion on the spacings of the various
components for which the spatial coherence is zero holds for
all elevation angles. An additional zero is contributed by the
�co-�sinusoidal term involving the elevation angle. For ex-
ample, the �zz�x� function in Fig. 4 pertains to an elevation
angle of 0° �of course, the output of particle motion compo-
nents oriented in the ẑ direction to an arrival at this elevation
angle is zero�. As the elevation angle increases, the first zero
from the cosine term decreases monotonically, starting from
infinity, to smaller values and reaches a value of 0.5� at 90°.
At an elevation angle of about 49.3°, the zero from this ad-
ditional term coincides with the first zero in the expression
inside the brackets in Eq. �29e�. Knowledge of the behavior
of these elevation-angle-dependent zeros can be used in array
design for detection of weak signals from known directions
as in low-level underwater communication systems, acoustic
barrier systems, etc.

B. Directivity index for a line array of vector sensors

Using the results in Sec. IV A, the output of a line array
of vector sensor components in the presence of homoge-
neous, isotropic noise, normalized by the pressure autospec-
trum, is

FIG. 4. Plots of the spatial coherence in homogeneous, isotropic noise as a
function of the product of acoustic wave number and separation distance for
various combinations of vector sensor components: two pressure sensors
�connected squares�, two particle motion sensors perpendicular to the direc-
tion of separation �connected circles�, two particle motion sensors parallel to
the direction of separation �connected plus signs�, and a pressure sensor with
a particle motion sensor parallel to the direction of separation �connected
asterisks�. The analytical expressions for the curves are presented in the text.
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ED��,	�D*��,	�� � Sp�	� = ao
2��
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p �cos��mn
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M
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m=2

M

�
n=1
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z � + �z�sin2���
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m=2

M

�
n=1

m−1

�bmdnj1�k�zmn
pz �sin��mn

pz � + bndmj1�k�znm
pz �sin��nm

pz �� + �
m=1

M

bmdmj1�k�zmm
pz �sin��mm

pz ��sin���

+ 2axaz�xz cos���sin��� �31�

with �zmn
p �zm

p −zn
p, �zmn

pz �zm
p −zn

z , and similarly for the other
�z terms. Also, �mn

p,x,z is defined as �mn
p,x,z�k�zmn

p,x,z sin ���.
The full solution for the maximum directivity index can

be calculated from the inverse of the 3M �3M data cross
spectral density matrix whose elements are determined by
the terms inside the summation signs in Eq. �31� setting the
bm’s, cm’s, and dm’s to unity. Figure 5�a� presents the result
of calculating the maximum DI in this manner for a family of
vector sensor arrays. Each of the elements of these arrays are
four-component vector sensors that are equally spaced, with
the spacing varying from 0.5 to 5.0 wavelengths in steps of
0.1 wavelengths. The level of self noise on all particle mo-
tion channels is zero. The plot indicates that at the larger
interelement spacings, the maximum DI shows less variation
with changes in elevation angle and spacing because of de-
creasing spatial coherence of the acoustic noise. The value
approaches 6.02 dB above 10 log10 �M�, the maximum DI in
the case of mutual incoherence between sensors. However, at
the smaller spacings, the maximum DI is significantly greater
than the mutually incoherent value for some elevation angles
and interelement spacings. The arcs along which the DI is
greatest start at broadside �0° elevation angle� at approxi-
mately integral multiples of a wavelength in spacing. The
reason for this periodicity is that the �pp and �xx functions
attain negative values simultaneously at this same periodic-
ity, as seen in Fig. 4. �A value of � along the abscissa in Fig.
4 corresponds to 0.5 wavelengths in Fig. 5�a�.� Negative val-
ues of these spatial cross spectra partially offset the contri-
bution to the beamformer output variance from the positive-
valued autospectral terms �the terms along the diagonal in
the data cross spectral density matrix�, thereby increasing DI.
Knowledge of the behavior of these arcs of increased DI is
valuable in the design of vector sensor arrays for detection of
narrow-band signals arriving within a given angular interval,
providing more than 1-dB improvement in certain cases. In
addition to this one-wavelength periodicity, a periodicity at
0.5 wavelength is apparent in Fig. 5�a�, associated with the
approximate � periodicity in the functions in Fig. 4.

The actual values for the optimal 3M weights �the prod-
uct of ao with the M bm weights, ax with the M cm’s, and az

with the M dm weights in Eq. �31�� also can be calculated

from the inverse of the data cross spectral density matrix.
Results show that these optimal weights for one or more of
the vector sensor components often oscillate between two
widely separated values, sometimes between positive and
negative values, as a function of position along the array
length. An alternative, approximate processing approach is to
first beamform in elevation angle, as in Eq. �17�, and to set
the weights of all components of a given type to equal val-
ues, i.e., bm=cm=dm=1/M. This approach assumes that the
self noise levels on all components of the same type are
approximately equal. After this first step, the impact of self
noise on the particle motion channels and the effects of non-
zero spatial coherence of various component pairs in the
noise field on detection performance can be evaluated in a
way identical to that used with a single vector sensor. In this
case, only three weights, ao, ax, and az, need to be deter-
mined in the optimization. Another benefit of this approach
is that it can be applied in situations where MVDR beam-
forming cannot be used in elevation angle because of prob-
lems with correlated multipath, e.g., when the vector sensor
array is deployed in the vertical direction in the ocean
�D’Spain et al., 1992�. Figure 5�b� shows the results of this
approximate approach under exactly the same conditions as
in Fig. 5�a�. The relationship between these two processing
approaches is discussed in the Appendix.

Following this approach, the equal 1 /M weighting can
be factored out of Eq. �31� and the equation can be rewritten
in matrix form with separation of the contribution from com-
ponent spatial coherence as

M · ED��,	�D*��,	��/Sp�	� = e�H��S�single + ����e� . �32�

The replica �steering� vector e� is defined as in Sec. III and

�S� = �1 0 0

0 1/3 + �x �xz

0 �xz 1/3 + �z
� �33�
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is the cross spectral density matrix in the form identical to
that for a single vector sensor. The ��� matrix of spatial
coherence contributions is

��� = ��p − 1 0 �pz

0 ��x − 1�/3 0

�pz 0 ��z − 1�/3
� . �34�

The expressions for the � terms are obtained from those
involving the summations inside the brackets in Eq. �31�,
after multiplication by M. This form of the normalized
beamformer output illustrates that under certain conditions,
the ��� matrix can be considered as an additional source of
self noise on the equivalent vector sensor channels that re-
duces the DI of the array when the gamma terms along the
diagonal are greater than unity. However, for values of the
gamma terms less than one, the directivity index actually can
be greater than the result for uncorrelated sensors, as dis-
cussed above. In addition to its effect on the particle motion
components, spatial correlation adds “noise” to the hydro-
phone channel and can introduce coherence between the
pressure and ẑ components.

The effects of channel self noise and spatial coherence
between vector sensor components for an equal half-
wavelength-spaced vector sensor array using this approxi-
mate approach are illustrated in Figs. 6 and 7. As in Figs.
5�a� and 5�b�, these figures show plots of the directivity in-
dex after subtraction of 10 log10�M� �M =11 in this case�.
Results of changes in the ratio of channel self noise to ocean
noise for both conventional �equal-channel� weighting �Fig.
6� and for the channel weighting that maximizes DI �Fig. 7�
are presented. For comparison, the corresponding single vec-
tor sensor results in Fig. 1 are replotted as the curves of
connected asterisks in both figures. The adverse effect of
spatial coherence at half-wavelength spacing for a plane
wave arrival at broadside �the curves of connected circles in
both figures� is less than that for an arrival at endfire �curves
of connected plus signs�. The degradation from the single
vector sensor value is greatest in Fig. 7 with optimal weight-
ing, increasing from slightly more than 1-dB degradation of
maximum DI at broadside to a nearly 3-dB degradation at
endfire for negligible self noise levels. Increases in channel
self noise decrease the effects of spatial coherence.

Finally, the full 3M �3M matrix inversion approach
was used to calculate the maximum directivity index as a
function of angle with respect to broadside for various com-
binations of component spacings. The components of a given
type �p, vx, or vz� were equally spaced, but the spacing for
each of the three components was allowed to be different.
The self noise levels were set to zero. The quasi-periodic
nature of the optimal DI results in Figs. 5�a� and 5�b� sug-
gests that the calculations do not need to be performed over
an interval of intercomponent spacings greater than a wave-
length or so, allowing the number of calculations to be kept
to a manageable level. In addition, since the maximum DI
approaches the fixed value of 10 log10�M�+10 log10�4� inde-
pendent of elevation angle and spacing with increasing inter-
component spacing, only smaller intercomponent spacings
need to be considered. Therefore, each component type was
allowed to assume one of 12 equal-intercomponent spacings
from 0.4 to 1.5 wavelengths in 0.1-wavelength steps. Calcu-
lations were performed for all 123=1728 possible combina-

FIG. 5. �a� The maximum directivity index minus 10 log10�M� for a vector
sensor line array as a function of angle with respect to broadside �“elevation
angle”� and element separation. The result is obtained by inverting the com-
plete 3M �3M data cross spectral density matrix. All vector sensor compo-
nents have the same intercomponent spacing. The value of M, the number of
vector sensor elements, is equal to 11. �b� The maximum directivity index
minus 10 log10�M� for a vector sensor line array as in Fig. 5�a� but now with
equal weighting of the components of the same type when first beamforming
in elevation angle, i.e., bm=cm=dm=1/M in Eq. �17� in the text.
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tions and the minimum beamformer output variance for each
combination was averaged over a specified elevation angle
interval. Somewhat surprisingly, for an angular interval
about broadside up to ±21°, the averaged output variance is
minimized by making all intercomponent spacings equal to
0.9 wavelengths. In fact, up to angle intervals as wide as
±51° about broadside, the optimal spacings for each of the
components are within ±0.2 wavelengths of 1 wavelength.
Therefore, if detection of arrivals near broadside is of great-
est interest, the components should all have the same spacing
of about 1 wavelength. This optimal spacing takes advantage
of the spatial coherence between components to improve de-
tection; e.g., for an angular interval of ±12° about broadside,
the equivalent directivity index exceeds the value of
10 log10 �M�+10 log10 �4� by more than 1 dB. In all cases up
to angular intervals about broadside of nearly ±80°, the op-
timal intercomponent spacing for the pressure is equal to that
of the ẑ component of particle velocity.

For angular intervals about endfire, the result is quite
different. That is, for angular intervals of almost all widths
about endfire, the optimal spacings are the same as when
averaging over the complete ±90° angular interval: 0.7
wavelengths for pressure, 0.5 wavelengths for vx, and 1.4
wavelengths for the ẑ component of particle velocity.

V. CONCLUSIONS

An alternative approach to the use of spatially distrib-
uted hydrophone arrays for determining the directional prop-
erties of a sound field is to measure acoustic pressure and its
higher order spatial derivatives at a single point in space, as
given by a Taylor series expansion of the field. Since acous-
tic particle velocity is proportional to the gradient of acoustic
pressure at a given frequency, then an acoustic vector sensor
is equivalent to a volumetric acoustic pressure array. Its
equivalent physical aperture “adapts” to the temporal fre-
quency of the field, resulting in a beam pattern that is inde-

pendent of frequency. Therefore, all the various types of
beamforming techniques developed for spatially distributed
hydrophone arrays also can be applied to vector sensor data.
The formulation can be placed in the more general context of
matched field processing.

Given the equivalence between vector sensor measure-
ments and those of a volumetric hydrophone array, vector
acoustic intensity processing is equivalent to multiplicative
processing with spatially distributed hydrophone array data.
It has been known for nearly a half-century that additive
beamforming techniques, rather than multiplicative or other
nonlinear processing methods, are optimal for detection of
weak signals in noise. However, multiplicative array process-
ing methods can be very useful in parameter estimation prob-
lems such as source localization when excess signal-to-noise
ratio is available to the processor.

The great advantage of the vector sensor approach is that
the directionality of a sound field can be determined with a
sensor that is a small fraction of an acoustic wavelength in
size. This advantage allows, for example, the left/right am-
biguity of a line array of omnidirectional sensors to be bro-
ken. The major disadvantage is the sensitivity of these types
of sensors to contamination from motion-induced and other
forms of nonacoustic self noise on the particle motion chan-
nels. This nonacoustic self noise can have a significant ad-
verse impact on detection performance of a vector sensor or
an array of vector sensor components. A simple analytical
approach to maximizing the directivity index �equivalent to
minimum variance beamforming with unity gain in the look
direction in a field composed of a single plane wave in ho-
mogeneous, isotropic noise� of a single vector sensor shows
that detection performance is optimized by always including
the particle motion channels in the processing regardless of
the level of self noise �except in the limit of infinite self
noise�. This performance is achieved by incorporating the
level of channel self noise with respect to the ocean acoustic
noise into the determination of the channel weighting used in
beamforming.

Improvements in vector sensors and vector sensor array
design depend upon evaluation of the degree of motion-
induced contamination and other types of nonacoustic self
noise in at-sea measurements. The fact that this noise does

FIG. 6. The directivity index as a function of the particle motion self noise
to ocean noise ratio for three arrays using equal channel weighting. The
curve of connected circles is for a vector sensor line array having half-
wavelength spacing for all components and a plane wave arrival at broad-
side. The curve of connected plus signs also is for an equal half-wavelength-
spaced line array but now for an arrival at endfire. The total directivity index
in these two cases is the sum of 10 log10�M�, where M �11, and the value
given on the plot. For comparison, the curve of connected asterisks is for
equal channel weighting with a single vector sensor and is the same as the
curve of connected asterisks in Fig. 1.

FIG. 7. The directivity index as a function of the particle motion self noise
to ocean noise ratio for the same three cases as in Fig. 6, but now using the
channel weighting that optimizes the directivity index. The curve of con-
nected asterisks is the same as the curve of connected circles in Fig. 1.
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not obey the same laws of physics as acoustic fields can be
used to distinguish it from ocean acoustic noise contribu-
tions. In particular, the vector properties of vector acoustic
intensity, both the active and reactive components, describe
relationships between quantities in the first row �column� and
the 3�3 particle motion submatrix in the single vector sen-
sor data cross spectral density matrix. Deviations of actual
ocean measurements made by well-calibrated sensors from
the predictions made by these relationships can be associated
with nonacoustic contributions.

Another consequence of the equivalence between vector
sensor measurements and those of a volumetric hydrophone
array is that all the various types of array processing methods
developed for hydrophone arrays also are applicable to vec-
tor sensor data. Ocean acoustic data collected by a freely
drifting, neutrally buoyant, vector sensor in the northeast Pa-
cific Ocean are used to illustrate the results of applying con-
ventional beamforming, minimum variance distortionless re-
sponse processing, and white-noise-constrained adaptive
beamforming techniques to the estimation of the azimuth of
arrival from a 14-Hz controlled source at 1700-km range. An
increase in beamformer adaptivity provides an increase in
spatial resolution, but a decrease in beamformer output and
possible introduction of estimation bias due to the effects of
mismatch.

Analytical expressions for the spatial coherence between
the various vector sensor components in a homogeneous, iso-
tropic noise field show that significant spatial coherence ex-
ists between pairs of particle motion components at half-
wavelength spacing. In addition to the zeros of these spatial
coherence functions not being located at half-wavelength
spacing as they are for a pair of acoustic pressure sensors,
they are not spaced periodically. The maximum directivity
index for a four-component vector sensor array of M ele-
ments approaches the value of 10 log10 �M�+10 log10 �4� for
intercomponent spacings greater than a few wavelengths be-
cause of decreasing spatial coherence between components.
This value in the case of mutual incoherence between all
components equals ten times the logarithm of the number of
data channels, exactly the same result as with an array of
hydrophone elements. At smaller intercomponent spacings,
the spatial coherence can increase the directivity index of a
line array of vector sensor components to values greater than
10 log10 �M�+10 log10 �4� over large angular intervals �ap-
proximately ±60° about broadside and ±75° about endfire�.
For most angular intervals about broadside, the directivity
index is maximized by spacing each of the vector sensor
components at equal intervals about 1 wavelength apart. In
contrast, maximizing the directivity index over angular inter-
vals about endfire requires spacing each of the vector sensor
components by a different amount: 0.7 wavelength spacing
for the pressure component, 0.5 wavelengths for the particle
velocity component perpendicular to the direction of separa-
tion between components, and 1.4 wavelengths for the par-
ticle motion component parallel to the direction of separa-
tion.
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APPENDIX: ORDER OF BEAMFORMING

In Sec. IV, beamforming with the line array of vector
sensors is first done over the angle with respect to broadside
�elevation angle, �� for each type of vector sensor compo-
nent separately �Eq. �17��. The array element weights are set
equal to 1/M to be consistent with maximizing DI for a line
array of identical, equally spaced components. The resulting
beamformed components for a given elevation angle, p���,
vx���, and vz���, then are used to determine the optimum
equivalent vector sensor weights with an approach identical
to single vector sensor processing. An alternative method is
to process the whole set of 3M data channels in one step. The
purpose of this Appendix is to demonstrate the relationship
between these two approaches.

The first step of beamforming in elevation angle each
vector sensor component separately and then collecting the
results into a single-vector-sensor equivalent data vector can
be written as

d�H���1�3 � �r�p
H��,z�p� �z�,r�x

H��,z�v� x�z�,r�z
H��,z�v� z�z��

= �p���,vx���,vz���� . �A1�

The quantities p, vx, and vz are the M �1 complex data vec-
tors at a given frequency for pressure and the two compo-
nents of particle velocity, respectively. The replica vector for
each component is allowed to be different. The 3�3 cross
spectral density matrix for a given elevation angle is formed
by the outer product, ddH, and can be written as

�S�3�3��i� = d� ��i�d�H��i�

= �r�p
H��i� 0� 0�

0� r�x
H��i� 0�

0� 0� r�z
H��i�

�
�� p� p�

H p�v� x
H p�v� z

H

v� xp�
H v� xv� x

H v� xv� z
H

v� zp�
H v� zv� x

H v� zv� z
H �

��r�p��i� 0� 0�

0� r�x��i� 0�

0� 0� r�z
H��i�

�
� �R�3�3M

H �C�3M�3M�R�3M�3. �A2�
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Vector sensor processing then is performed as specified in
Eq. �6�, i.e.,

e�H�S�e� = e�H��R�H�C��R��e� = ��R�e��H�C���R�e�� �A3�

with e� as defined in Sec. III B. Equation �A3� is precisely the
same equation as for the alternative method of processing the
whole set of 3M data channels in one step, where �C� is the
full array 3M �3M data cross spectral density matrix and the
3M �1 replica vector is ��R�e��. Therefore, these two ap-
proaches are identical when conventional processing is used.
For minimum variance beamforming, the element weights
are determined by inverting the matrix �S� in the two-step
method, whereas they are determined by the inverse of �C� in
the one-step full-array approach.
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Design and performance of a microprobe attachment for a 1
2-in.

microphonea)
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It is often necessary to measure sound fields in confined spaces where minimum disturbance of the
sound field is important. In applications where the confinement of the space is extreme such as very
small cavities, existing probe microphones are too large. In this paper the probe section of a Brüel
and Kjær probe microphone type 4170 is redesigned using smaller diameter probe tubes. New
designs �microprobes� are first considered through simulations in the case of probe tubes having
inside diameters ranging from 1.25 down to 0.1 mm. Several microprobes were constructed and
their performance measured and compared to the simulated results. Good agreement was found
between the measured and simulated frequency response and sensitivity. Measurements show that a
sensitivity of about 0.02 mV/Pa could be obtained from a probe tube with 0.2 mm o.d. and 0.1 mm
i.d. if the length is less than 1 cm. The input impedance of the probe orifice is estimated to be greater
than 3�1010 kg s−1 m−4. Viscous resistance and thermal conduction due to the small diameter
provides a well-behaved frequency response that is flat within 5 dB between 200 and 6000 Hz and
to within 12 dB up to 10 000 Hz.
�DOI: 10.1121/1.2208454�

PACS number�s�: 43.38.Kb, 43.58.Vb �AJZ� Pages: 186–191

I. INTRODUCTION

Probe microphones have been available for many years
and they are typically used to measure sound pressure levels
in spaces in which the size of a standard microphone would
interfere with the sound field. For example, Shaw1 designed
a probe microphone with horn coupling in order to measure
the sound field within external ears.2 The Brüel and Kjær
�B&K� 4170 horn-coupled probe microphone3 employs the
principles developed by Shaw. In the B&K 4170 probe, the
protective cap of a 1

2-in. condenser microphone is removed
and the microphone is mounted into a specially designed
housing. The probe tube is coupled to a cavity in front of the
microphone diaphragm via an exponential horn. In order to
avoid standing wave formation in the high frequency range,
the probe orifice is damped by a fine wire mesh. Matching at
the larger end of the horn is ensured by a resistance which is
vented into a cavity, coupled in turn to a larger cavity in
order to equalize the frequency response. A frequency re-
sponse of 30 Hz–8 kHz within 4 dB is thereby obtained. The
probe tube of the horn-coupled microphone causes the sen-
sitivity to be about 20 dB lower than the sensitivity of the
1
2-in. condenser microphone �typically about 1.5 mV/Pa�.
Further, for measurements in small cavities the probe orifice
impedance must be high enough to not noticeably modify the
measured sound field �the acoustical impedance of the probe
orifice is greater than 109 kg s−1 m−4�. More recently B&K
introduced the 4182 probe microphone.4 The B&K 4182

probe uses a 1
4-in. condenser microphone and a different im-

pedance matching tube to provide the microphone with its
characteristic smooth response. The sensitivity of the B&K
4182 probe is typically about 3.16 mV/Pa and the probe
orifice impedance is approximately 8�108 kg s−1 m−4.

The probe end of both the B&K 4170 probe and 4182
probe has a diameter of about 1.25 mm. Applications can
arise that require sound pressure level measurements in very
restricted physical space, such as small cavities a few milli-
meters in size, where even a 1.25 mm probe diameter would
interfere with the sound field. An example would be the rap-
idly varying sound field within an ear canal.5 In particular,
our application involves fitting model ear canals with hearing
aids and measuring the sound field as close as possible along
the surface of the hearing aid and down the ear canal. In
order to measure the detailed variations of the sound field,
especially around the receiver and at the higher frequencies,
the existing B&K probe must be redesigned to use the small-
est possible diameter probe tubes.

There have been relatively few papers published on al-
ternative probe-tube designs. Copeland and Hill6 designed an
adapter for a 1-in. microphone. Franzoni and Elliott7 discuss
designs to build probe-tubes with a smooth transfer function
without introducing damping material. However, as far as we
are aware, there has been no work to reduce significantly the
size of the probe-tube entrance. In this paper, the horn attach-
ment of the B&K 4170 is redesigned using very small diam-
eter ��1 mm� stainless steel tubing �microprobes�. The goal
is to design a probe with the smallest possible diameter while
retaining a reasonably flat frequency response and a usable
signal-to-noise ratio in order to make accurate measurements
within model ear canals.

a�Portions of this work were presented at the 148th meeting of the Acoustical
Society of America in San Diego, CA.

b�Corresponding author; electronic mail: gilles.daigle@nrc-cnrc.gc.ca
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II. DESCRIPTION OF THE NEW DESIGNS

Stainless steel tubing is commercially available in a va-
riety of very small inside and outside diameters. The dimen-
sions for tubing considered in this paper are shown in Table
I. The sketches in Fig. 1 show how the small tubing was used
to design the three microprobes that were studied in this
paper. In Fig. 1�a�, the damping material is removed from the
end of the existing B&K probe and replaced by a small-
diameter tubing of length �1. Because of its small inside
diameter, the microprobe will possess some inherent damp-
ing due to air viscosity and thermal conductivity. The two
other options replace the B&K probe entirely by using a
series of stainless steel tubing of decreasing diameter, as il-
lustrated in Figs. 1�b� and 1�c�. The larger tubing at the ex-
treme right has the proper diameter to couple the probe to the
cavity in front of the microphone diaphragm. The two-stage
design is the simplest, but it was anticipated that the three-
stage design might result in better acoustical coupling.

III. THEORETICAL MODELING

If S0 is the sensitivity of the 1
2-in. condenser micro-

phone, then with the probe tube in place there is an overall
sensitivity,

S = S0pL/p �1�

where p is the pressure at the tip of the probe and pL is the
pressure at the condenser microphone. It is thus necessary to
model the propagation of the sound from the tip of the probe
to the front of the condenser microphone.

A. Existing B&K probe

The propagation along the existing B&K probe is mod-
eled using the Webster horn equation8 in the case of a horn

with constant flare.9,10 If d0 is the diameter of the B&K probe
tip, L the length of the exponential horn, and dt the diameter
of the throat at the condenser microphone, then the flare
constant m is

m =
ln�dt/d0�

L
. �2�

The schematic at the top of Fig. 2 �labeled B&K 4170� rep-
resents the B&K probe where u0 is the volume velocity at the
tip of the probe, R0 is the resistance of the wire mesh at the
tip, Th is the transfer matrix representing the propagation
along the probe, uL is the volume velocity at the condenser
microphone, and ZL is the load resistance. The transfer ma-
trix Th is

�p0

u0
� = �Th11 Th12

Th21 Th22
��pL

uL
� , �3�

where

Th11 = emL�cos �L −
m

�
sin �L� , �4a�

Th12 =
i��e−mL

�A0
sin �L , �4b�

Th21 =
iA0k2emL

���
sin �L , �4c�

Th22 = e−mL�cos �L +
m

�
sin �L� . �4d�

In Eq. �4�, �=�k2−m2 and A0=��d0 /2�2 where k is the wave
number � /c, where � is the angular frequency and c is the
speed of sound in the tube.

TABLE I. The inside diameters �i.d.� and outside diameters �o.d.� of the
Stainless steel tubing.

i.d. �mm� o.d. �mm�

0.38 0.51
0.15 0.25
0.10 0.20

FIG. 1. �Color online� Sketch showing the three new designs considered in
this paper.

FIG. 2. �Color online� Sketch showing the schematic representation of the
probe designs, existing B&K 4170, �a� modified B&K probe, �b� three-stage
design, and �c� two-stage design.
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Actual measurements on several B&K probes suggest
that they are better modeled as a compound exponential horn
with two sections. The first section has length La=7.5 cm
and the intermediate diameter is da=0.154 cm. If Ta is the
transfer matrix of the first section and Tb the transfer matrix
of the remaining second section, then Th=TaTb. Finally, re-
lating the pressure p at the tip of the probe,

p = p0 + u0R0 �5�

and noting that uL= pL /ZL, the ratio pL / p required in Eq. �1�
is obtained from Eqs. �3� and �5�:

pL/p =
1

�Th11 + Th12/ZL� + R0�Th21 + Th22/ZL�
. �6�

The B&K instruction manual3 for the probe microphone
gives a detailed cross-sectional view of the 4170. Thus it is
possible to construct a simple equivalent circuit representa-
tion of the 4170 in order to estimate ZL. The circuit is then
optimized to find the load resistance ZL that produces fre-
quency response curves that match published curves3 for the
4170.

B. Modified B&K probe

The sketch in Fig. 2�a� is a schematic representing the
probe design shown in Fig. 1�a�. The fine wire mesh is re-
moved from the B&K probe and a length of small circular
tubing �microprobe� is attached. The propagation along the
microprobe is represented by the transfer matrix Tp. Thus
R0=0, but because of the small inside diameter of the micro-
probe the transfer matrix Tp includes some inherent damping
due to viscosity and thermal conduction.

The propagation of sound in a uniform, circular tube is a
fundamental problem that has been well studied in acoustics.
In particular, Zwikker and Kosten11 have introduced an ap-
proximate treatment where the effects of viscosity and ther-
mal conductivity are treated separately.12 Their formulation
is used to model the propagation along the microprobes us-
ing the transmission line approach. Thus, if u is the volume
velocity at the tip of the microprobe, then the transfer matrix
Tp is

�p

u
� = �Tp11 Tp12

Tp21 Tp22
��p0

u0
� , �7�

where

Tp11 = cosh�� � � , �8a�

Tp12 = Z sinh�� � � , �8b�

Tp21 = sinh�� � �/Z , �8c�

Tp22 = cosh�� � � . �8d�

In Eq. �8�, �=�1 is the length of the microtubing �see Fig. 1�
and

� =
i�

c
�F�

F�
	1/2

, �9�

Z =
�c

�a2

1

�F�F��1/2 , �10�

where a=a1 is the inside diameter of the microtubing and

F� = 1 +
2�	 − 1�J1��a�

�aJ0��a�
, �11a�

F� = 1 −
2J1��a�

�aJ0��a�
. �11b�

In Eq. �11�

� = �−
i��NPr



�1/2

, �12�

� = �−
i��



� , �13�

where � is the density, � is the angular frequency, 
 is the
coefficient of viscosity, and NPr is the Prandtl number. Fi-
nally, the ratio pL / p is easily obtained from Eqs. �3� and
�7�.

C. Two- and three-stage designs

The schematic representing the three-stage design
sketched in Fig. 1�b� is shown in Fig. 2�b�. The transfer
matrices Tp1 ,Tp2, and Tp3 represent the propagation along the
three sections of tubing, respectively. Thus,

�p

u
� = Tp1�p1

u1
� , �14�

where the elements of the matrix Tp1 are calculated using
Eqs. �8�–�13� with �=�1 and a=a1.

The transfer matrix representing the propagation through
the middle section is

�p1

u1
� = Tp2�p2

u2
� , �15�

where the elements of the matrix Tp2 are also calculated us-
ing Eqs. �8�–�13� but with �=�2 and a=a2 where a2 is the
inside diameter of the middle section of tubing. Finally, the
transfer matrix representing the propagation along the final
section of tubing is

�p2

u2
� = Tp3�pL

uL
� , �16�

with �=30 mm in Eq. �8� and a=3.27 mm in Eqs. �10� and
�11�. Finally, the ratio pL / p is obtained from Eqs. �14� to
�16�.

In the case of the two-stage design in Figs. 1�c� and 2�c�,
the transfer matrix in Eq. �14� and the following matrix,

�p1

u1
� = Tp3�pL

uL
� , �17�

are used to obtain the ratio pL / p.
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IV. CALCULATED SENSITIVITY

In Fig. 3, curves �a�–�c� are the sensitivities calculated in
the case of the new designs shown in Figs. 1�a� and 1�c�,
respectively. The calculated sensitivity of the unmodified
B&K probe is also shown for comparison. In all three cases,
the microprobe is assumed to have a length �1=5 mm and an
i .d . =0.15 mm. In the case of curve �b�, �2=5 mm and
i .d . =1.25 mm. It was initially believed that maintaining the
use of the exponential B&K horn would provide the best
sensitivity. Although this did turn out to be case, it was not
possible to dampen the observed standing waves. In the
original B&K probe, the damping material is optimized to
dampen the standing waves in the frequency range of inter-
est. Tuning the length and i.d. of the microprobe in order to
achieve the same optimization led to geometries that were
not practical. It was also believed that the three-stage design
might provide better sensitivity than the two-stage design.
The prediction shows that there is only a marginal improve-
ment at the higher frequencies. Further, the smaller i.d. of the
microprobe is expected to increase the orifice impedance.
Calculations show that the probe orifice impedance of the
two-stage design of curve �c� is comparable to the B&K
4170. Therefore the two-stage design shown in Fig. 1�c� was
retained for further analysis.

In order to measure correctly, a probe microphone must
be more sensitive to sound pressures at the tip of the probe
than it is to unwanted sound transmission through the probe
housing and tube walls. This means that the sensitivity with
the probe tube open must be greater than the acoustical sig-
nal measured when the tube is blocked. Published curves3

show that the sensitivity of the 4170 with a closed probe
orifice is 30–40 dB below the sensitivity when the orifice is
open. The sensitivity of curve �c� in Fig. 3 is 25–35 dB be-
low the sensitivity of the 4170 between 200 and 6000 Hz
�and 40 dB around 8000 Hz�. Thus, if the unwanted trans-
mission of sound through our microprobe walls and housing
is comparable to that of the 4170 probe then our reduced
sensitivity leaves only about 5 dB between the sound from

the orifice and that from the housing and microtube walls.
This would be marginal for most applications. In our in-
tended application, however, measurements will be made
within a sealed cavity by inserting the probe into the cavity
through the appropriate size holes, so the main transmission
of unwanted sound would be expected through the micro-
probe walls and not from transmission through the housing.
This issue is addressed experimentally in the next section.

The curves in Fig. 4 show the predicted changes in sen-
sitivity as a function of the microprobe length �1 in the case
of an i .d . =0.15 mm. The sensitivity of the 10 mm micro-
probe is 6 dB lower than the 5 mm probe at the lower fre-
quencies and nearly the same at 10 kHz.

The curves in Fig. 5 show the changes in sensitivity as a
function of the i.d. for a microprobe length of 5 mm. The
acoustical input impedance for these probes is given in Table
II along with the values for the two existing B&K probes.3,4

The sensitivity of the microprobe with an i.d. of 0.1 mm is
predicted to be about 40 dB below the sensitivity of the
B&K 4170 in the midfrequency range. However, even

FIG. 3. Comparison of the predicted sensitivities of the three new designs
and with that of the existing B&K 4170; �a� modified B&K probe, �b�
three-stage design, and �c� two-stage design.

FIG. 4. The predicted sensitivity of the microprobe as a function of micro-
probe length.

FIG. 5. The predicted sensitivity of the micrcprobe as a function of micro-
probe i.d.
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though insufficient signal-to-noise is expected from the
smallest microprobe, the smaller diameter would allow mea-
surements with a finer resolution within a model ear canal
and the smallest microprobe will be included in the experi-
mental investigation. Further, the smallest microprobe is pre-
dicted to have an acoustical input impedance that is an order
of magnitude greater than the B&K 4170.

V. MEASURED SENSITIVITY

In order to determine the sensitivity limit experimen-
tally, three microprobes were built from stock stainless steel
tubing with dimensions specified in Table I. In all three cases
�1=5 mm. The detail of the construction is shown in Fig.
6�a�. The microprobe was offset to provide the greatest flex-
ibility when using the microprobe for measurements in
model ear canals. The details on the right-hand side allow the
proper coupling to the B&K 4170 housing. Figure 6�b�
shows the microprobe mounted in the B&K housing. The
smallest assembled microprobe is shown in the photograph
in Fig. 7 mounted in the B&K 4170 housing �bottom right�.
Also shown for comparison are the probe end of the original
B&K 4170 with its protection tube �top� and a conventional
1
2 -in. condenser microphone �bottom left�.

The measured frequency responses of the three micro-
probes are shown in Fig. 8. The measurements were carried
out in a small cavity driven with a miniature receiver. The
vertical axis is arbitrary and only relative differences are rel-
evant. For comparison, a measurement was also made using
the existing B&K 4170. Since the frequency response of the
B&K 4170 is flat, the curves include the frequency response

of the receiver and cavity used for the measurements. Note
that the measured responses of the two smallest microprobes
show traces of noise at the lower and higher frequencies. The
rms voltage applied to the miniature receiver was 35.5 mV.
When the applied voltage is increased, the noise disappears.

In order to provide a direct comparison with the calcu-
lated values in Fig. 5, the measured sensitivity of the three
microprobes is shown in Fig. 9. The measured sensitivity is
obtained by removing the response of the receiver and cavity
from the measured responses shown in Fig. 8 using the
known response of the B&K 4170. There is reasonable
agreement between the calculated and measured sensitivities.
The measured sensitivity of the smallest microprobe �i .d .
=0.10 mm� is greater than expected. The most likely expla-
nation is that the diameter of the stock tubing used to fabri-
cate the smallest microprobe was slightly larger than speci-
fied. Calculations indicate that the probe orifice impedance
of the smallest microprobe is expected to be greater than
1010 kg s−1 m−4.

TABLE II. The acoustical input impedance of the two-stage microprobes
and the existing B&K probes.

Probe Impedance �kg s−1 m−4�

i.d. 0.38 mm �2�108

i.d. 0.15 mm �7�109

i.d. 0.10 mm �3�1010

B&K 4170 �1�109

B&K 4182 8�108 �approx.�

FIG. 6. �Color online� Sketch showing the details of the constructed micro-
probe. �a� Implementation details of the two-stage design. The relative di-
mensions are drawn to scale, �b� The two-stage microprobe shown mounted
in the front end of the B&K 4170 housing. The quantity ZL is the load
resistance at the condenser microphone.

FIG. 7. The new microprobe mounted in the B&K housing �right�; the probe
end of the existing B&K horn attachment with its protection tube �top�; and
a 1

2-in. condenser microphone �left�.

FIG. 8. Measured frequency responses of three microprobes of different
sizes. Also shown is the measured frequency response of the B&K 4170.

190 J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 G. A. Daigle and M. R. Stinson: Microprobe microphone attachment



In total, six of the smallest microprobes were con-
structed and one was intentionally blocked. The top curves in
Fig. 10 show the measured responses of the five working
microprobes. The applied voltage was 140 mV and gener-
ated a sound pressure level of 80 dB at 1 kHz within the
cavity at the probe tip �note the cleaner response and that
here, the cavity has an open vent and the low frequency
response was modified�. The measured responses of the five
working microprobes are indistinguishable from each other.
The lower darker curve labeled “blocked” in Fig. 10 is the
response of the blocked probe, giving an estimate of the
inherent acoustic noise floor of the system. Since doubling
the length of the microprobe is expected to lower the sensi-

tivity by 6 dB �see Fig. 4�, it can be inferred that the length
of the smallest microprobe could be increased up to 10 mm.
From Fig. 9, it can be inferred that the longer microprobe
would have a measured sensitivity of about 0.02 mV/Pa in
the midfrequency range. When the entire probe is acousti-
cally sealed �the probe is insulated and inserted into a brass
pipe; the pipe is wrapped with heavy felt� the lower lighter
curve labeled “sealed” is measured, giving an estimate of the
inherent electrical noise floor of the system. The lower
lighter curve is in agreement with the published noise data
for the equivalent SPL �55 dB re 2�10−5 Pa�3 of the B&K
4170.

VI. CONCLUSION

The horn attachment of the B&K 4170 has been rede-
signed using very small diameter stainless steel tubing. Three
different designs were first considered theoretically and one
of the new designs was chosen for further modeling. A num-
ber of different microprobes were built using the theoretical
designs. The sensitivity and frequency response of each mi-
croprobe were measured and compared well with the theo-
retical predictions. An i.d. as small as 0.1 mm is possible if
the length is less than 1 cm, with a sensitivity of about
20 
V/Pa. The microprobes have a frequency response that
is flat within 5 dB in the midfrequency range due to viscous
and thermal damping of the small tubes and the probe-to-
probe variability is negligible.
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wide circular tubes and generalization to uniform tubes of arbitrary cross-
sectional shapes,” ibid. 89, 550–558 �1991�.

FIG. 9. Measured sensitivity of the three microprobes. The sensitivity is
obtained by removing the response of the receiver and cavity from the
measured frequency responses shown in Fig. 8 using the known response of
the B&K 4170.

FIG. 10. Measured frequency responses of five identical microprobe �top
curves�. Acoustical noise floor of the system with the probe blocked �darker
bottom curve�. Inherent electrical noise when the entire probe is acoustically
sealed �lighter bottom curve�.
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Active control of drag noise from a small axial flow fan
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Noise sources in an axial flow fan can be divided into fluctuating axial thrust forces and
circumferential drag forces. For the popular design of a seven-blade rotor driven by a motor
supported by four struts, drag noise dominates. This study aims to suppress the drag noise globally
by active control schemes. Drag noise features a rotating dipole and it has to be cancelled by a
secondary source of the same nature. This is achieved experimentally by a pair of loudspeakers
positioned at right angles to each other on the fan rotational plane. An adaptive LMS feedforward
scheme is used to produce the control signal for one loudspeaker and the time derivative of this
signal is used to drive the other loudspeaker. The antisounds radiated by the two loudspeakers have
a fixed phase relation of 90° forming a rotating dipole. An open-loop control scheme is also
implemented for the purpose of comparison and easier implementation in real-life applications. The
results show that the globally integrated sound power is reduced by about 13 dB for both closed-
and open-loop schemes. A possible limiting factor for the cancellation performance is found to be
the presence of higher order modes of drag noise. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2204443�

PACS number�s�: 43.50.Ki �SFW� Pages: 192–203

I. INTRODUCTION

Small axial flow fans make noise much like large com-
pressors and turbines, but the small number of rotor blades
renders easier physical interpretation of the source character-
istics �Huang, 2003�. A brief review of the noise sources and
noise abatement techniques specific to small axial flow fans
is given in a previous study �Wang et al., 2005�. Unsteady
forces acting on the blades are the origin of most fan noise.
The forces acting on a blade can be divided into a thrust
component along the rotating axis, and a drag component in
the circumferential direction of the rotor. The final radiated
noise is a result of complex acoustic interference between
these two force components on each blade, and of sounds
from all blades. The previous study deals with the active
control of noise radiated by the thrust forces arising from the
rotor-strut interactions. This study extends the control to drag
noise, which is a far more complex component. In what fol-
lows, a brief summary is given for the existing active fan
noise control with emphasis on the issue of directivity pat-
tern, followed by the description of the configurations used
in the current study.

Active fan noise control is further divided into active
minimization of the source strength by interfering with the
aerodynamics �e.g., Neuhaus et al., 2003; Rao et al., 2001;
Simonich et al., 1993�, and the cancellation of the radiated
sound by secondary sources �e.g., Gerhold, 1997; Thomas et
al., 1993, 1994; Quinlan, 1992; Lauchle et al., 1997; Gee
and Sommerfeldt, 2004�. One common feature in most re-
ported works is that the rotational plane of the fan is placed
in a baffle in order to simplify the acoustic field before the
global control is contemplated. The effect of such a baffle on

the acoustic directivity has not been quantified. However, it
may be speculated that the effects on different components of
the noise sources are different. As a result, the acoustic in-
terference between these components would also change,
leading to a changed directivity pattern. Recently, Gerard et
al. �2005� tried to use a single loudspeaker to cancel the
tonal noise of an axial flow fan without using a baffle. They
assume that the fan noise source can be represented by a
single dipole source, but their measured acoustic directivity
shows a tilted pattern and, not surprisingly, only part of the
sound field can be cancelled. In fact, the tilted directivity
pattern is a result of acoustic interference between waves
radiated by the axial thrust component and the circumferen-
tial drag component. A detailed analysis of such interference
has been given by Huang and Wang �2005� based on experi-
mental data.

The acoustic radiation efficiency depends strongly on
the difference between the spatial index of spinning pressure
modes and the frequency index of the radiated sound �Tyler
and Sofrin, 1962; Lowson, 1970�, �=mB−kS, where B and S
are the numbers of rotor blades and stationary struts, respec-
tively, m is the harmonic index and k is any integer. Careless
designs of a cooling fan often create a rotor-strut interaction
in which the effective number of strut is S=1, for which the
thrust noise radiates at the leading mode of �=0 for k=mB.
The leading mode thrust noise has a simple directivity pat-
tern and a previous study has demonstrated the effectiveness
of active control by using a single loudspeaker �Wang et al.,
2005�. A more careful design of a cooling fan, however, fea-
tures more drag noise than thrust noise �Huang and Wang,
2005�. Drag noise is radiated by rotating dipoles and its lead-
ing order mode features �= ±1. It is far more complex acous-
tically than the thrust noise and, to the best of the authors’
knowledge, there has not been a three-dimensional measure-
ment of a fan noise radiation in which such a leading mode

a�Author to whom correspondence should be addressed. Electronic mail:
mmlhuang@polyu.edu.hk
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dominates. As is shown in later sections, the leading mode
drag noise can be approximated by two stationary dipoles
operating in a fixed phase relation. This being true, two loud-
speakers can be used to construct the antisound for the drag
noise. This study aims to find out, experimentally, whether
such antisound works and to what extent it may globally
suppress the drag noise. The specific objectives of this study
are the following: �i� to measure the percentage of sound
power from a well-designed fan that can be attributed to the
leading mode drag noise; �ii� to study, by numerical simula-
tion, the extent to which the sound radiated by a pair of
loudspeakers can globally cancel the drag noise from the
interaction of seven rotor blades and four struts; �iii� using
the filtered-X least-mean-square algorithm, conduct the ac-
tive control for the drag noise with a set of optimal param-
eters found by numerical simulation; �iv� compare the per-
formance of the closed-loop control with an open-loop
control; and �v� analyze the results and determine the crucial
factor that controls the overall performance.

In what follows in Sec. II, the characteristics of a real
sample fan and the design improvement are described briefly
to demonstrate how a well-designed fan features mainly the
drag noise. In Sec. III, numerical simulation is conducted to
predict the parametric influence of various factors present in
a real control rig, such as the location of the error micro-
phone and the distance between the fan center and the sec-
ondary sources. Section IV describes the experimental results
of both closed-loop and open-loop controls. Analysis of the
residual noise is also described, leading to conclusions in
Sec. V.

II. ACOUSTICS OF THE SAMPLE FAN

The coordinate system is defined in Fig. 1�a�. The axial-
flow fan is shown standing vertically up along the +z axis,
and the sound radiated by the fan is surveyed by a micro-
phone over a sphere of radius r0 from the fan center. When
viewed from upstream, the fan rotates counter-clockwise.
The observer sphere is described by a latitudinal angle �
� �0,�� and a longitudinal angle �� �0,2��. An alternative
latitudinal angle is � measured from the +x axis. Note that �
overlaps with � when � is measured on the central horizon-
tal plane of �=90°, or z=0, but they are, strictly speaking,

different. Note that � is used in theoretical derivations while
� is used for directivity measurements and discussions on the
central horizontal plane of z=0. To measure the effectiveness
of the global control, three directivity measurement planes
are used: �=30° ,60° ,90°, in addition to the top point at �
=0°.

A. Theory

In order to analyze the noise made by the sample fan,
the basic theory of the rotor-strut interaction acoustics is
summarized below. The tonal sound radiated by the unsteady
force on the rotor blades arising from the interaction of B
blades with S struts of equal size and uniform spacing is
given by �Lowson 1965, Lowson 1970�.

cmB
�rotor� =

im�B2S

2�c0r0
�

k=−�

+�

i−��TkS
�rotor� cos � −

�

mBM
DkS

�rotor��
�J��mBM sin ��, � = mB − kS , �1�

where cmB
�rotor� is the complex pressure amplitude at the fre-

quency of mB� rps, rps is the rotations per second for the
rotor, �=2��rps�, kS is the frequency index in the spec-
trum of the unsteady force components of thrust T and
drag D on the rotor blades, c0 is the speed of sound, M is
the Mach number defined as �rs /c0, rs is the radius at
which the interaction occurs, and k is any integer. The
frequency index differential, �=mB−kS, or the index of
the spinning pressure mode �Tyler and Sofrin, 1962�, is
the most important parameter. The noise radiated by the
corresponding interaction forces on the struts is found
when the source terms of TkS

�rotor�, DkS
�rotor� are replaced by

TmB
�strut�, DmB

�strut� in which the frequency index kS is replaced
by mB as each strut experiences the interaction events
with B rotor blades per rotational cycle.

The two most effective modes of sound radiation are
explained physically by Huang �2003�. When mB=kS, the
thrust forces exerted by all blades occur simultaneously and
simply add up, and the noise radiated is a simple dipole
whose axis is along the rotational axis. However, the situa-
tion for the drag force is different. Drag force changes direc-
tion once per cycle, so the frequency perceived by a station-
ary observer is kS±1 and no noise is radiated at mB=kS, as

FIG. 1. �Color online� �a� Coordinate system used in theory and experiments. �b� The back view of the sample fan. �c� The front view of the modified fan
casing.
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can be seen by the numerator �, which vanishes, in the drag
noise term in Eq. �1�. For this reason the leading drag noise
radiation mode has �= ±1. Higher order modes radiate sound
by way of the Doppler effect, which is small for typical
computer cooling fan operating at a low Mach number below
0.1. However, their presence alters the appearance of the
acoustic directivity quite dramatically �Huang and Wang,
2005�. The directivity patterns of the leading and the next
higher order modes are summarized below:

pT0 	 cos �, pT1 	 sin � cos � ,

�2�
pD1 	 sin �, pD2 	 sin2 � ,

where p is the radiated sound pressure, subscripts T and D
indicate the sources of thrust and drag forces, respectively,
and the numerical subscripts 0, 1, and 2 indicate the value of
���. The distinct directivity patterns make it possible to sepa-
rate the four mechanisms by simultaneously measuring
sound at four symmetrical angular positions of �1 ,�2=�
−�1 ,�3=�+�1 ,�4=2�−�1, where �1� �0,� /2� is the po-
sition of the first microphone on a horizontal measurement
plane. The four noise components given in Eq. �2� may be
extracted as follows �Huang and Wang, 2005�:

pT0 =
p1 − p2 − p3 + p4

4
, pT1 =

p1 − p2 + p3 − p4

4
,

�3�

pD1 =
p1 + p2 − p3 − p4

4
, pD2 =

p1 + p2 + p3 + p4

4
.

B. Noise from the original sample fan

The sample fan used in this study of active control is the
improved version of a computer cooling fan taken from the
market �Delta AFB1212SH series�, which is shown in Fig.
1�b�. The original fan has a casing diameter of 120 mm, B
=7 rotor blades, and S=4 downstream struts. The design
speed is 3000 rpm. Two aspects of this sample fan contribute
to loud noise. The first is that the circular inlet flow passage
is intercepted by the square frame distorting the inlet flow to
become one with a four-lobe pattern. The effect is similar to
a set of four inlet vanes. Vortices are generated by the four
edges and they are not entirely coordinated with a phase
locked to the rotation. As such, they should contribute to
both discrete and broadband parts of the noise spectrum. The
second feature is that the strut carrying the electrical wires is
larger than the other three. The effect of the extra size of the
large strut can be considered to be that of a single strut, S
=1, which is a very efficient noise source for both thrust and
drag noise components when it interacts with a rotor of any
blade number. Details of the noise mechanism of these two
features are studied by Huang and Wang �2005� for a smaller
cooling fan 90 mm in diameter. Correction of these two fea-
tures led to a power reduction of about 10 dB in tonal noise
for that small fan. The same procedure is followed here, and
the new casing design is shown in Fig. 1�c�. A full circular
inlet bellmouth is installed and the four struts are made equal

in size. It is emphasized that the active control technique is
applied on the acoustically improved design shown in Fig.
1�c� instead of the original fan.

The acoustic directivity patterns for the original and im-
proved fan are shown in Fig. 2. Figures 2�a�–2�c� are for the
original fan shown in Fig. 1�b�, while Figs. 2�d� and 2�e� are
for the improved fan whose casing is shown in Fig. 1�c�.
Figure 2�a� shows the overall noise �outer dashed line�, ran-
dom noise �dash-dot line with a pattern almost parallel with
the horizontal axis�, rotary noise �thin solid line�, and the
BPF component of the rotary noise �thick solid line�. Here,
random noise is defined as the difference between the overall
noise and the rotary noise, and the rotary noise is obtained by
the synchronous average with the help of the tachometer sig-
nal. The air flow is drawn from the left, where �=0 is la-
beled, to the right.

As shown in Fig. 2�a�, the major axis of the overall noise
pattern is tilted along the direction of �=30°, 210°. This
oblique distribution is a result of the interference between the
drag noise, which spans out on the rotational plane, and the
thrust noise, which beams along the rotational axis. The two
components are separated in Fig. 2�b�. The integrated power
of the BPF component of the drag noise �thin line� is
SWLBPF

�drag�=50.4 dB, which is 4.8 dB higher than the thrust
noise �thick line�. Such a prominent contribution from the
thrust noise is caused by the extra size of the strut carrying
the wires, which acts like a single strut, S=1. For the spectral
component of k=B, it gives the leading mode thrust noise
radiation with �=mB−kS=0. Meanwhile, the modes of k
=B−1, B+1 also give the leading mode drag noise radiation
with �= ±1, which is superimposed on the radiation of the
drag noise by

� = mB − kS = 1 � 7 − 2 � 4 = − 1

caused by the interaction between the seven rotor blades with
the four struts with k=2. The extracted drag noise pattern
shown in Fig. 2�b� also features asymmetry with respect to
the rotational axis. More noise is radiated towards �=270°
than �=90°. This is caused by the interference between
the leading mode drag noise, pD1	sin �, and the higher
order drag noise, pD2	sin2 �, the latter being, presumably,
originated from the factor of S=1. Using the method of
noise source and modal decomposition of Eq. �3�, the
leading mode drag noise has the sound power of
SWLBPF

�D1�=50.8 dB while the higher order drag noise has
SWLBPF

�D2�=33.2 dB. The typical sound pressure level �SPL
re 20 
Pa� spectrum measured at the angle of �=230° is
shown in Fig. 2�c�, which shows high peaks for the first
few BPF harmonics. Note that the peaks on the harmonics
of the BPF may be a little higher than the result from the
raw data, and this is caused by the time-base correction
for the rotational speed changes in the synchronous aver-
aging procedure described by Huang and Wang �2005�.

C. Noise from the improved fan

When the square inlet frame is replaced by the full-circle
bellmouth and the large strut is trimmed down to form a set
of four equal struts, as shown in Fig. 1�c�, the only leading
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mode noise radiation comes from the drag component. The
directivity of the measured sound intensity for the BPF is
shown in Figs. 2�d� and 2�e�. Since the random noise does
not change much by the modifications, only the rotary noise
is shown. Compared with the original fan, the total rotary
noise is reduced from 52.4 to 48.5, or by 3.9 dB. The thrust
noise power at the BPF, SWLBPF

�thrust�, is reduced from 45.6 dB
for the original fan to 31.4 dB for the improved fan, which is
a more significant reduction than that of the overall rotary
noise. The rotary sound intensity shown in Fig. 2�d� is no
longer tilted away from the rotational plane, and there is
improved symmetry between the sound measured at 270°
and that at 90°. Using the method of noise source and modal
decomposition of Eq. �3�, the leading mode drag noise has
SWLBPF

�D1�=48.1 dB, while the higher order drag noise has
SWLBPF

�D2�=31.2 dB. The improved fan has a total BPF drag
noise of SWLBPF

�drag�=47.7 dB, while that of the thrust noise is
16.3 dB below this level. As a result, the thrust noise can
only be shown in Fig. 2�e� after being amplified by ten times.
A typical SPL spectrum for �=90° is shown in Fig. 2�f� for
the improved fan. The first BPF peak is still about 20 dB
above the broadband floor but, compared with the original
fan, the improved fan is already very quiet and is chosen to
be the starting point for the proposed active noise control
scheme.

III. NUMERICAL SIMULATION OF ANC

The fan is represented by four unsteady drag forces dis-
tributed uniformly around the circumference with a rotating
phase relation. The action of the active control is simulated
by choosing a proper linear superposition of the two sound
fields such that the pressure oscillation at the position of the
error microphone is forced to be zero. All simulations are
conducted for the fundamental blade passing frequency.

A. Secondary source model

The timing of the interaction is determined by the rela-
tive position between a rotor blade and the stationary struts.
In this sense, the unsteady lift force occurs mainly when a
rotor blade passes by a strut. As a result, the location is fixed
relative to the stationary struts. However, as one blade comes
to interact with a set of struts in a fixed sequence, the un-
steady lift repeats from the position of one strut to the next
with a fixed time delay, forming a pattern which can also be
considered to be an oscillating force rotating continuously in
space. Whether the source is better described by such a ro-
tating force or fixed force with a rotating phase relation is
purely a mathematical choice. Physically, the latter descrip-
tion is easier to model. The drag component of each interac-
tion site, usually near the tip of a blade span, can be further
decomposed into two parts, one in the horizontal direction,
Fy, and another in the vertical direction, Fz, cf. Fig. 1�a�. A
normal fan has a set of evenly spaced rotor blades and struts;
the summation of Fy from all interaction sites can be simu-
lated by a concentrated Fy applied at the fan center. Since
one oscillating force radiates an acoustic dipole, the differ-
ence between the distributed interaction forces and the total
force located at the fan center represents two tightly coupled
dipoles, or a quadrupole, which has a much smaller sound
power and can be ignored in the current study. The same
applies to Fz, and the result of all drag forces in all interac-
tion sites can be represented by a pair of two forces at the fan
center. The two component forces are

Fy = Aei��t+�/2�, Fz = Aei�t, �4�

in which the y component leads the z component by 90° as
the fan rotates from the +y axis towards the +z axis, and A
is the amplitude. The sound radiated by each point force,

FIG. 2. �Color online� Comparison of sound intensity directivity and spectra from the original and the improved fans. �a� is the directivity of the original fan,
�b� is the separation into the drag and thrust noise components, and �c� is the typical spectra at �=230°. �d�, �e�, and �f� are, respectively, the directivity, noise
component separation, and spectra for the improved fan.
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say Fze
i�t, can be simulated by the following formulas

�Dowling, 1998�,

p�Fz
=

i� cos �

4�r0c0
�1 +

c0

i�r0
�Fze

i��t−r0/c0�, cos � =
z

r0
,

ur =
i� cos �

4��0c0
2r0

�1 +
2c0

i�r0
−

2c0
2

�2r0
2�Fze

i��t−r0/c0�, �5�

u� =
sin �

4��0c0r0
2�1 +

c0

i�r0
�Fze

i��t−r0/c0�, u� = 0,

where p is the total oscillating pressure inclusive of propa-
gating sound and the near field, ur ,u� ,u� are the particle
velocity in the radial, latitudinal, and longitudinal directions,
respectively, and �0 is the undisturbed density of fluid. The
particle velocity is useful for the calculation of sound inten-
sity and is not elaborated further. The sound generated by Fy

is obtained similarly. The only difference is that z /r0, which
derives from cos � in the first expression of Eq. �5�, should
be changed to y /r0 for p�Fy

. Together, the radiations by Fz

and Fz form a rotating dipole whose pressure is given below,

p = p�Fz
+ p�Fy

=
i��z + iy�

4�r0
2c0

�1 +
c0

i�r0
�Aei��t−r0/c0�,

�z + iy� = r0 sin � ,

�p� =
A�	1 + ��r0/c0�−2

4�r0c0
sin � . �6�

The rotating dipole has the directivity of �p �	sin �, which
has the shape of a ring around the x axis, which is given in
Fig. 3�a�.

The above simulation results are obtained by placing the
two forces at the same point which is meant to be the fan
center. Experimentally, each component dipole is realized by
a loudspeaker with a finite size. In fact, it is impossible to
place the two loudspeakers at the fan center position without
seriously blocking the flow. Under such structural con-
straints, one pair of loudspeakers is put on the top edge of the
fan frame and another pair under the bottom edge of the fan
frame. This arrangement is illustrated in Fig. 4�b� and the
photo is shown in Fig. 4�c�. The two pairs approximate a
rotating dipole placed at the center of the fan. Numerical
simulation is easily conducted to see the difference between

FIG. 3. Dipole simulations. �a� Fan noise simulated by four-point dipoles. �b� Ratio of the approximate to the accurate sound powers as a function of the
measurement sphere radius. �c� The effect of the error microphone location on the control performance. �d� Effect of the loudspeaker phase and amplitude
mismatch.
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the sounds from the two pairs of loudspeakers and a single
rotating dipole with perfect source collocation with the fan
center. The difference is found to be negligible for the pa-
rameters relevant to the current experiment.

The dipole sound has both far-field and near-field com-
ponents, and the exact sound intensity should be calculated
as I= 1

2 Re�pur
*�, where ur

* is the conjugate of the radial com-
ponent of the acoustic particle velocity. In the experiment,
however, a simple measurement of the free field takes
only the local pressure. The far-field approximation,
I= prms

2 / ��0c0�, is used for sound intensity calculation, where
prms is the local root-mean-square value of the measured
pressure oscillation. Ideally, the measurement microphone is
placed as far away as possible from the source, but a close
proximity is necessary if the source is weak and a good
signal-to-�electronic� noise ratio is desired. The percentage
error caused by the far-field approximation for the BPF of
350 Hz is simulated by the dipole shown in Fig. 3�a�, and the
result is shown in Fig. 3�b�. The compromise reached in the
current experiment is to place the error microphone at r0

=0.5 m from the fan center, and the expected deviation in
sound power estimation is 9.6% or 10 log10 �1.096�=0.4 dB,
which is marked by an open circle in Fig. 3�b�.

B. Optimization of the error microphone position

The secondary source is driven by a signal produced in
such a way that the sound radiated cancels exactly the pri-
mary noise at the position of the error microphone. The
sound radiated by a single loudspeaker follows Eq. �5�, while
that by a rotating dipole follows Eq. �6�. The signal obtained
at the error microphone is used to adjust the signal fed to the

secondary source such that the combination of the fan noise,
say pfan, and the antisound, Cpanti, cancel at this point, pfan

+Cpanti=0, where panti is the antisound generated by the two
pairs of tightly coupled loudspeakers at the position of the
error microphone by a unit voltage amplitude, and C is the
complex amplitude to be determined either manually in an
open loop control, or automatically in a closed-loop control.
The position of the error microphone affects the global con-
trol results, and many strategies exist to place the error mi-
crophone or microphones so that a certain global measure of
residual noise is minimized. In the current problem, the pri-
mary noise to be controlled has been shown to have the
directivity of pD1	sin �, so a single error microphone posi-
tion can be used. The primary noise is simulated by four
circumferential point forces at an equal angular interval of
90° and the source radius is rs=5 cm, which is about 83% of
the fan radius of 6 cm. The first source is placed on the +y
axis at x=z=0,y=rs. The four antisound loudspeakers are
simulated by two rotating dipoles, one above the fan at z
=10 cm, and one below the fan at z=−10 cm, both with x
=y=0. For obvious reasons, the error microphone is chosen
to be located on the rotational plane of x=0 or �=90°. The
exact location is further specified by the angular value de-
noted by �e, for which �e=0, +90° ,−90° represents the in-
tersection points of the observer sphere with the +z , +y ,−y
axes, respectively. The total sound power reduction, �SWL,
is found as a function of �e, as shown in Fig. 3�c�. The
variation curve is asymmetrical but the asymmetry vanishes
when the radial position of the error microphone, r0, is in-
creased towards infinity. In other words, the asymmetry is
caused by the near-field effect. For r0=0.5 m, the optimal
angular position for the error microphone is found to be
close to the horizontal plane position of �e
90°, but in fact
the angular position is relative to the first source force posi-
tion, which is not actually known in experiment. However,
the lowest value of sound power reduction, �SWL
=33.3 dB, is expected to be realized in experiment.

C. Effect of loudspeaker mismatch

Two loudspeakers are used to construct one rotating di-
pole as antisound. In order to simplify the control rig, only
one output signal is used. The signal is used to drive one
loudspeaker, say the one facing the horizontal direction. The
time derivative of this signal is used to drive the other loud-
speaker in order to make sure that the two form a 90° phase
difference. Such configuration is based on the assumption
that the two loudspeakers behave identically. The fact that
there is bound to be some difference in their response to
input signals calls for amplitude and phase correction. A
fixed amount of correction can be embedded in the control
circuit without difficulty. However, such correction cannot
account for variations in loudspeaker performance. Simula-
tion is thus conducted to see the sensitivity of the loud-
speaker mismatch and the global noise suppression perfor-
mance. The minimal sound power reduction obtained for the
worst error microphone position relative to the source loca-
tion is used. In other words, the trough of the curve in Fig.
3�c� is used for a given configuration. The configuration is

FIG. 4. �Color online� Experimental setup. �a� Overall view of the control
system. �b� Schematic of the secondary source arrangement. �c� The back
view �photo� of the two pairs of loudspeakers, two horizontal and two ver-
tical.
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then changed to one in which the two loudspeakers facing
the vertical directions are given an amplitude or phase angle
mismatch with the response of the two loudspeakers facing
the horizontal direction. The variations in amplitude and
phase are tested separately, and the resulting minimal sound
power reductions are plotted together in Fig. 3�d�. Both
curves begin with the value of 33.3 dB for the reference
configuration in which the two loudspeakers are identical in
responses. For the performance of �SWL to deteriorate to
20 dB, the amplitude mismatch should be roughly 50% �end
of the upper curve�, while the phase mismatch is close to
20°. It may be said that the performance is more sensitive to
phase mismatch. During the actual experiment lasting for
one hour or so, the loudspeaker is found to vary in amplitude
within a band of around 30%, while the phase variation is
around 15°. The results of this simulation seem to indicate
that both are tolerable as far as a target of around 20-dB
sound power reduction is concerned.

In order to obtain the best result using the close-loop
control, multi-channels may be necessary. In this case, the
loudspeakers facing the horizontal direction control the hori-
zontal component of the rotating dipole, and their input sig-
nals should be adjusted by signals from an error microphone
located on the central horizontal plane. The second channel
for the two vertical-facing loudspeakers should be adjusted
by an error microphone placed at the top of the fan. Both
error microphones should be placed on the rotational plane.
The use of multi-channel control is beyond the scope of the
current study which is entirely motivated by the pursuit of
simplicity and practicality of a possible active control
method.

IV. ACTIVE CONTROL STUDIES

As shown by Huang and Wang �2005�, the configuration
of B=7 blades with S=4 struts features rotating dipoles for
the fundamental BPF tone and the third harmonic, while the
second harmonic is in the higher spinning pressure mode
with �=2. The latter can be seen as a set of tightly coupled
dipoles or an approximate quadrupole. The sound power lev-
els for the three harmonics are experimentally found to be
47.8, 32.7, and 35.4 dB, respectively. The second harmonic
is indeed low and is not much of a concern here, while the
third harmonic is higher than the second due to the leading
mode radiation. However, its absolute level is also not very
high and is left out of the control scheme.

A. Adaptive and open-loop feed-forward control

The experimental setup for the closed-loop control is
shown in Fig. 4�a� schematically. The reference signal is pro-
vided by a miniature electret microphone �151 series sup-
plied by Tibbet industry� located on the bellmouth of the fan.
It senses the near-field aerodynamic pressure on the bell-
mouth surface, and the signal is a saw-tooth-like waveform,
which has a richer BPF content than the narrow pulses pro-
vided by a photoelectric tachometer, the difference being
around 20 dB. The electret microphone has a flat frequency
response of 0.018 V/Pa from 300 Hz to 5 kHz. This sensi-
tivity is very low compared with that of the condenser-type

microphone used for the directivity measurement. In other
words, the aerodynamic pressure oscillation sensed is much
higher than the radiated sound, eliminating a possible feed-
back path in the control rig. The reference signal is bandpass
filtered to keep the components of the BPF tone. A six-order
Chebyshev infinite-impulse-response �IIR� filter is con-
structed by using the least p-norm optimal IIR filter design in
the SIMULINK of MATLAB® �Wang et al., 2005�. The er-
ror signal is taken by a half-inch B&K microphone located at
x=z=0, y=0.5 m, which is level with the fan center on the
rotational plane. A time-domain adaptive filtered-X LMS
feedforward controller �described below� constructs the anti-
sound signal to drive the secondary sound sources, which are
made by the 2-in. loudspeakers. The output signal from the
LMS circuit is divided into two paths, one direct path, which
drives the horizontally oriented loudspeaker, and another
with a time derivative, which gives a � /2 phase delay to
drive the vertically oriented loudspeaker. Together, they form
a dipole rotating counter-clockwise, simulating the drag
noise from the fan rotating in the same direction. Physically,
these two loudspeakers cannot be located at the center of the
cooling fan. They can only be located outside the casing of
the fan, and the result would be two not-so-tightly-coupled
dipoles with their centers away from the fan center. In order
to align the antisound with the fan noise source, two pairs are
used, one above and one below the center of the fan. The
back view of the fan equipped with four loudspeakers is
shown in Fig. 4�c� and the schematic for this arrangement is
shown in Fig. 4�b�.

A 16-order normalized LMS adaptive filter is adopted.
The FXLMS algorithm is tested in the SIMULINK and the
result is shown in Fig. 5. The disturbance is a harmonic
signal of 357 Hz plus a random noise of 3% in amplitude,
which is around 30 dB below the main disturbance signal.
The convergence is achieved after only 1

4 of a period, or
seven floating data points. The cancellation is about 30 dB,
which means that the main disturbance signal is eliminated.
The purpose of this simulation is merely to check the preci-
sion and the convergence speed of the control algorithm. The
actual convergence speed and the mean square error depend
on many physical parameters such as the physical control
path transfer function. The control algorithm is built on a
dSPACE �DS1103 PPC� controller, which is a real-time sys-
tem with multiple A/D and D/A channels, and a Motorola

FIG. 5. �Color online� The computer simulation of the LMS control algo-
rithm.
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PowerPC 604e microprocessor running at 333 MHz, which
is connected to a personal computer through an ISA bus. A
real time interface �RTI� is used to build the code down-
loaded to and executed on the dSPACE hardware. The rota-
tional reference signal and the error microphone signal are
sampled at 10 kHz, and the output analog signal is also con-
structed at an update rate of 10 kHz; both are the upper limit
of the DS1103 PPC controller board.

The technique of the open-loop control was applied to
the thrust noise control �Wang et al., 2005� and it succeeded
in giving a total of 10.8-dB rotary sound power reduction.
Considering the prospect of practical implementation for a
cooling fan, the open-loop control is also tested here to see
how its performance compares with that of the closed-loop
described above. In the open-loop control, the same refer-
ence signal from the electret microphone is used. The signal
is simply band-pass filtered, phase delayed, and amplified to
drive the secondary loudspeaker. The phase delay and ampli-
fication are manually adjusted by using an error microphone
located on the rotational plane. Once the two parameters are
tuned, they are fixed in the control algorithm. For the current
application of drag noise control, two output channels are
used to drive two loudspeakers in one pair. The primary out-
put drives the horizontal loudspeaker while the channel with
the time derivative as described earlier drives the vertical
loudspeaker. Of course, the second output channel is fixed to
the first, but it can have its own fixed amount of time delay
and independent amplification to account for the differences
in the loudspeaker responses. The finding of the second
channel parameters has to rely on the use of a second error
microphone located on the +z axis where the first loud-
speaker does not radiate sound. In fact, these compensatory
parameters are also used in the closed-loop control. Since, in
reality, two pairs of loudspeakers are used, one channel
drives two horizontal loudspeakers and another does the two
vertical loudspeakers.

The acoustic directivity and the integrated sound powers
before and after the control are measured at a spherical ra-
dius of r0=0.5 m by a second measurement microphone
�B&K type 4187� not shown in Fig. 4�a�. The signal from the
measurement part of the instrumentation has no involvement
in the control circuit. The acoustic directivity is measured on
the central horizontal plane level with the fan center, z=0 or
�=� /2. The synchronously averaged sound is used to calcu-
late the far-field approximation of the sound intensity, I

 prms

2 /�0c0, where prms is the rms value of the BPF compo-
nent of sound. A total of 36 points are measured with an
angular interval of 10°, and the sound power is calculated by
�Huang and Wang, 2005�

W = 2�ro
2�

0

�/2

I����sin ����d�


 �2ro
2�����

i=1

36

I��i��sin ��i�� . �7�

To evaluate the global effectiveness of the control, directiv-
ity measurement is also conducted for another two horizontal

planes of �=� /3, � /6 together with the top point of �=0, cf.
Fig. 1�a�.

The results are presented in two parts in the next two
subsections. In the first, directivity patterns for the control-on
and control-off are compared for the central horizontal plane
��=0,z=0�. The results for the closed-loop and the open-
loop controls are compared. The comparison shows that the
two control algorithms give very similar results. So, in the
second part, the results of the three-dimensional measure-
ment for the whole observer sphere is conducted for the
open-loop control.

B. Directivity results and analyses

Figure 6 shows the results of the directivity measure-
ment on the central horizontal plane, which should be stud-
ied together with the control-off measurements shown in Fig.
2. Figures 6�a� and 6�b� are for the closed-loop control and
Figs. 6�c� and 6�d� are for the open-loop control. Figure 6�a�
shows that the total rotary noise �outer dashed curve� is
mainly aligned in the axial direction, which implies thrust
noise and contrasts with the dominant drag noise pattern of
Fig. 2�d�. The BPF component, shown as the inner solid line
in Fig. 6�a�, is subject to control and it has a rather irregular
shape, meaning that the residual noise is small. Assuming
that there is a symmetry on the rotational plane, the sound
power reductions, denoted as �SWL, from the control-off to
the control-on states are found as follows,

�SWLBPF
�drag� = 47.4 − 32.0 = 15.4 dB,

�SWLAll
�drag� = 48.0 − 37.4 = 10.6 dB,

�SWLBPF
�thrust� = 31.4 − 32.5 = − 1.1 dB,

FIG. 6. Control-on sound intensity directivity for the close-loop �a,b� and
open-loop �c,d� schemes with source decomposition analyses �b,d�.
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�SWLAll
�thrust� = 39.1 − 38.2 = 0.9 dB,

where subscripts “All” imply all harmonics of the BPF. Note
that the thrust noise is not subject to any active control and
its level varies slightly between the control-on and control-
off conditions. The results of the open-loop control shown in
Figs. 6�c� and 6�d� are very similar to Figs. 6�a� and 6�b�.
Again, the residual rotary noise pattern is irregular, implying
that the drag noise abatement by the active control is quite
complete.

It can be concluded that the drag noise reduction for the
BPF achieved in this study, which is around 15–16 dB, vali-
dates the basic principle pursued in this study, but it is well
below the theoretical prediction of about 33 dB. The perfor-
mance is apparently limited by factors not considered in the
theoretical prediction. In the previous study of thrust noise
control using a smaller cooling fan �Wang et al., 2005�, it
was found that the effect of the variation of the rotational
speed from one cycle to the next is negligible. This conclu-
sion is reexamined for this study and is also found to be
valid. The factor of mismatch between two loudspeakers
used in a pair for rotating dipole is also excluded by the
following considerations. Numerical simulation for the
acoustic interference, Fig. 3�d�, shows that at least 20 dB
sound power reduction is achieved even when the two loud-
speakers mismatch in their phase by about 20° or in their
amplitudes by about 50%. Observations during experiment
show that the two pairs of loudspeakers chosen have much
less mismatches.

Two more clues for the ultimate performance limitation
are analyzed below. The first is the variation of sound radia-
tion by the cooling fan when its rotational speed is held
absolutely constant. This variation may have its origin in
turbulent flow aerodynamics, and it has also been analyzed
previously �Wang et al., 2005�. The algorithm of all active
fan noise control takes the signal from one blade passage to
construct the antisound for the sound radiated in the time
period of the next blade passage. The delay can be longer if
the error microphone is placed in a distant far field. The
apparently turbulent variation in sound radiation from the fan
represents the part of uncontrollable noise. To analyze this
effect, the time-domain signals from the whole central hori-
zontal plane are analyzed in terms of the BPF amplitude
variation from one blade passage to the next, and the result
shows that, on average, =10.0% of amplitude variation is
found all around the fan. The difference between the control-
lable and uncontrollable sound power is thus estimated as

�SPL = − 20 log10�� →
=0.10

20.0 dB. �8�

This value is very close to the number of sound pressure
reductions achieved at the error microphone position, where,
theoretically, the sound is supposed to be completely can-
celled if all sound radiation is deterministic.

The second possible performance limitation is analyzed
as follows. The sound pressure level reduction of around
20 dB at the error microphone position indicates that the
basic control strategy is sound. The fact that both closed- and
open-loop controls manage to achieve similar performance in
this regard means that the system is essentially time station-

ary, and the additional capability of the adaptive control has
not shown its potential benefit. The flaw in the control rig
then must lie in the lack of perfect acoustic directivity match
between the reality and the ideal distribution of pD1	sin �
for the leading mode drag noise. Factors of nonideal sound
radiation include higher order drag noise featuring pD2

	sin2 �, cf. Eq. �2�. Assume now that the measured drag
noise is a sum of the two in the form of

p = p1 sin � + p2 sin2 � , �9�

where the magnitudes of each mode can actually be found by
the source and mode decomposition method designed by
Huang and Wang �2005�, but their phase relation is not
known. When the control is applied at one point, the sound
power W becomes

�10�

When the error microphone is located at �=� /2 where the
two modes add up, p�=�/2= p1+ p2, the secondary sound field
is given as ps=−p�=�/2 sin � and the residual noise pres and
its sound power are found as follows,

pres = ps + p = − p2 sin � + p2 sin2 �,

�11�

Wres = CW�2

3
−

3�

8
+

8

15
�p2

2 = CW0.0219p2
2.

When the error microphone is located where the first and
second mode sounds cancel, �=3� /2, the residual sound
and its power, both denoted by a subscript “res,” are found to
be

pres = ps + p = + p2 sin � + p2 sin2 � ,

�12�

Wres = CW�2

3
+

3�

8
+

8

15
�p2

2 = CW2.3781p2
2.

The above two scenarios represent two extreme cases. The
second case is the worst result, and its sound power com-
pares with the second mode drag noise, denoted by a sub-
script “2,” as follows,

Wres

W2
=

CW2.3781p2
2

CW�8/15�p2
2 = 4.4589,

�13�
SWLres − SWL2 = 10 log10 �4.4589� = 6.5 dB.

200 J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 J. Wang and L. Huang: Fan noise control



The difference of 6.5 dB represents the intermodal coupling
which cannot be tackled by the single rotating dipole control
method, which only deals with the leading mode drag noise.

When the measured directivity of Fig. 2�d� is analyzed
for the second-order drag noise, it is found that its sound
power level is SWLBPF

�D2�=31.2 dB. The final residual drag
sound power is 37.4 dB for the closed loop and 37.9 dB for
the open loop. These represent 6.2 and 6.7 dB above
SWLBPF

�D2�, which are, incidentally, very close to the upper
limit of 6.5-dB intermodal coupling error. It must be empha-
sized, however, that the above analysis has many implicit
assumptions about other aspects of the control rig, and the
quantitative coincidence must be treated cautiously.

C. Global noise reduction

Three 1
2-in. B&K microphones provide simultaneous di-

rectivity measurement for the three horizontal cross sections
of �=30° ,60° ,90° on the observer sphere of r0=0.5 m,cf.
Fig. 1�a�. Due to the physical limitations, the error micro-
phone is placed at a level slightly higher than the fan center,
but it is still on the rotational plane. A total of 36 points are
measured for each horizontal plane with an angular interval
of ��=10°. The data of the three planes, �=30° ,60° ,90°,
are used to calculate the total sound power radiation by the
fan by assuming a perfect symmetry of the upper �+z� and
lower �−z� hemisphere,

W = 2�
0

�/2

r0
2 sin ���

0

2�

I��,�� d�d�


 2������r0
2�

n=1

3

Tn sin �n�
m=1

36

I��m,�n� , �14�

where Tn=1,1 ,0.5 for �n=30° ,60° ,90° are the weighting
coefficients for the numerical integration following the
trapezoidal rule. Note that the plane of �=0 is reduced to
one point on the top of the sphere with sin �=0; it makes
no contribution to the numerical summation and is left
out. In order to plot the results in three-dimensional view

smoothly, the sound intensity is further interpolated
from three to nine horizontal mesh sections of �
=10° ,20° , . . . ,90°, where �=0 also provides one data
point for interpolation. The comparison of the BPF drag
noise for the conditions of control-on and control-off is
made in Fig. 7, where only one quadrant of the 3D direc-
tivity for sound pressure level is given. This figure con-
firms that the noise suppression for the rotating dipole is
global in nature. Note that the noise is not reduced along
the rotational axis where thrust noise peaks and the ap-
plied control has, theoretically, no effect.

The numerical comparisons for the sound power levels
for various components are given in Table I. As shown in the
first row of Table I, the random noise hardly changes; in fact,
it increases by 0.2 dB. The focus is on the tonal noise,
namely the rotary noise in the current context. Looking down
the first column for the control-off state, it is found that the
rotary noise is mainly dominated by the BPF component,
which is in turn dominated by the drag noise. Note that there
is a second decimal point difference between the rotary noise
and the drag noise. For the control-on state, the second col-
umn shows less dominance by the drag noise in the total
rotary noise since the drag noise is suppressed by the active
control scheme. The direct objective of the control is the
BPF component of the drag noise, which is reduced by
13.0 dB, as shown in the last row of the table. The total
rotary noise is decreased by 7.1 dB, which is much less im-
pressive than the drag noise reduction since it contains all
frequencies and all noise mechanisms. In terms of the rotary
noise for the first BPF, it is reduced by 12.3 dB, which is
very close to the 13.0 dB reduction for the drag noise. Notice
that the sound power reduction for the rotary BPF is about
3 dB more than that calculated by the data for the central
horizontal plane alone. This could be attributed to the fact
that the position of the error microphone has changed a little
during the measurements.

Figure 8 gives the spectral comparison between the con-
figurations of control-on and control-off. The three subfig-
ures are for the three rotational plane points ��=90° � on the
three measurement planes of �=30° ,60° ,90°. The sound
pressure level reductions for the BPF are 10.7, 18.6, and
20.6 dB for the three positions, respectively.

V. CONCLUSIONS

The findings of this work are summarized before com-
parison is made with the thrust noise control reported in
Wang et al. �2005�.

�1� A typical computer cooling fan available in the mar-
ket is very noisy due to two gross features of the

TABLE I. Changes in sound power levels �all in dB re 10−12 W�.

Sound power level Control off Control on Reduction

Random noise 49.6 49.8 −0.2
Rotary total 48.5 41.4 7.1
Rotary BPF 47.8 35.5 12.3
Drag noise BPF 47.8 34.8 13.0

FIG. 7. �Color online� Comparison of the experimental data of the sound
pressure level for the control off �outer wire-mesh� and control on �inner
surface� configurations for one-quarter of the observation sphere.
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structural design. One is the square frame which dis-
torts the inlet flow to form a four-lobe pattern. The
other is the wire-carrying strut which is a powerful
noise source for both drag and thrust components.
When these two features are corrected, the rotary
sound power is reduced by about 4.2 dB. The mea-
surement of the noise radiated by the improved fan
shows a very ideal rotating dipole pattern, with an
outstanding BPF peak at about 20 dB above the
broadband of the spectrum.

�2� Based on the point force approximation, drag noise is
radiated by the dipole source rotating with rotor blade
around the rotational plane. The numerical simulation
decomposes the rotating point force into two compo-
nents with a rotating phase relation. Experimentally, a
pair of two loudspeakers can be used to construct the
rotating dipole when the two are installed perpendicu-
lar to each other with a 90° phase difference. In the
current study, two such pairs are used in order to col-
locate the secondary sources with the fan center. The
antisound approximates the primary fan noise very
well, and a power reduction of 13.0 dB for the drag
noise is achieved at the blade passing frequency.
However, higher order drag noise also exists, and this
component is beyond the scope of the current active
control scheme.

�3� Fan noise radiation varies from one blade passage to
the next in a random fashion even when the rotational
speed is held constant, and the linear amplitude varia-
tion is found to be about 10%. Since the antisound is
constructed from the signal input from the previous
blade passage of the rotation, such random variation
would cause incomplete noise cancellation. The mea-
sured maximum pointwise noise reduction of around
20 dB at the position of the error microphone is com-
patible with this hypothesis of the performance limi-
tation. The mechanism might be rooted in the turbu-
lent nature of the aerodynamic process.

�4� Higher order drag noise exists due to many factors,
such as the difference between the fluctuation forces
arising from the rotor-strut encounters between differ-
ent rotor blades and struts due to either aerodynamic
uncertainties or structural imperfections. The first
higher order drag noise features a spinning pressure
mode of �� � =2, and its sound pressure directivity is
sin2 �, which means that the sound pressure on the
opposing sides on the rotational plane are the same,
sin2 �=sin2 ��+��. This differs from the leading
mode drag noise with a pressure directivity of sin �,
which is antisymmetric across the rotational plane.
The existence of a higher order drag noise component

FIG. 8. �Color online� Spectral comparison for the control off �open bars� and control on �filled bars� for three points on the rotational plane ��=� /2�.
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would lead to the excess leading mode antisound de-
termined by the pressure minimization procedure at
the error microphone position. The coupling of this
excess leading mode antisound and the higher order
drag noise could lead to a maximum of 6.5-dB am-
plification of the higher order drag noise. The analysis
of the control results indicates that the actual perfor-
mance is close to this maximum overshoot, and this
could be the ultimate limitation factor for the active
drag noise control using the leading mode rotating
dipole.

�5� Both open- and closed-loop �adaptive feedforward�
controls are implemented, but no significant differ-
ence in performance is found between the two. This
finding implies that, although the system under inves-
tigation could have one or more random variation fac-
tors, such as that described in �3�, the processes are
nevertheless stationary and the adaptive capability of
the closed-loop control does not really have an oppor-
tunity to show its impact on the performance during a
short-term experiment.

The present work adopts many common techniques used
in a previous work on the thrust noise �Wang et al., 2005� but
there are also differences. The present work focuses on the
rotating drag noise, while the previous one is on the thrust
noise. In both cases, the global suppression of the dominant
noise is achieved. The original fan is also modified in both
cases before the active control is applied. In the case of the
thrust noise control, a special coincident design of B=S=7 is
used. That modification actually represents an increase of the
noise radiation from the dominant source although the in-
crease can be minimized if smaller strut size is adopted. In
the present study, however, the modifications of the inlet
bellmouth and the strut size equalization serve as a signifi-
cant noise reduction from the original fan with the same
number of struts. In other words, the current work begins
with an already quiet design version of the most popular
design configuration of B=7, S=4. In this sense, this study
goes much beyond the previous. However, a rotating anti-
sound is more difficult to construct, and more loudspeakers
are used in the current study than in the previous. For a
general case where both drag and thrust noises are present at
the leading radiation modes, perhaps at different frequencies

for each component, a minimum of three loudspeakers would
be needed to construct the antisound for the three force com-
ponents.
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Many active noise control �ANC� systems apply the filtered-x least mean squares �FXLMS�
algorithm for controller adaptation. The accuracy of path models is an important issue in these
systems. Since parameter drifting in a noise field may cause model error between the secondary path
and its prestored model in an ANC system, some ANC systems employ two adaptive processes for
path modeling and controller adaptation respectively. In this paper, a new ANC system is proposed
with adaptive path modeling and nonadaptive controller design. The proposed ANC system is
noninvasive without persistent excitations. It avoids the slow convergence and inevitable estimation
errors in controller adaptation. A rigorous analysis is presented to prove that the new ANC system
will converge to an optimal one in the minimum H2 norm sense. Experimental results are presented
to verify the performance of the proposed ANC system.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2202908�
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I. INTRODUCTION

An important principle of active noise control �ANC� is
to create quiet zones by generating destructive interference at
sensed locations. Since magnitude distributions of sound
fields are related to the wavelengths of sound signals, the
range of destructive interference is proportional to the wave-
lengths of sound signals. This makes ANC attractive for con-
trolling low-frequency noise.

The filtered-x least mean squares �FXLMS� algorithm is
a popular tool for controller adaptation.1,2 The algorithm is
stable3–5 if the phase error in the secondary path model is
less than 90°. In many applications, environmental or bound-
ary conditions of noise fields are not necessarily constant.
There may be parameter drifting in noise fields. Online mod-
eling of the secondary path is adopted in many ANC systems
to keep the model as close to the real path as possible.

In most ANC systems, path models are finite impulse
response �FIR� filters with many parameters. Accurate esti-
mation of model parameters requires “persistent
excitations”6—the invasive injection of probing signals into
the ANC system.7 Since the probing signals cannot be can-
celled by the controller, some researchers investigate how to
regulate the magnitudes of probing signals according to ANC
performance,8,9 others focus on noninvasive identification of
secondary paths.10–12. An ANC system may perturb control-
ler parameters to estimate the secondary path accurately. The
FXLMS is used by existing noninvasive ANC systems for
controller adaptation.

In this paper, a new ANC system is proposed with a
single adaptation process for noninvasive path modeling. A
major difference between the proposed and existing nonin-
vasive ANC systems is the controller that is designed by the
orthogonal principle in the new system. The new method
only requires the estimated models to share a normal vector

with the true paths. Path modeling is easier without persis-
tent excitations. Stability and convergence of the new ANC
system is proven via the Lyapunov approach.

With the controller designed by the orthogonal principle,
the new ANC system avoids the slow convergence and esti-
mation errors in controller adaptation. It will converge to an
optimal ANC system in the minimum H2 norm sense. The
new ANC system uses the least squares �LS� algorithm that
tends to converge faster than LMS counterparts.13 Experi-
mental results are presented to demonstrate the performance
of the new ANC system.

II. PROBLEM STATEMENT

A typical ANC system may be described by a block
diagram in Fig. 1�a�, where P�z�, S�z�, F�z�, and R�z� are the
primary, secondary, feedback, and reference paths, respec-
tively. Path models and signals in Fig. 1 are in the
Z-transform domain. Many researchers assume that path
models can be approximated by FIR filters with negligible
errors �assumption A1�. This study is also based on such an
assumption. If the primary source n�z� is not available to the
controller, a signal x�z� is measured in the noise field to
recover the reference r�z�. The controller must cancel feed-
back signals in x�z� to ensure a stable closed-loop, which

requires an estimated model F̂�z� to approximate F�z�.

A. Controller structure and objective

It is shown in Fig. 1�a� that x�z�=R�z�n�z�+F�z�a�z�.
The reference is recovered in Fig. 1�b� as r�z�=x�z�
− F̂�z�a�z�; here a�z� is the actuation signal. Eliminating a�z�
from the above three equations, one obtains

r�z� =
R�z�

1 + �F�z�G�z�
n�z� = R̃�z�n�z� , �1�

where �F�z�= F̂�z�−F�z� is the model error of the feedback
path. The closed-loop is stable if ��F�z�G�z����1, which isa�Electronic mail: mmjyuan@polyu.edu.hk
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satisfied in most ANC systems. Many researchers assume

�F�z�=0 �assumption A2� and use R̃�z�=R�z� in the analy-
sis. The present study also adopts such an assumption since
the presence of �F�z��0 only causes unnecessary distrac-
tions without affecting the analytical results, as to be verified
by experimental results.

In Fig. 1�b�, the actuation signal is a�z�=G�z�R�z�n�z�
after substitution of r�z�=R�z�n�z� by assumption A2. As a
result, the error signal in Fig. 1�a� can be expressed as

e�z� = P�z�n�z� + S�z�a�z� = �P�z� + S�z�G�z�R�z��n�z� .

�2�

The ANC objective is e�z�=0 for broadband noise control.
The above equation has an ideal solution

G�z� =
− P�z�

S�z�R�z�
. �3�

Practically, the ideal controller may not be stable due to pos-
sible nonminimum phase �NMP� roots in S�z� or R�z�.

For distributed-parameter systems to which the modal
theory is applicable, only path transfer functions between
collocated sources and sensors are surely minimum phase
�MP�. It means a MP R�z� if the reference sensor is substan-
tially collocated with the primary source. To avoid the near-
field effects, however, the error sensor is usually placed far
away from the secondary source and S�z� is NMP without a
stable inverse. A practically achievable objective of the ANC
system is the minimization of

�P�z� + S�z�G�z�R�z��2 �4�

in the H2 norm sense. The proposed ANC system is intended
to achieve this objective.

B. Online path modeling

When the ANC system recovers the reference signal
r�z�=R�z�n�z� to synthesize the actuation signal a�z�
=G�z�r�z� and estimate the path models, Eq. �2� may be re-
written as

e�z� = H�z�r�z� + S�z�a�z� = �H�z� + S�z�G�z��r�z� , �5�

where an equivalent primary path H�z�= P�z� /R�z� is intro-
duced as if the noise field was caused by r�z�. If the refer-
ence sensor is substantially collocated with the primary
source, R�z� is MP with a stable inverse. It is assumed that
the equivalent primary path H�z� can be approximated by a
FIR filter with negligible errors �assumption A3�. The ANC
objective is modified from the minimization Eq. �4� to the
minimization of

�H�z� + S�z�G�z��2. �6�

This is a practical approach due to the unavailability of n�z�.
The proposed ANC system is able to minimize Eq. �4� if n�z�
is available.

The ANC system estimates the equivalent primary path
H�z� and the secondary path S�z� simultaneously by mini-
mizing estimation error

���z��2 = �e�z� − Ĥ�z�r�z� − Ŝ�z�a�z��2

= ��H�z�r�z� + �S�z�a�z��2, �7�

where Ĥ�z� and Ŝ�z� are online models of H�z� and S�z�,
respectively. The model errors are �H�z�=H�z�− Ĥ�z� and

�S�z�=S�z�− Ŝ�z�. Let ĥ= �ĥ1¯ ĥm�, h= �h1¯hm�, ŝ
= �ŝ1 . . . ŝm� and s= �s1¯sm� denote coefficient vectors of

Ĥ�z�, H�z�, Ŝ�z�, and S�z�, respectively. The time domain
version of Eq. �7� would be

� �t
2 = ��et − �

k=1

m

ĥkrt−k − �
k=1

m

ŝkat−k�2

= ���
k=1

m

�hkrt−k + �
k=1

m

�skat−k�2

, �8�

where 	�hk=hk− ĥk
 and 	�sk=sk− ŝk
. The summation of er-
ror squares is carried out in a sliding time window. Equation
�8� may be written as

� �t
2 = ��et − �

k=1

m

ĥk�k�t� − �
k=1

m

ŝk�k�t��2

= ���
k=1

m

�hk�k�t� + �
k=1

m

�sk�k�t��2

�9�

by introducing �k�t�=rt−k and �k�t�=at−k.
To aid the stability analysis, one may express model

errors �H�z� and �S�z� in terms of coefficient vectors �h
T

= ��h1 , . . . ,�hm�, �s
T= ��s1 , . . . ,�sm� and ��

T= ��h
T ,�s

T�.
Similarly, the signal samples are represented by regression
vectors �T�t�= ��1�t� , . . . ,�m�t��, �T�t�= ��1�t� , . . . ,�m�t��,
and �T�t�= ��T�t� ,�T�t��. As a result, Eq. �9� may be seen as
the square sum of a linear projection �t=�T�t���. The con-
vergence of �t→0 does not necessarily mean �h→0 or �s

→0. For this reason, some researchers propose to perturb the
ANC controller and hence perturb a�z� and ��t�. The projec-
tion of �� on a time-varying vector ��t� becomes the projec-
tion on linearly independent vectors if ��t� is perturbed prop-
erly. This is exactly the idea of persistent excitation.6

FIG. 1. �a� Block diagram of a typical ANC system with acoustic feedback.
�b� Block diagram of ANC controller C�z�.
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Identification accuracy depends analytically on the level of
persistent excitation to the regression vector14,15 whose ele-
ments are samples of a�z� in an ANC system. Since control-
ler perturbation is equivalent to persistent excitation of a�z�,
it is still an invasive method. Only the persistent excitation is
generated by a different method.

A significant difference between the proposed and exist-
ing noninvasive ANC systems is the absence of persistent
excitations in the new system. Optimal ANC is possible if
Eq. �9� is minimized. The remaining part of the paper is
intended to explain how this is possible.

C. Orthogonal adaptation

A visual illustration of the proposed method is presented
in Fig. 2, before a rigorous analysis in the next section. The
vertical and horizontal axes of Fig. 2 represent, respectively,
the h space and s space. These are vector spaces of the co-
efficients of H�z� and S�z�, respectively.

By assumption A1, the true path transfer functions H�z�
and S�z� are represented by coefficient vector �T= �hT ,sT� in

Fig. 2. Similarly, path models Ĥ�z� and Ŝ�z� are represented

by coefficient vector �̂T�t�= �ĥT , ŝT�. It is reasonable to as-
sume a constant � since the drift of acoustical parameters is
significantly slower than the adaptation rate. The purpose of

Fig. 2 is to show that �i� �̂�t+1� will be closer to � than �̂�t�
and �ii� optimal ANC is possible without persistent excita-
tions.

An important feature of the proposed ANC system is to

design a controller G�z� that forces ��t� as orthogonal to �̂�t�
as possible in every step of the adaptation. To keep a better
focus, detailed design of G�z� will be delayed to Sec. IV. The
effect of this principle is illustrated here. Since perfectly or-

thogonal between ��t� and �̂�t� may not be possible, ��t� is

not perfectly orthogonal to �̂�t� in Fig. 2. The estimation
error is rewritten as

�t = �
k=1

m

�hk�k�t� + �
k=1

m

�sk�k�t� = �T�t���. �10�

Online path modeling is updated by

�̂�t + 1� = �̂�t� + 	�t��t� , �11�

where 	
0 is a positive constant. Since �̂�t+1� is updated

by adding a fraction of ��t� to �̂�t�, it will bias to a new point
in Fig. 2, depending on the sign of �t=�T�t���.

In the present form of Fig. 2, �T�t���
0 and �̂�t+1�
will bias in the same direction of � to be closer to �. If the

direction of � flips by 180°, then �T�t����0 and �̂�t+1�
will bias in the opposite direction of � to be closer to �. In
the next section, a rigorous stability analysis will prove the
monotonous reduction of ����2 until �t converges to zero.
For the new ANC system, �t→0 is good enough to ensure
stable ANC performance. The key measure is to force

�T�t��̂�t�=0 for all t. This condition and �T�t���=0 mean
�T�t��=�k=1

m hkrt−k+�k=1
m skat−k=0. As a result, the proposed

ANC system converges to an optimal ANC controller such
that �H�z�r�z�+S�z�a�z��2=0. A rigorous proof is presented
in the next section.

III. STABILITY ANALYSIS

Since the proposed ANC system involves a single adap-
tation process, there are no coupling effects between adapta-

tion processes. When the orthogonal condition �T�t��̂�t��0
is enforced by the nonadaptive method of Sec. IV, the present
section will focus on the adaptation process when analyzing
the stability of the overall system.

A. Convergence of estimation error

All recursive identification algorithms depend on the re-
gression vector ��t� to update the parameter vector. The dif-
ference between algorithms is the multiplier to ��t�. Here a
simple LS algorithm is adopted with a scalar multiplier 	
=1/ ���t��2. As a result, Eq. �11� becomes

�̂�t + 1� = �̂�t� +
�t

���t��2��t� . �12�

The convergence of Eq. �12� may be analyzed with the help
of a positive definite function V�t�=��

T�t����t�. It can be
verified that

V�t + 1� − V�t� = ����t + 1� − ���t��T����t + 1� + ���t�� .

�13�

Using Eq. �12� and ��=�− �̂, one can write

���t + 1� − ���t� = �̂�t� − �̂�t + 1� = − �t��t�/���t��2,

�14�

and

���t + 1� + ���t� = 2� − �̂�t� − �̂�t + 1�

= 2���t� − �t��t�/���t��2. �15�

Combining Eqs. �13�–�15�, one obtains

FIG. 2. Illustration of the orthogonal adaptation algorithm.

206 J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Jing Yuan: Orthogonal adaptation for active noise control



V�t + 1� − V�t� =
− �t

���t��2�T�t��2���t� −
�t

���t��2��t� .

�16�

The above equation becomes

V�t + 1� − V�t� = −
�t

2

���t��2 � 0 �17�

by substitution of �t=�T�t���. Therefore V�t�=��
T�t����t�

decreases monotonously until �t→0.

B. Divide and conquer

The performance of the ANC system is judged by the
error signal e�z�. The time domain expression of this signal is
given by

et = �
k=1

m

hkrt−k + �
k=1

m

skat−k = �T�t�� . �18�

If one subtracts

�T�t��̂�t� = �
k=1

m

ĥkrt−k + �
k=1

m

ŝkat−k �19�

from Eq. �18� and then adds it back, the result would be

et = �t + �
k=1

m

ĥkrt−k + �
k=1

m

ŝkat−k = �t + �T�t��̂�t� . �20�

The error signal is now divided into two parts to be con-
quered by two respective methods.

The first part of et is �t. It is conquered by online path
modeling. In the previous subsection, a simple LS algorithm
is proven able to drive the convergence of �t→0. There are
many other LS or LMS algorithms suitable for this purpose.
The difference is the convergence rate and computational
load.6

The second part of et is �T�t��̂�t�. Several methods will

be discussed to force ��T�t��̂�t���0 in every step of the ad-
aptation. The convolution of Eq. �19� implies the equivalence

between ��T�t��̂�t���0 and �Ĥ�z�+ Ŝ�z�G�z��2�0 with coef-

ficients of Ĥ�z� and Ŝ�z� taken from �̂�t�.

C. Co-plane requirement versus persistent excitation

Since �t=�T�� is an inner product, its convergence to
zero does not necessarily mean ��→0. However, if

��T�t��̂�t���0 for all t, �t=�T��→0 implies the co-plane

relation of � and �̂. This is the combined result of two meth-
ods employed by the proposed ANC system to conquer the
two parts of Eq. �20�. In Fig. 2, one can see that forcing

��T�t��̂�t���0 and driving �t=�T��→0 is very cooperative.
It is therefore possible to achieve optimal ANC performance
without persistent excitations.

IV. OPTIMAL H2 NORM CONTROLLER

The key feature of the proposed system is how to design

a controller such that ��t� is as orthogonal to �̂ as possible.

This is not a problem if Ŝ�z� is MP in every step of the
adaptation process. The controller has a simple form G�z�
=−Ĥ�z� / Ŝ�z�, and �̂ is perfectly orthogonal to ��t�, because

�T�t��̂=0 is equivalent to

Ĥ�z�r�z� + Ŝ�z�a�z� = �Ĥ�z� − Ŝ�z�
Ĥ�z�

Ŝ�z�
r�z� = 0. �21�

In practice, the error sensor is not collocated with the sec-

ondary source to avoid the near-field effects. S�z� and Ŝ�z�
are very likely to be NMP. Design methods must be studied

to find G�z� such that �̂ is as orthogonal to ��t� as possible,
which is the focus of the present section. This is equivalent

to minimizing �Ĥ�z�+ Ŝ�z�G�z��2 by an optimal controller
G�z�.

A. IIR solution

When Ŝ�z� is NMP, it is possible to achieve optimal
performance in the minimum H2 norm sense using an infinite
impulse response �IIR� filter. The first step is the factoriza-

tion of Ŝ�z�=Sm�z�Sn�z� where Sm�z� and Sn�z� are the MP

and NMP parts of Ŝ�z�, respectively. If Sn�z�=�i=0
d sniz

−i, then

S̃n�z�=�i=0
d sn�d−i�z

−i can be obtained by using coefficients of
Sn�z� in the reversed order. Since roots of Sn�z� are 	�ri�

1
, S̃n

−1�z� is stable because roots of S̃n�z� are 	�1/ri��1
.16

One may write

Ŝ�z� = Sn�z�Sm�z� =
Sn�z�

S̃n�z�
S̃n�z�Sm�z� , �22�

where �S̃n�ej���= �e−dj�Sn�e−j���= �Sn�ej��� for all �16 and

Sn�z� / S̃n�z� is a stable all-pass filter.

Equation �22� implies the factorization of Ŝ�z�
=Fa�z�Fm�z� into the product of an all-pass filter Fa�z�
=Sn�z� / S̃n�z� and a MP filter Fm�z�= S̃n�z�Sm�z�. The objec-

tive is to minimize ��Ĥ�z�+ Ŝ�z�G�z��r�z��2, which is equiva-
lent to the minimization of

�Ĥ + ŜG�2 = �Fa�z��2�Fa
−1Ĥ + FmG�2 = �Fa

−1Ĥ + FmG�2,

�23�

where �Fa�z��2=1 since it is an all-pass filter. One may apply
the long-division to obtain

Fa
−1�z�Ĥ�z� =

S̃n�z�Ĥ�z�
Sn�z�

=
Hr�z�
Sn�z�

+ Hq�z� , �24�

where Hq�z� and Hr�z� are, respectively, the quotient and
remainder polynomials. The two parts on the right-hand side
of Eq. �24� are orthogonal to each other in the H2 norm
sense.

Since Hr�z� /Sn�z� is the unstable part of Eq. �24�, it can-
not be cancelled by any stable feedforward controller. Opti-
mal control, in the minimum H2 norm sense, is the cancella-

tion of the stable part of Fa
−1�z�Ĥ�z� by a controller in the

form of
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G�z� = − Fm
−1�z�Hq�z� = −

Hq�z�

S̃n�z�Sm�z�
. �25�

Substituting Eqs. �24� and �25� into Eq. �23�, one minimizes

�Ĥ+ ŜG�2= �Hr / S̃n�2 in the H2 norm sense. Any other feed-

forward controller only increases �Ĥ+ ŜG�2 if it replaces
G�z�. This method requires online root-finding and heavy
computations. It is desired to design a suboptimal controller
in a less expensive way, which will be discussed in the next
subsection.

B. FIR solution

With some sacrifice of performance, it is possible to find

a FIR filter controller G�z� and minimize �Ĥ�z�+ Ŝ�z�G�z��2

= �Q�z��2. When G�z� is a FIR filter, Q�z� is also a FIR filter
with coefficients given by

q = �
q1

q2

]

]

q2m−1

� = �
ĥ1

ĥ2

]

ĥm� + �
ŝ1

ŝ2 ŝ1

] ŝ2 �

ŝm ] � ŝ1

ŝm ] ŝ2

� ]

ŝm

��g1

g2

]

gm

�
= ĥ + Msg , �26�

where qT= �q1 , . . . ,q2m−1� and gT= �g1 , . . . ,gm� are coefficient
vectors of Q�z� and G�z�, respectively.

According to Parserval’s theorem, minimization of

�Ĥ�z�+ Ŝ�z�G�z��2= �Q�z��2 is equivalent to minimization of
�q�2. The focus is now directed to

qTq = �ĥ + Msg�T�ĥ + Msg� = ĥTĥ + ĥTMsg + gTMs
Tĥ

+ gTRsg , �27�

where Rs=Ms
TMs is the autocorrelation matrix of the impulse

response of Ŝ�z�. Introducing p=Ms
Tĥ, one may substitute

gTMs
Tĥ=gTRsRs

−1p into Eq. �27� to write

qTq = ĥTĥ − pTRs
−1p + �Rsg + p�TRs

−1�Rsg + p� , �28�

where parameter vector g only affects �Rsg+ p�TRs
−1�Rsg+ p�.

The minimization of qTq, subject to the constraint of a FIR
G�z�, has a unique solution Rsg=−p.

The structure of Rs depends on the structure of Ms. Let
mi denote the ith column of Ms. An examination of Eq. �26�
will enable one to see that mi and mj are related to each other
by �i− j� vertical shifts. Let rs�i , j� denote the �i , j�th element
of Rs. Then

rs�i, j� = mi
Tmj = mj

Tmi = �
k=1

m−�i−j�

ŝkŝk+�i−j�. �29�

It turns out that Rs is a Toeplitz matrix. There are many
fast algorithms for the solution of Rsg=−p by taking advan-
tages of the Toeplitz structure of Rs.

17 Most of them are
available commercially in the Digital Signal Processing

�DSP� block sets of MATLAB. The FIR controller is subop-
timal if compared with its IIR counterpart, but it is less com-
putationally expensive.

C. Iterative FIR solution

In many ANC applications, H�z� and S�z� must be ap-
proximated by FIR filters with sufficiently large numbers of
coefficients. The degree m may be very large so that direct
solution of Rsg=−p is still expensive even using the avail-
able efficient algorithms. In that case, it is possible to con-
sider iterative minimization of qTq.

Consider a positive definite function J=0.5qTq and an
iterative algorithm that keeps modifying g to minimize J.
The time derivative of J is given by

J̇ = qTMsġ �30�

where Eq. �26� has been used to link q̇ to ġ. The above
equation suggests a very simple way to modify g. It is given
by

ġ = − Ms
Tq . �31�

where  is a small positive constant. When coded in a high-
level computer language, such as MATLAB, this is equiva-
lent to an instruction “g=g−Ms

Tq�t.” Combining Eqs. �30�
and �31�, one can see that J̇=−qTMsMsq�0, which means
J=0.5qTq will be minimized by the simple modification
rule of Eq. �31�.

The only advantage of iterative solution is the reduced
computations. It comes with a further sacrifice that J
=0.5qTq is not minimized instantly. If adaptation speed is
not a critical issue, this method may be used to reduce the
cost of the ANC system.

V. EXPERIMENTAL VERIFICATION

An experiment was conducted to verify the analytical
results. A feedforward ANC was implemented in a duct with
a cross-sectional area of 11�14.5 cm2. The primary source
was generated by a 4-in. loudspeaker placed at the upstream
end of the duct. It was excited by the pseudo-random noise
n�z� that was not available to the ANC system. The second-
ary source was a 4-in. loudspeaker placed at the midpoint of
the 2-m duct. A microphone sensor was placed in front of the
primary source to measure the reference signal. The error
sensor was another microphone placed 0.2 m downstream
from the secondary source to avoid the near field effects of
the secondary source. The sampling frequency of the system
was 2.5 kHz, and all signals were low-pass filtered with a
cutoff frequency 950 Hz.

The block diagram of the experimental system is the
same as a typical ANC system in Fig. 1. Since the duct is a
resonant system, the downstream reflection joins the second-
ary signal to contaminate the measured signal x�z�
=R�z�n�z�+F�z�a�z�. Although the reference sensor was
placed in front of the primary source, R�z��1 due to the
resonant effects. The collocation of the reference sensor and
the primary source causes a MP R�z�. Since the error signal
was not collocated with the secondary source, the secondary
path S�z� was NMP. In the experiment, both F�z� and S�z�
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were not available to the ANC system. A FIR controller with
m=400 coefficients was implemented using the method of
Sec. IV B. The optimal IIR controller, discussed in Sec.
IV A, was not implemented due to its heavy computations
for online root-finding.

The experimental results are plotted in Fig. 3 as two
curves. The gray curve represents the normalized power
spectral density �PSD� �e�z� /r�z�� of the uncontrolled noise.
It was obtained when the active controller was turned off.
The black curve plots the normalized PSD �e�z� /r�z�� of the
controlled noise. It demonstrates significant noise suppres-
sion effects in most frequencies except a small region around
780 Hz. The ANC enhanced noise near 780 Hz instead of
suppressing it. In the experiment, broadband noise was heard
when the ANC system started. As the controller converged,
audible noise became weaker and eventually reduced to a
weak single tone noise.

The poor performance near 780 Hz was due to the NMP
zero of S�z�. In Fig. 4, the magnitude responses of the pri-
mary and secondary paths are shown. The secondary path
has zeros �dips� in a number of frequencies. When the error

sensor was not too far away from the secondary source, most
zeros of S�z� were MP except one near 780 Hz. A NMP S�z�
is the problem of all ANC systems. Even if both H�z� and
S�z� were available without errors, perfect cancellation of
broadband noise would still be impossible for a single-source
feedforward ANC system, since −S−1�z�H�z� is not stable. It
is possible to design an IIR controller to match the stable part
of −S−1�z�H�z� for optimal ANC performance. In simula-
tions, the IIR controller neither enhances nor suppresses
noise at the NMP zeros. Its FIR counterpart reduces online
computations significantly with inevitable sacrifice in ANC
performance that is most visible near the NMP zeros of S�z�.
Since heavy online computations prevented the testing of the
IIR controller at 2.5-kHz sampling rate, a FIR solution was
tested to approximate −S−1�z�H�z�. The experimental perfor-
mance of the FIR controller is very similar to its simulation
performance.

In Eq. �20�, the ANC control error is divided into et

=�t+�T�t��̂�t�. All LS or LMS algorithms are able to drive
the convergence of �t→0 regardless the zeros of S�z�. The

NMP zeros of Ŝ�z� only hinder the minimization of

��T�t��̂�t��. The FIR controller is not able to minimize

��T�t��̂�t�� as well as an IIR controller, but it is stable and

achieved the smallest ��T�t��̂�t�� achievable by a FIR control-
ler in the H2 norm sense.

The NMP problem is solvable by adding an extra sec-
ondary source. If the secondary paths are co-prime, it is pos-
sible to achieve perfect cancellation performance.18,19 A fur-
ther study is conducted to integrate the proposed method
with the extra-speaker method. The main obstacle is online
computations. If a controller involves the online inverse of
an m�m matrix, then two controllers involve the online in-
verse of a 2m�2m matrix. This means substantial reduction
of sampling rate and controller bandwidth. Faster methods

are sought for online minimization of ��T�t��̂�t��.

VI. CONCLUSION

An orthogonal adaptation algorithm is proposed for non-
invasive adaptive noise control. All available noninvasive
adaptive algorithms consist of two adaptation processes: one
for online path modeling and the other for controller tuning.
The proposed method solves controller parameters to speed
up system convergence. This is the first feature of the pro-
posed method. Some of the noninvasive algorithms perturb
controllers to avoid the probing signals. Those methods are
not truly noninvasive since controller perturbation is an in-
vasive measure. The second feature of the proposed method
is the replacement of persistent excitation with the co-plane
requirement. It leads to a truly noninvasive adaptive ANC
system without controller perturbation or probing signals. All
available noninvasive algorithms involve two adaptation pro-
cesses; it is very difficult to analyze the coupling effects of
the adaptation processes and derive rigorous stability proofs.
For the proposed method a rigorous stability analysis is pre-
sented using the orthogonal projection method plus the
Lyapunov approach. It is proven that the proposed controller

FIG. 3. Power spectral density plots of uncontrolled �gray� and controlled
�black� noise.

FIG. 4. Magnitude responses of primary �gray� and secondary �black� paths.
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will converge to an optimal one in the minimum H2 norm
sense. Experimental results are presented to demonstrate the
performance of the proposed method.
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Spectral velocity estimation in ultrasound using sparse data
sets
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Velocity distributions in blood vessels can be displayed using ultrasound scanners by making a
Fourier transform of the received signal and then showing spectra in an M-mode display. It is
desired to show a B-mode image for orientation, and data for this have to be acquired interleaved
with the flow data. This either halves the effective pulse repetition frequency fprf or gaps appear in
the spectrum from B-mode emissions. This paper presents a technique to maintain the highest
possible fprf and at the same time show a B-mode image. The power spectrum can be calculated
from the Fourier transform of the autocorrelation function, and it is shown that the autocorrelation
function can be calculated for a sparse set of data where flow and B-mode emissions are interspaced.
Both short deterministic sequences of emissions and full random sequences can be used. The
dynamic range of the sparse sequence is reduced compared to a full sequence. Typically, a reduction
of 20 dB is found when using 66% of the data compared to using all data. The theory of the method
and examples from simulations of flow in arteries are presented. The audio signal can also be
generated from the spectrogram. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2208428�

PACS number�s�: 43.60.Hj �TDM� Pages: 211–220

I. INTRODUCTION

Medical ultrasound systems can be used for finding the
blood and tissue velocity within the human body.1–5 This is
done by emitting a pulse consisting of a number of sinu-
soidal oscillations, and then measuring the scattered signal
returned from the blood or tissue. The measurement is re-
peated a number of times, and data are sampled at the depth
of interest in the tissue, yielding one sample per pulse emis-
sion. The frequency of the received sampled signal is pro-
portional to the velocity of the object along the ultrasound
beam, and is given by5

fp =
2�v�cos �

c
f0, �1�

where v is the velocity vector, � is the angle between the
ultrasound beam and the velocity vector, c is the speed of
sound, and f0 is the center frequency of the emitted ultra-
sound pulse.

The velocity distribution for a given spatial position
over time can be found by focusing the ultrasound beam at
the point of interest. The received rf data are Hilbert trans-
formed to give the in-phase and quadrature component. The
data are sampled at the depth of interest to give the complex
signal y�i�, where i is the pulse emission number. A Fourier
transform on the sampled data gives the power spectrum,
which corresponds to the velocity distribution, and the short-
time Fourier transform displayed over time reveals the tem-
poral variation of the velocity distribution.

The sampled data used for determining the velocity dis-
tribution have a sampling frequency of

fprf =
c

2d
, �2�

where d is the depth of interrogation. The maximum fre-
quency that can be correctly found is, thus, fmax� fprf /2, and
the maximum unambiguous velocity is

vmax =
c

2 cos �
·

fprf

2f0
. �3�

The Fourier transform of the data is performed on short
segments of data consisting of usually 128 or 256 samples
�pulse emissions� to capture the frequency variation over
time of the signal. A Hanning window is often applied on the
data, and a fast Fourier transform is then performed. An es-

timate of the power spectrum P̂y�f� of the sampled complex
signal y�i� for a rectangular window is

P̂y�f� =
1

N
��

i=0

N−1

y�i�exp�− j2�fi/fprf��2

, �4�

where i is the sample number, and N is the number of
samples in a segment.

The estimate has a significant variance given by6,7

Var�P̂y�f�� � Py
2�f�	1 + 
 sin 2�f/fprfN

N sin 2�f/fprf
�2� , �5�

where Py�f� is the true power spectrum. The variance is for
f �0, thus, on the order of the estimate itself, and this is seen
as speckle noise in the resulting spectral display.

Often a B-mode image should be shown at the same
time for orientation and selection of the point of interest, and
time must be spent on acquiring this image. This can either
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be done by acquiring the B-mode data interleaved with the
velocity data or by acquiring a full B-mode image over a
time interval. The first approach will only make every second
emission useful for velocity estimation, and this will reduce
the pulse repetition frequency by a factor of 2 and reduces
the maximum velocity vmax by a factor of 2. The second
approach introduces periods where no velocity estimation
can be made since data are not acquired, and the true velocity
variation therefore cannot be followed.

Several authors have addressed the problem. Kristoffer-
sen and Angelsen8 used data before the gap to design a filter
with roughly the same frequency content as the gap. Using
the filter on a Gaussian, random signal then generates data
that can fill the gap. The method, however, has to assume
that the flow is roughly constant, as a significant acceleration
will change the frequency content. Klebæk et al.9 used a
neural network to predict the evolution of the mean fre-
quency and the bandwidth of the spectrum, and used this to
make a parametric model for filling the gap. Again, the pre-
diction is based on previous data, and abrupt changes in fre-
quency content will make the gap filling wrong. Also, the
model might in certain instances not fit the data accurately.
Other techniques that take the instantaneous frequency con-
tent into account are, thus, needed.

The components in the measured signal will lie in the
audio range. Emitted frequencies f0 of 3 to 5 MHz and ve-
locities of 0.5 to 2 m/s at �=45° give frequencies fp of
1 to 9 kHz, which can be perceived by the human ear. The
sound of the measured signal is, thus, often played. This is a
problem in the second approach, where there are gaps in the
audio stream. This will easily be perceived by the human ear,
and the signal cannot be used for faithful audio reproduction.

II. VELOCITY ESTIMATION FOR SPARSE DATA
SETS

The method devised here acquires a sparse sequence of
sampled data, where flow and B-mode emissions are inter-
spaced. It then uses an autocorrelation estimator and a Fou-
rier transform for determining the velocity distribution. This
makes it possible to keep the highest attainable velocity
equal to the theoretical maximum, and at the same time ac-
quire a B-mode image using part of the sparse data sequence.
The method can also be used to reconstruct the audio signal
as described in Sec. II E. The limit on maximum velocity can
also be exceeded by using a cross-correlation estimator to
find the mean velocity and then adjusting the velocity distri-
bution according to this estimate. The details of the method
are described in the subsequent sections.

A. Power spectrum estimation

The power spectrum of a stochastic signal y�i� is for-
mally calculated from the Fourier transform of the autocor-
relation function Ry�k� as

Ry�k� ↔ Py�f� = �
k=−�

�

Ry�k�exp�− j2�fk�T� , �6�

where �T is the sampling interval. An estimate of the auto-
correlation can be calculated by

R̂y�k� =
1

N − �k� �
i=0

N−k−1

y�i�y*�i + k� , �7�

when data are available for a segment of N samples and *

denotes complex conjugate. The estimate of the power spec-
trum is then calculated by applying, e.g., a Hanning window

on R̂y�k� and then performing a Fourier transform. A trade-
off between spectral resolution and spectral estimate vari-
ance can be selected by using a window shorter than 2N−1.
The velocity spectrum can thus be found, if a proper estimate
of the autocorrelation function can be determined.

B. Sparse data sequences

The autocorrelation calculated by �7� is found by corre-
lating all samples in the signal segment y�i� with a time-
shifted version y�i+k� of the signal. It is, however, possible
to calculate the correlation estimate, even if some of the
samples in the signal are missing. This would be the case if
B-mode emissions were interleaved with velocity emissions.
The correlation is then calculated with fewer values, and this
will result in an increased standard deviation of the estimate.
In general, the variance of the estimate is inversely propor-
tional to the number of independent values, which here is
proportional to N−k. Having M�k� missing values will in-
crease the variance by a factor �N−k� / �N−k−M�k��. Keep-
ing M�k� moderate compared to N will thus give a moderate
increase in variance. The overall variance of the spectral es-
timate will be determined by the lag values with the highest
variance, and therefore it should be ensured that M�k�
roughly has the same value for all k.

For a sparse sequence M�k� will in general depend on

the lag k, and it must be ensured that all lag values of R̂y�k�
can be calculated with a sufficient accuracy. The estimate of
the autocorrelation function is then

R̂y�k� =
1

N − �k� − M�k� �
i=0

N−k−1

y�i�y*�i + k� , �8�

where missing data in the signal are represented by a zero.
This equation assumes that only a fixed segment of data is
passed to the estimator.

It is also possible to use data from the next segment. The
estimate of autocorrelation function is then

R̂y�k� =
1

N − M�k� �i=0

N−1

y�i�y*�i + k� , �9�

since data for 2N samples are available. It is then possible to
get a more accurate estimate of higher lags in the autocorre-
lation function as more data are used, which improve the
accuracy of the final velocity estimate. The drawback is a
smoothing in time of the calculated power spectrum.
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It should also be noted that only the autocorrelation
function for positive lags needs to be calculated, since nega-
tive lags can be reconstructed from

R̂y�k� = R̂y
*�− k� . �10�

The power spectrum is then calculated using �6�, and the
final display is denoted the auto spectrogram.

The missing values in the sparse sequence can be used
for, e.g., B-mode emissions so that a B-mode image can be
acquired simultaneously with the velocity data. An example
of a sequence is

v v b v v b . . . ,

where v is a velocity emission, and b is a B-mode emission.
Overlapping for the different lags k is illustrated by

k=0 y�i� v v b v v b . . .
y�i+0� v v b v v b . . .

k=1 y�i� v v b v v b . . .
y�i+1� v b v v b v . . .

k=2 y�i� v v b v v b. . .
y�i+2� b v v b v v . . .

k=3 y�i� v v b v v b. . .
y�i+3� v v b v v b. . .

For each lag k the top line is the received signal sequence
and the next row is the lag-shifted version of the signal. A
value different from zero in the autocorrelation sum can be
calculated if a column contains vv. It can be seen that there
is overlap for all lags between velocity data, and all autocor-
relation values can therefore be calculated. For this sequence
66% of the time is spent on velocity data and 33% is spent
on B-mode data acquisition. For imaging to a depth of
15 cm, a pulse repetition frequency of 5 kHz can be main-
tained, and this gives a frame rate of 15 images/s for images
consisting of 100 emissions. Note that it is very important
that two adjacent velocity emissions are found in the se-
quence, since this ensures that the lag 1 autocorrelation can
be calculated and the maximum velocity range is thereby
maintained.

The frame rate can be lowered by inserting more veloc-
ity emissions between each B-mode emission, and the
B-mode frame rate can therefore easily be selected. Other
sequences can put more emphasis on the B-mode imaging to
increase frame rate at the drawback of an increased variance
of the spectral estimate. Some other sequences are

B-mode Flow

40% 60%: v b v v b . . .
50% 50%: v b v v b b . . .
57% 43%: v b v v b b b . . .
62% 38%: v b v v b b b v v b b b . . .

The interleaved emissions can also be used for color
flow mapping, which also can be found from sparse
sequences.10 A 50%-50% sequence can also be used to make
two spectral estimates at the same time with full velocity
range. Hereby the change in flow waveform can be studied
over, e.g., a stenosis.

It is also possible to use fully random sequences, where
there is no deterministic repetition of the emission sequence.
The sequence could for example be determined by using a
white, random signal x�n� with a rectangular distribution be-
tween zero and one. The determination of whether a B-mode
or flow emission should be made is determined by

e�n� = �x�n� � Pf� , �11�

where e�n�=1 indicates a flow emission and e�n�=0 indi-
cates a B-mode emission, and Pf is the probability of flow
emission. The ratio between flow and B-mode emission is
then determined by Pf and PB=1− Pf, respectively. It has to
be ensured that the autocorrelation can be found for all lags
as explained above. The advantage of this approach is that
noise appearing in the power spectrum due to a deterministic
emission sequence can be spread out over the full spectrum
for a random emission sequence. Another advantage is that
the time division between flow estimation and B-mode im-
aging can be precisely determined using Pf.

C. Averaging rf data

The pulse emitted for velocity estimation will in general
have a number of sinusoidal oscillations to keep the band-
width small and increase the emitted energy. The received
signal is then correlated over the pulse duration, and apply-
ing a matched filter to increase the signal-to-noise ratio will
increase the correlation to a duration of roughly two pulse
lengths. These data can also be used when calculating the
autocorrelation as

R̂y�k� =
1

�N − �k� − M�k��Nr
�
j=0

Nr−1

�
i=0

N−k−1

y�j + Jd,i�

�y*�j + Jd,i + k� , �12�

where j is the rf sample index, Jd is the index for the depth of
the range gate start, and Nr is the number of rf samples to
average over. Averaging over several rf samples will in gen-
eral lower the variance of the estimated autocorrelation func-
tion and thereby of the spectral estimate.11

It is also possible to use data from the next segment. The
estimate of the autocorrelation function is then

R̂y�k� =
1

�N − M�k��Nr
�
j=0

Nr−1

�
i=0

N−1

y�j + Jd,i�y*�j + Jd,i + k� ,

�13�

since data for 2N samples are available. It is then possible to
get a more accurate estimate of higher lags in the autocorre-
lation function as more data are used, which improves the
accuracy of the final velocity estimate.

To get an unbiased estimator, it can be beneficial to com-
pensate for the windowing of the received data in the esti-
mate of the autocorrelation function. This is done by

R̂y�k� =
1

Nw�k� �
j=0

Nr−1

�
i=0

N−1

y�j + Jd,i�y*�j + Jd,i + k� , �14�

where Nw�k� is the compensation factor given by
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Nw�k� = �
i=0

N−1

s�i�w�j,i�w�j,i + k�s�i + k� . �15�

Here, w�j , i� is the two-dimensional window employed on
the rf data and s�i� is the sparse sequence which contains a 1
for a velocity emission and 0 for a B-mode emission. In this
paper a separable window w�j , i� is used, with a rectangular
weighting in the axial direction and a symmetric Blackman
window across pulse emissions.

D. Stationary echo canceling

The measured signal will often contain large signal com-
ponents around low frequencies emanating from the tissue,
especially near the vessel wall. This stationary signal must be
removed, since it obscures the blood velocity signal and
make its spectral visualization difficult. This can be done
either in the time or the frequency domain. The first ap-

proach is to take the mean value of the signals and subtract
that. The mean signal as a function rf sample number j is
found from

ysta�j� =
1

�N − M�0�� �i=0

N−1

y�j,i� , �16�

where ysta�j� is the estimated stationary signal. Missing rf
signals are replaced by zeros in the sum. The estimated
stationary signal is then subtracted from y�j , i� to remove a
fully stationary component. This should be done before
the autocorrelation function is calculated.

This processing can also be performed in the frequency
domain. Here, frequency components around f =0 Hz are set
to zero in the spectrum to remove the stationary component.
The cutoff frequency in the spectrum should be determined
from the velocity of the tissue surrounding the blood vessel
using �1�. This can be used as a supplement to �16�, since
such tissue motion often is encountered for in vivo measure-
ments.

For strong tissue motion in the surrounding tissue �16�
might not give a satisfactory suppression of the low-
frequency tissue signal. An increased attenuation can then be
attained by fitting a higher order polynomial to the sparse
data and then subtracting this from the data. A first-order
approach was suggested in Ref. 12. Higher order polynomi-
als of order Np can be fitted using a least-squares approach,
where the criterion

Ej = �
i=0

N−1 
y�j,i� − �
k=0

Np

ak · ik�2

�17�

is minimized like in MATLAB’s polyfit routine for each depth
corresponding to j. Here, ak are the polynomial coefficients.
The polynomial values are then subtracted from the sparse
signal to remove the slowly varying tissue signal as

TABLE I. Standard parameters for transducer and femoral flow simulation.

Transducer center frequency f0 5 MHz
Pulse cycles M 4
Speed of sound c 1540 m/s
Pitch of transducer element w 0.338 mm
Height of transducer element he 5 mm
Kerf ke 0.0308 mm
Number of active elements Ne 128
rf lines for estimation N 256
rf samples for estimation Nr 32
Corresponding range gate size 123 mm
Sampling frequency fs 20 MHz
Pulse repetition frequency fpr f 15 kHz
Radius of vessel R 4.2 mm
Distance to vessel center Zves 38 mm
Angle between beam and flow � 60°

FIG. 1. �Color online� Comparison of
different spectrograms for peak systole
in the femoral artery at T=0.1 s in Fig.
2. The top graph shows the normal
spectrogram calculated for a single rf
sample per emission and for using av-
eraging over two pulse lengths. The
lower graphs also show the spectro-
gram for the autocorrelation method
using the full data and a 1:2 �v v B�
sequence.
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ycan�j,i� = y�j,i� − �
k=0

Np

ak · ik, �18�

where ycan�j , i� then is used in the estimation of the auto-
correlation function. An example of this approach is
shown in Sec. III A.

E. Audio reproduction

The audio signal can be regenerated from the estimated
autocorrelation function. An appropriate model for the audio
signal y�n� is given by

y�n� = h�n;n� � e�n� , �19�

where h�n ;n� is a time-varying filter impulse response at
time index n and e�n� is a Gaussian, white random signal.
Here, e�n� models the many random and independent red
blood cells in the vessel; h�n ;n� models the velocity spec-
trum at the given time. The filter is time varying, since the
velocity and thereby frequency content varies over the car-
diac cycle. The autocorrelation of this is

Ry�k;n� = Rh�k;n� � Re�k� = Rh�k;n� � Pe��k�

= PeRh�k;n� ↔ Pe�H�f ;n��2, �20�

where Pe is the power of the blood scattering signal and
H�f ;n� is the Fourier transform of h�n ;n�. The linear phase
impulse response of the filter can then be found from

hl�k;n� = F−1�FRy�k;n��� = F−1�Pe�H�f ;n��� , �21�

where F � denotes Fourier transform and F−1 � inverse
Fourier transform. A window can be applied to the impulse
response to reduce edge effects. It is also appropriate to mask
out small amplitude values in the frequency domain, since
this most probably is noise from the reconstruction process.

The phase of the filter is neglected and only a linear
phase version is reconstructed. A minimum phase version
could be reconstructed using a Hilbert transform, but this is
of no consequence since it is a stochastic signal that needs to
be made. The final signal is made by convoluting hl�k ;n�
with a Gaussian, white random signal as in Ref. 8. This will
be the audio signal for a given time segment, and this signal
should be added to signals from other segments properly
time aligned. To avoid edge effects, a window is applied on
the signal segment before addition.

F. Increasing the maximum velocity

The maximum velocity that can be estimated is re-
stricted by �3� due to aliasing. This is really not a restriction
on the maximum velocity, but on the widest spread of ve-
locities, where the distance between the lowest and highest
velocity at any given time must be less than

2vmax =
c

2 cos �

fprf

f0
. �22�

Estimating the mean velocity and adjusting the spectrum to
lie around this velocity can therefore increase the maximum
velocity range as suggested in Ref. 13.

The mean velocity can be estimated by using the cross-
correlation approach developed in Refs. 14 and 15. Two or
more rf lines are then cross correlated and the shift in time
between them found. This will yield the mean velocity of the

FIG. 2. Normal spectrogram �top� us-
ing a single sample per emission, rf-
averaged spectrogram, and new
method �bottom� for simulated flow in
the femoral artery using the full data
set.
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flow. The center of the spectrum is then offset to lie around
this mean frequency.

The same data as for the spectral estimation can be used
if a narrow pulse is emitted. The spectrum will be widened
due to the wide bandwidth of the pulse, but this can be
avoided by filtering the received rf data with a narrow-band
pulse before calculating the autocorrelation function. This
will narrow the bandwidth and the velocity spectrum width.

G. Directional focusing

Data beam formed along the flow direction as described
in Ref. 16 can also be used for the flow estimation. The
received data then track the movement of the scatterers, and

a single or narrow distribution of velocities is then found.
This will give a spectrum that is narrower than for taking
data out at a range of depths.

III. RESULTS

The method is investigated using simulated data, where
the exact result of the velocity estimation is known. Hereby
both the traditional spectrogram and the new auto spectro-
gram can be calculated.

The FIELD II program17,18 was used for the simulation.19

The Womersley model20,21 for pulsating flow in a vessel was
used for generating realistic flow data from the femoral ar-
tery. This artery was selected since the flow is highly pulsat-

FIG. 3. Deterministically sampled
spectrograms using different ratios be-
tween B-mode and velocity emissions.
The emission sequence can be seen in
the title, where 1 denotes a flow emis-
sion and 0 a B-mode or missing emis-
sions. The graphs from top to bottom
show results, when reducing the time
spent on velocity emissions.
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ing, and it will therefore reveal if the estimator has problems
with following rapid variations in velocity. A linear array
transducer with 128 elements was used with a Hamming
apodization in both transmit and receive. Other parameters
for the simulation can be seen in Table I. The number of
point scatterers was 43 468 and the stationary tissue outside
the vessel had a scattering amplitude 100 times higher than
inside the vessel to mimic the higher scattering of tissue. The
sampling frequency for the simulation was 100 MHz, but the
data were subsequently decimated to a sampling frequency
of 20 MHz to reduce memory demands. A Hilbert transfor-
mation was then performed on the rf data to yield the in-
phase and quadrature component in y�i�. A sparse set of data

is emulated by inserting zeros for missing data.
The result of the processing is shown in Fig. 1. A refer-

ence spectrogram is shown in the top graph. It is calculated
by

P̂y�f� =
1

Nr
�
j=0

Nr−1 � 1

N
�
i=0

N−1
1

2

1 − cos
 2�i

i + 1
��y�j,i�

�exp�− j2�fi/fprf��2

, �23�

where the data are weighted by a Hanning window, Fourier
transformed, and averaged over the range gate duration Nr. A

FIG. 4. Randomly sampled spectro-
grams using different ratios between
B-mode and velocity emissions. Pf de-
notes the relative time spent on veloc-
ity emissions. The top graph shows the
normal spectrogram when using all
data. The other graphs show results
when reducing the time spent on ve-
locity emissions using random sam-
pling.
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spectogram without averaging of rf samples is also shown in
the top graph. It is clearly shown how the rf averaging re-
duces the standard deviation of the estimate and makes it
more smooth. The lower graph also shows two spectrograms
calculated using the autocorrelation method. The blue line
shows the result, when the full data sequence is available.
The auto spectrogram is calculated using �14�, where the
autocorrelation function is averaged over a range gate dura-
tion of two pulse lengths to emulate the function of a
matched filter on the data. A symmetric Blackman window
weighted the data across pulse emissions and a rectangular
window in the axial direction. Echo canceling is performed
using �16� on the sparse data set. A Blackman window was
multiplied onto the autocorrelation function before the power
spectrum was found. The estimate is very close to the direct
spectral estimate, with roughly the same standard deviation
of the estimates. The red curve shows the result from using a
2:1 �v v b� sequence, with two velocity emissions and one
B-mode emission. The velocity spectrum is accurately esti-
mated, but the noise from positive velocities has been in-
creased from roughly −55 dB to around −30 dB. It is thus
possible to use the method for images with a dynamics
range of roughly 30 dB. The level will depend on the
sparseness of the sequence, and the level will in general
be increased with increasing sparseness as shown in the
following plots.

In Fig. 2 the process is repeated continuously and the
spectra are displayed as a gray-scale image as a function of
time and velocity. The display has been compressed to a
dynamic range of 40 dB, and the spectrum is calculated for
256 samples for every 2.1 ms. It can be seen that the new
method yields a spectrum closely corresponding to the tradi-
tional method.

In Fig. 3 the top graph shows the result from using 25%
of the time on B-mode acquisitions �v v v B sequence�,
where every fourth received signal was replaced by zeros.
The autocorrelation estimate was calculated as described
above. It can be seen that a slightly more smooth spectrum is
found, although 25% of the data is missing. In the next graph
33% of the time is spend on B-mode acquisition �v v b se-
quence�, and then 50% of the time �v b v v b b sequence� in
the next graph. The last sequence can also be used for inter-
leaving two auto spectrograms in different directions with
full velocity range. The noise in the spectrograms is progres-
sively increased, when more time is spent on B-mode acqui-

sition, but only for the last plot is the noise becoming sig-
nificant, especially at the systolic phase in the cardiac cycle.
For the v v b sequence 33% of the time can be used for
B-mode imaging and 0.33fprf=0.33·15·103=4950 lines/s
can be acquired for B-mode imaging. This corresponds to
24 images/s consisting of 200 lines, which is a normal
B-mode frame rate. The pulse repetition frequency must be
reduced to 5 kHz if imaging is performed to a depth of
15 cm. The B-mode frame rate is then reduced to 8 Hz,
which in many applications is still acceptable. The last graph
in Fig. 3 shows a longer sequence of velocity emissions and
three B-mode emissions, so that 33% of the time is spent on
B-mode imaging. This sequence can be used to make small
blocks of B-mode emissions and reduce the influence be-
tween B-mode and velocity emissions. The spectrum at peak
systole, however, gets significantly more blurred and this
might preclude the automatic detection of peak velocity or
other derived quantities from the spectrum.

Figure 4 shows the employment of full random sampling
as described in Sec. II B using �11�. The top graph is the
reference spectrogram made using �23� and the second graph
uses random sampling with Pf =0.9. Ten percent of the time
is thus used for B-mode emissions. The next graph uses 20%
and the last 40%. Again, a progressive increase in the
amount of noise is seen with an increase in time spent on
B-mode imaging, and this makes the last case with Pf =0.6
unacceptable. Little noise is seen for Pf =0.9, and here
PBfprf=0.1·15·103=1500 lines/s are acquired for the
B-mode images. This corresponds to 15 images/s consisting
of 100 lines, which is sufficient to follow fairly rapid tissue
motion.

A. Carotid artery with strong tissue motion

The previous section did not include a strong tissue mo-
tion, and it is easy here to remove the stationary component
just by subtracting the mean value of the input signal for a
given depth. To include a significant, time-varying tissue
component, a simulated example for the carotid artery with a
strong tissue motion is shown in this section. The tissue mo-
tion is derived from the pulsating flow described by the
Womersley theory. It is calculated as the derivative of the

FIG. 5. Velocity of the tissue signal in
the radial direction at the edge of the
simulated carotid artery.
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blood velocity at a radial position of r=0.95R, where R is the
radius of the vessel. The tissue velocity v�t� is calculated as

v�t,� = �
m=1

�

kt	�Vm��
m�0.95,�m��cos�m	t − �m

+ m�0.95,�m�� ,


m�r/R,�m� =
��J0��m� − ��J0�r/R�m�

��J0��m� − 2J1��m�
,

�24�
m�r/R,�m� = � 
�r/R,�m� ,

�m = j3/2R� �

�
	m,

where Jn�x� is the nth-order Bessel function, �
�r /R ,�m�
denotes the angle of the complex function 
, and �
� denotes
its amplitude. The function 
 is dependent on radial position
in the vessel, angular frequency, and fluid properties.5,21 The
variables Vm and �m are the amplitude and phase, respec-
tively, of the Fourier components describing the pulsating
flow as given in Refs. 5 and 21. The constant kt scales the
tissue velocity to lie in the range of mm/s as measured in
Ref. 22. The tissue velocity in the radial direction at the
vessel boundary is shown in Fig. 5. The peak velocity is
chosen to be higher than normally encountered in the patient
�30 mm/s� to show a worst-case example. The tissue scatter-

ers are moved with the calculated velocity at the vessel edge
and the motion is then exponentially attenuated in the radial
direction, so that the motion gets progressively smaller fur-
ther away from the vessel. The tissue velocity as a function
of radial distance is given as

vt�t,rt� = v�t�exp�− �rt − R�/�t� , �25�

where rt is the radius from the vessel center, R is the vessel
radius, and �t is the decay constant. The Fourier components
Vm and �m for the velocity profile are taken from Ref. 23 and
the other parameters are given in Table II. The scattering of
the tissue is assumed to be 40 dB stronger than the blood
scatterers.

The spectrograms obtained for this data are shown in
Fig. 6. The top graph shows the spectrogram when using
mean subtraction for echo canceling as given by �16�. The
two lower graphs use a third-order polynomial fit as de-
scribed by �18�. All components below 120 Hz in the spec-
trum have been set to zero before display.

It can be seen that a satisfactory spectrum can be ob-
tained, although the data contain a significant stationary
component. The polynomial canceling gives a slightly better
suppressed stationary signal, and the method is therefore bet-
ter suited for strong tissue signals. There is still a small sta-
tionary component present, but this can be removed in the
frequency domain. The spectrogram in the lowest graph can
be used for either a high frame rate B-mode system or it can
be used for having two simultaneous spectral measurements
at the same time, so that, e.g., the velocity distribution before
and after a stenosis can be evaluated.

IV. AUDIO GENERATION EXAMPLE

The audio signals for the examples in the last section
was generated using the method described in Sec. II E and
the examples are stored on the EPAPS website

TABLE II. Standard parameters for carotid flow simulation.

Radius of vessel R 6 mm
Distance to vessel center Zves 40 mm
Angles between beam and flow � 60°
Velocity scaling factor kt 0.001
Decay factor �t 2 mm

FIG. 6. Spectrograms for the carotid
artery with tissue motion. The top
graph shows the spectrogram when us-
ing mean subtraction for echo cancel-
ing and the two lower graphs use a
third-order polynomial fit.

J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Jørgen Arendt Jensen: Spectral velocity estimation using sparse data 219



�http://www.aip.org/pubservs/epaps.html�.24 The reference
signal generated from all data is stored in the file named
reference�audio.wav. The sound generated using the auto
spectrogram and the full data is in auto�full.wav. To reduce
noise all components in the spectrum that have an amplitude
less than 2% of the spectrum peak amplitude are set to zero.
One can hear that the two files are nearly indistinguishable.
Sound files for the sparse sequences are stored in the files
auto�bd�1�3.wav, auto�bd�1�2.wav, and auto�bd�3�3.wav,
where bd�1�2 denotes the v v B sequence with two velocity
emissions and one B-mode emission. The bd�1�3 is nearly
indistinguishable from the reference file, whereas the bd�1�2
and bd�3�3 files contain progressively more noise. The ran-
dom sampling files are contained in files named
auto�random�pb�X�X.wav, where pb�X�X denotes the fac-
tional time spent on B-mode imaging. Files are found for the
fractions 0.1, 0.2, and 0.4. The 0.1 file is nearly indistin-
guishable from the reference file, whereas the other two files
contain progressively more noise. The noise seems more
prominent than for the deterministic sampling sequences for
the same amount of time spent on B-mode acquisitions.
Other ways of reconstructing the audio signal might change
this.

V. CONCLUSION

A method for preserving the full velocity range in du-
plex ultrasound systems has been presented. The method
samples both velocity and B-mode emissions interleaved in
either a deterministic or random order and the full velocity
spectrum can be determined by estimating the autocorrela-
tion function from the sparse data set. The full velocity range
can be preserved, if consecutive velocity emissions are per-
formed at some point in the sequence. The accuracy of the
estimated spectrum and the noise in it is determined from the
fraction of time spent on velocity emissions. A higher frac-
tion gives a better estimate, but also a lower frame rate for
the B-mode image. It has also been shown how the audio
data can be recovered from the sparse sequence of data.
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horizontal line array due to a continuous-wave towed source at a shallow water site in the Barents
Sea. The source transmitted tones in the frequency band of 30–160 Hz at levels comparable to those
of a merchant ship, with resulting signal-to-noise ratios of 9–15 dB. Bayesian inversion is applied
to cross-spectral density matrices formed by averaging spectra from a sequence of time-series
segments �snapshots�. Quantifying data errors, including measurement and theory errors, is an
important component of Bayesian inversion. To date, data error estimation for snapshot-averaged
data has assumed either that averaging reduces errors as if they were fully independent between
snapshots, or that averaging does not reduce errors at all. This paper quantifies data errors assuming
that averaging reduces measurement error �dominated by ambient noise� but does not reduce theory
�modeling� error, providing a physically reasonable intermediary between the two assumptions.
Inversion results in the form of marginal posterior probability distributions are compared for the
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I. INTRODUCTION

Geoacoustic characterization of the seabed by inversion
of acoustic data has been subject to extensive research, with
perhaps the widest attention given to matched-field inversion
�MFI� methods that exploit the spatial coherence of the
acoustic field as measured at an array of sensors, e.g., Refs.
1–18. In much of the initial experimental work, MFI meth-
ods were typically applied to high-level broadband or
transient-signal data from controlled sources received at a
vertical line array of sensors. Inversion of horizontal line
array �HLA� data has been studied in the context of towed
arrays using towed sources10–12 and a ship-noise source.13

Practical considerations, such as array stability, covertness,
ease of deployment, and sustainability to shipping activity,
can make a HLA laid on the seabed the preferable choice for
a deployable sensor system. The use of a bottom-moored
HLA for matched-field geoacoustic inversion is a topic of
more recent interest.14–17

This paper considers the matched-field geoacoustic in-
version of acoustic data recorded on a bottom-mounted HLA
due to a low-level continuous-wave �cw� source in the con-
text of a shallow water experiment conducted by the Norwe-
gian Defence Research Establishment �FFI� in the Barents
Sea. An acoustic source was towed along radial tracks at
±30° bearing relative to array endfire and transmitted low-
frequency �30–160 Hz� cw tones at sound levels comparable
to those of merchant ships, with resulting signal-to-noise ra-
tio �SNR� at the array of 9–15 dB. Thus, the experiment
emulated conditions �apart from source depth� closer to those

of using noise from “ships of opportunity” for MFI rather
than those of more-traditional inversion experiments using
high-level broadband sources. The HLA measurements also
differ from previous reported experiments in that the array is
longer �900 m� but sparser �18 elements�, and in that the
experimental site was located in a continental shelf environ-
ment characterized by relatively compact �glacigenic� sedi-
mentation. In addition to the acoustic data, a number of types
of geophysical data �seismic reflection and refraction,
bottom-penetrating sonar, gravity core� were collected at the
experiment site to provide independent information on bot-
tom properties for comparison with the MFI results.

The Bayesian geoacoustic inversion applied in this paper
consists of estimating parameter values, uncertainties, one-
and two-dimensional marginal probability distributions, and
interparameter correlations for a layered seabed model using
a nonlinear numerical approach based on Gibbs sampling.7–9

Inversion is applied to cross-spectral density matrices formed
by averaging spectra from a sequence of time-series seg-
ments �data snapshots�. Defining the data uncertainties, in-
cluding both measurement and theory errors, is an important
component of Bayesian analysis. To date, data error estima-
tion for MFI of snapshot-averaged acoustic data has been
based on one of two assumptions: Either that the averaging
procedure reduces the errors as if they are fully independent
from snapshot to snapshot �an optimistic assumption�,5 or
that the averaging procedure does not reduce the error at all
�a pessimistic assumption�.13 This paper develops a new ap-
proach to quantifying errors for snapshot-averaged data
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based on the assumption that the averaging procedure re-
duces measurement error �dominated by ambient noise
which may reasonably be assumed independent from snap-
shot to snapshot�, but does not significantly reduce theory
error �dominated by modeling errors, which are generally not
independent�. This approach provides a physically reason-
able intermediate result between the optimistic and pessimis-
tic assumptions.

The remainder of this paper is organized as follows.
Section II describes the Barents Sea experiment, acoustic
data, and supporting environmental measurements. Section
III outlines the Bayesian inversion, including error estima-
tion for snapshot-averaged data. Section IV presents the MFI
results, including an examination of the effects of error esti-
mation and source range and bearing for the experimental
data, and a comparison with reference geophysical data. Fi-
nally, Sec. V summarizes and discusses this work.

II. EXPERIMENT, DATA, AND MODEL

A. Acoustic measurements and data processing

The acoustic experiment analyzed here was conducted in
June 2003, in a little-surveyed area of the southwestern Bar-
ents Sea, representing a typical high-latitude continental-
shelf environment. A 900-m-long HLA was deployed in a
north-south orientation on the �relatively flat� seabed at a
depth of approximately 282 m, as shown in Fig. 1. For
matched-field processing of HLA data, a long array is desir-
able to increase the spatial sampling of the acoustic field. A
length requirement can be formulated quantitatively in terms
of the effective vertical aperture of the horizontal array.19 For
the scenarios considered in this paper, the effective vertical
aperture of the HLA is equivalent to approximately two-
thirds of the water depth. The array was comprised of 18

sensors �hydrophones�, with 7 sensors spaced at 10-m inter-
vals at the north end of the array �nearest the source tows�,
and sensor separation increasing over the remaining 11 ele-
ments to a maximum of 160 m at the south end. The position
and orientation of the HLA were determined using travel-
time measurements from an airgun source towed in a circle
of a 1 km radius around the center of the array. Results in-
dicated that the array did not deviate significantly from the
nominal linear configuration, and a straight HLA was as-
sumed for the geoacoustic inversions.

The acoustic source was towed at nominal depth of
54 m and speed of 5 kts by the FFI vessel R/V H U SVER-
DRUP II along radial tracks oriented at 30° angles east and
west of endfire to the HLA �henceforth referred to as the east
and west tracks�, as illustrated in Fig. 1. The source-receiver
ranges along the tracks extended from 1.4–2.8 km and
4.7–6.2 km. The source transmitted cw tones at five frequen-
cies within the band 30–160 Hz.

Acoustic pressure-time series at the array were digitized
at 3 kHz and transmitted from a surface buoy to the receiv-
ing ship via radio-frequency data link where they were re-
corded on computer disk. The recorded time series were fast
Fourier transformed and from resulting spectra, the fre-
quency bin of maximum power at or near each nominal
source frequency was selected for analysis. Cross-spectral

density matrix �CSDM� estimates R̂ f were formed by aver-
aging over the complex pressures corresponding to K time-
series data segments �snapshots�:

R̂ f =
1

K
�
k=1

K

d f ,kd f ,k
† , = �d fd f

†� . �1�

In Eq. �1�, d f ,k represents the vector of complex-pressure
data along the array at the fth frequency corresponding to the
kth snapshot and �·� represents snap-shot averaging �† indi-
cates conjugate transpose�. The processing sequence con-
sisted of averaging K=5 snapshots each of length 6.6 s, with
a Hamming windowing function applied and 50% snap-
shot overlap. The total averaging time was 19.8 s, over
which the source moved approximately 50 m. Ambient
noise levels were estimated using the Order-Truncate-
Average algorithm20 in small frequency bands surround-
ing each processing frequency. The average SNR at each
frequency is defined by

SNRf = 10 log10
��d f�2� − ��n f�2�

��n f�2�
, �2�

where n f represents noise vectors. The estimated SNR values
vary from 9 to 15 dB for the data considered in this paper.

B. Environmental data

As part of the experiment, several types of supporting
oceanographic and geophysical measurements were made
from the R/V H U SVERDRUP II, as summarized in Fig. 2.
Water-column temperature and salinity profiles were mea-
sured using a conductivity-temperature-depth probe at the
beginning of each source track, and by expendable
bathythermograph casts from the source ship along the

FIG. 1. Experiment region. The HLA was laid north-south with the north
end at the origin of the coordinate system. Solid lines are water depth �m�
contours; dotted lines indicate range �km� and azimuth �°� to the array;
heavy dotted lines indicate source tow tracks. The diamond indicates the
location of the gravity core; the filled circle indicates the sonobuoy location
for the seismic refraction experiment.
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tracks. The sound-speed profiles calculated from these mea-
surements exhibited little variation over time or position, and
indicated a higher-speed �warmer� surface layer of approxi-
mately 1475 m/s extending to 40 m depth; below this layer,
the sound speed decreased abruptly to 1470 m/s then in-
creased to 1473 m/s at the seabed �see Fig. 2 for a represen-
tative profile�. In the inversions described in the following
sections, each acoustic track was analyzed using a sound-
speed profile measured during that track.

To obtain an indication of the sub-bottom structure,
seismic-reflection and bottom-penetrating sonar data were
collected simultaneously along a track that closely approxi-
mated the east track of the acoustic experiment. The seismic
reflection survey employed a source array of two 50-cubic
-in. airguns recorded on a 10-m single-channel towed
streamer. The reflection data indicate the seabed consists of
an upper layer, approximately 120–140 m thick, which is
interpreted to be Quaternary sediments, overlying several
layers of consolidated material �upper and lower Triassic
sediments�.21 Data from a Kongsberg TOPAS PS018 para-
metric sub-bottom profiling sonar �operated with a
frequency-modulated sweep at frequencies of 2–4 kHz� sug-
gested some internal structure in the sediments near the sea-
floor and a possible weak reflector at approximately
10–20 m depth. The seismic reflection and sonar data, inter-
preted in Fig. 2, indicate essentially range-independent struc-
ture within the Quaternary sediments along the track.

Further estimates of the geophysical properties were ob-

tained from a shallow gravity core �penetration depth: 1.7 m�
and a wide-angle bottom refraction survey based on record-
ings of the airgun source on a sonobuoy hydrophone �see
Fig. 1�. Analysis of the core indicated a silty-clay sediment
composition, with sound speed and density of approximately
1500 m/s and 2.0 g/cm3, respectively, over the top 0.8 m,
increasing to about 1520 m/s and 2.1 g/cm3 over the lower
0.9 m.22 The relatively high sound speed and density values
from the core measurement are consistent with values re-
ported for glacigenic sediments of this type from other sites
in the Barents Sea.23,24 Standard slope-intercept analysis of
the refraction data25 indicated an overall sound speed of
1745 m/s for the Quaternary sediments and 2520 m/s for
the Triassic sediments �analysis assumes constant-speed lay-
ers�.

C. Geoacoustic model

A simple geoacoustic model of the seabed, consistent
with the geophysical data, was developed for the purposes of
inversion �Sec. IV�. The model consists of an upper layer
with depth-dependent properties overlying a homogeneous
half-space. The two layers are designed to represent geoa-
coustic variations within the upper few tens of meters of the
Quaternary sediment layer, since a sensitivity study indicated
that the acoustic data were not sensitive to properties at a
greater depth within the Quaternary sediments or to the un-
derlying Triassic sediments �Fig. 2�. The parameters that de-
scribe the upper model layer are the layer thickness, h, sound
speed at the top and bottom of the layer, c1 and c2, attenua-
tion coefficient at the top and bottom of the layer, �1 and �2,
and a depth-independent density �1. The lower layer is de-
scribed by �constant� sound-speed and attenuation values that
are identical to those at the base of the upper layer �c2 and
�2, respectively�, and by an independent density �2. This
parametrization provides continuous profiles for sound-speed
and attenuation in the upper sediments where strongly dis-
continuous layering is not expected. Constant densities are
assumed in the upper and lower layers since low-frequency
acoustic-field data generally show little sensitivity to density
gradients within layers.26

In addition to the seabed geoacoustic parameters de-
scribed above, the model determined by MFI also includes
several geometric parameters of the experiment which are
not otherwise known to sufficient accuracy �i.e., the geomet-
ric parameters are essentially nuisance parameter in the in-
version�. These parameters include the water depth, D,
source depth and bearing, z and b, and a correction to the
source-receiver range, dr. The inversion search bounds ap-
plied for the geoacoustics and geometric parameters through-
out this paper are given in Table I.

III. INVERSE THEORY

A. Bayesian geoacoustic inversion

This section briefly summarizes a Bayesian approach to
geoacoustic inversion;4–9 more complete treatments of Baye-
sian theory can be found elsewhere.27,28 Let m and d repre-

FIG. 2. �Color online� Environmental data. Upper plot: Interpreted seismic
section, with inset sound-speed profile in seabed from wide-angle bottom
refraction measurements; HLA located at zero range. Lower plots: Water-
column sound-speed profile �left panel�, and surficial sediment sound-speed
�middle� and density �right� profiles from gravity core measurements.
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sent model and data vectors, respectively, with elements con-
sidered to be random variables. Bayes’ rule may be
expressed

P�m�d� � P�d�m�P�m� , �3�

where P�m �d� is the posterior probability density �PPD�,
P�d �m� represents data information, and P�m� is prior infor-
mation. Interpreting P�d �m� as a function of m for the mea-
sured data defines the likelihood function L�m�, which can
generally be expressed L�m��exp�−E�m��, where E�m� is
the data error function �considered in Sec. III B�. The PPD
becomes

P�m�d� =
exp�− ��m��

	 exp�− ��m���dm�

, �4�

where a generalized error function �combining data and
prior� is defined

��m� = E�m� − loge P�m� , �5�

and the domain of integration spans the parameter space.
The multidimensional PPD is interpreted in terms of

properties defining parameter estimates and uncertainties,
such as the maximum a posteriori �MAP� estimate, the pos-
terior mean estimate, the model covariance matrix, parameter
mean deviations �MD�, and marginal probability distribu-
tions defined, respectively, as

m̂ = Argmax
P�m�d�� , �6�

m̄ =	 mP�m�d�dm , �7�

C =	 �m − m̄��m − m̄�TP�m�d�dm , �8�

MDi =	 �mi� − m̄i�P�m��d�dm�, �9�

P�mi�d� =	 ��mi� − mi�P�m��d�dm�, �10�

where � is the Dirac delta function and higher-dimensional
�joint� marginal distributions are defined in a manner similar
to Eq. �10�. Parameter correlations are quantified by normal-
izing the covariance matrix to produce the correlation
matrix,27,28

Sij = Cij/�CiiCjj . �11�

Elements Sij are within �−1,1�, with a value of +1�−1� indi-
cating perfect correlation �anticorrelation� between mi and
mj.

For nonlinear problems, analytic solutions to Eqs.
�6�–�10� are generally not available, and numerical ap-
proaches must be applied. Computing the MAP estimate re-
quires minimizing �, which is typically carried out using
global-search or hybrid optimization schemes, such as adap-
tive simplex simulated annealing.6 However, for unimodal
probability distributions, the posterior mean can provide pa-
rameter estimates that better represent the parameter uncer-
tainty distribution and is used in this paper. The integrals in
Eqs. �7�–�10� are solved here using the Markov-chain Monte
Carlo method of fast Gibbs sampling.7–9 The priors em-
ployed consist of a uniform distribution for each parameter
on a bounded interval; hence, the remainder of this paper
considers only the likelihood function, with the understand-
ing that the prior is also included as per Eq. �5�.

B. Likelihood function and snapshot averaging

Specifying the data uncertainty �error� distribution de-
fines the likelihood function and is an important aspect of
Bayesian inversion. Data uncertainties, which include both
measurement and theory errors, are generally not known a
priori, and physically reasonable assumptions are required;
for example, independent Gaussian-distributed errors. These
assumptions should be examined a posteriori by applying
appropriate statistical tests to the data residuals.18 For clarity,
this section first considers defining the likelihood function
for the case of a single data snapshot and known data vari-
ance. Three approaches are then described for treating vari-
ances that incorporate multiple-snapshot data �one of which
is new�. Finally, methods of treating unknown variances are
summarized.

Consider first the case of a single data snapshot, d f,
representing complex acoustic pressure vectors at N sensors
for each of f =1, F frequencies. Assuming that the data errors
are complex zero-mean Gaussian-distributed random vari-
ables uncorrelated over space and frequency with variance � f

at the fth frequency, the likelihood function is given by

L�m,S� = 
f=1

F
1

��� f�N exp�− �d f − Sfd f�m��2/� f� , �12�

where d f�m� represents replica data predicted for model m
and Sf is the �complex� source strength at the fth frequency.
When explicit information on the source spectrum is unavail-
able �as in the experiment considered in this paper�, the like-

TABLE I. Model parameters and search bounds used in inversions.

Parameter
and units

Lower
bound

Upper
bound

h �m� 1.0 40
c1 �m/s� 1450 1900
c2 �m/s� c1 c1+30h
�1 �g/cm3� 1.40 3.00
�2 �g/cm3� 1.40 3.00
�1 �dB/m kHz� 0.01 1.00
�2 �dB/m kHz� 0.01 1.00
D �m� 278 288
dr �km� −0.10 0.15
z �m� 50 58
b�°� 27 30
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lihood can be maximized analytically over Sf leading to like-
lihood function5

L1�m� = 
f=1

F
1

��� f�N exp�− Bf�m�/� f� �13�

and corresponding error function

E1�m� = �
f=1

F

Bf�m�/� f . �14�

In Eqs. �13� and �14�, Bf�m� represents the Bartlett mis-
match, which may be written

Bf�m� = Tr
R̂ f� −
d f

†�m�R̂ fd f�m�
�d f�m��2

, �15�

where Tr
·� represents the matrix trace operation and, for a
single data snapshot,

R̂ f = d fd f
†. �16�

Next consider the case of K�1 data snapshots, d f ,k, k
=1, K, with the variance of all snapshots at the fth frequency
given by � f. Two approaches appear to have been applied to
date to incorporate multiple data snapshots in Bayesian MFI.
In one approach,13 an estimate of the CSDM given by Eq. �1�
is used in place of Eq. �16� in the likelihood function, error
function, and Bartlett mismatch given by Eqs. �13�–�15�.
That is, single snapshot data are replaced by snapshot aver-
aged data without otherwise altering likelihood function L1

or error function E1. The second approach5 is based on as-
suming that the errors on the K data snapshots are indepen-
dent, so that the multiple snapshots are incorporated by mul-
tiplying the corresponding single snapshot probabilities,
leading to

L�m,S� = 
k=1

K


f=1

F
1

��� f�N exp�− �d f ,k − Sf ,kd f�m��2/� f� .

�17�

Employing maximum likelihood �ML� estimates for source
terms Sf ,k leads to

L2�m� = 
f=1

F
1

��� f�NK exp�− Bf�m�/�� f/K�� , �18�

E2�m� = �
f=1

F

Bf�m�/�� f/K� , �19�

where the Bartlett mismatch, Eq. �15�, is defined with the
snapshot-averaged CSDM given by Eq. �1�.

The two approaches to incorporating multiple snapshot
data described above differ in the variance applied to the
Bartlett mismatch: In the first approach, the variance applied
in L1 and E1 is equal to the single snapshot variance � f, while
in the second approach, the variance applied in L2 and E2 is
� f /K. The two approaches represent end-case interpretations:
The first approach assumes that snapshot averaging results in
no reduction in the effective data variance �i.e., that errors on
multiple snapshots are not random�, while the second ap-

proach assumes the maximum reduction in variance �i.e., the
reduction for fully independent random snapshot errors�. In
general, applying the first approach will lead to model pa-
rameter uncertainties that are overly pessimistic, while the
second approach leads to parameter uncertainties that are
overly optimistic.

This paper proposes an effective variance estimate for
snapshot-averaged data based on �approximately� apportion-
ing the single snapshot data variance � f as the sum of a
measurement-error component � f

ME and a theory-error com-
ponent � f

TE:

� f = � f
ME + � f

TE. �20�

Measurement error is often dominated by ocean ambient
noise, and may reasonably be assumed to be independent
from snapshot to snapshot. On the other hand, theory error is
generally dominated by modeling errors due to the simplified
model parametrization and approximate physics of the for-
ward problem. These errors are generally not independent
from snapshot to snapshot �e.g., identical modeling errors
over snapshots are expected for fixed source/receiver geom-
etry and stable environment�. Hence, in deriving the effec-
tive variance estimate for snapshot averaged data, �̄ f, it is
reasonable to assume that the measurement-error variance
component is reduced by a factor of 1 /K, while the theory-
error component is not reduced at all:

�̄ f = � f
ME/K + � f

TE �21�

�a straightforward derivation of this result is given in the
Appendix �. Taking into account snapshot averaging effects
in this manner, the likelihood and error functions become

L3�m� = 
f=1

F
1

���̄ f�N exp�− Bf�m�/�̄ f� , �22�

E3�m� = �
f=1

F

Bf�m�/�̄ f , �23�

where Bf�m� is based on the cross-spectral data average, Eq.
�1�.

To estimate the single snapshot measurement and theory
variance components, consider the definition of the SNR as
the ratio of the average received signal level to the average
ambient noise level given by Eq. �2�. Assuming the ambient
noise n f is due to an independent, complex Gaussian-
distributed random process with variance �ME leads to

SNRf = 10 log10
��d f�2� − � f

MEN

� f
MEN

. �24�

Equation �24� can be solved for the measurement variance
component in terms of the SNR:

� f
ME =

��d f�2�
N�10SNRf/10 + 1�

, �25�

and the theory variance component � f
TE can then be esti-

mated from Eq. �20�.
The development so far has assumed that the data vari-

ances � f are known a priori, which is often not the case.
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However, under the assumption of Gaussian-distributed er-
rors, variances can be estimated from the data: Maximizing
likelihood L1 �single snapshot form� over � f, yields,4

�̂ f = Bf�m�/N . �26�

Explicit variance estimates are obtained by evaluating Eq.
�26� at the ML model estimate m̂ obtained by minimizing the
error function

E4�m� = N�
f=1

F

loge Bf�m� �27�

�this error function results from substituting Eq. �26� back
into Eq. �13��. Once �̂ f is estimated, �̂TE is calculated using
Eq. �20� with �̂ f replacing � f. These variances can be used
as fixed estimates in Bayesian MFI by Gibbs sampling
E3�m�, as given by Eqs. �23� and �21�, with �̂ f

TE replacing
� f

TE.
It is interesting to consider the reduction in variance

over the pessimistic case achieved by the effective variance
estimate, Eq. �21�, which can be quantified as

Af =
�̄ f

�̂ f

=
�̂ f

ME/K + �̂ f
TE

�̂ f

. �28�

The variance-reduction factor A can also be formulated in
terms of the SNR and the effective signal-to-noise ratio
�ESNR�, which provides a measure of the signal level com-
pared to all sources of error �measurement and theory�
defined8

ESNRf = 10 log10
��d f�2� − �̂ fN

�̂ fN
�29�

�note that SNR 	 ESNR by definition�. The variance reduc-
tion can be written

Af = 1 − �1 −
1

K
�10ESNRf/10 + 1

10SNRf/10 + 1
. �30�

The two extremes are SNR= ESNR �i.e., negligible theory
error� where Af =1/K, and SNR 
 ESNR �negligible mea-
surement error� where Af →1. Figure 3 shows the variance
reduction factor A as a function of the number of snapshots
K and the SNR–ESNR difference �assuming ESNR=5 dB,
representative of the data considered in this paper�. The

reduction is most pronounced for low SNR and large K,
and hence is valuable in this paper as well as in low-SNR
applications, such as ship-noise or ambient-noise inver-
sion.

IV. INVERSION RESULTS

A. Variance estimation

This section examines the effect of the different variance
estimates described in Sec. III B for experimental HLA data
as a prelude to considering inversion results in detail in the
following section. HLA data for the source at a range of
1.58 km �east track� were selected for this analysis. ML
single-snapshot variances were estimated at each of the five
source frequencies using Eqs. �26� and �27�, with ASSA ap-
plied to compute the ML model estimate. The ESNR, which
compares the signal level to the total error, was then com-
puted using Eq. �29�. The SNR was estimated using Eq. �2�,
and the measurement-error and theory-error variances were
computed using Eqs. �25� and �20�. SNR and ESNR esti-
mates at the five processed frequencies are shown in Fig. 4
�middle panel�. For the inversions, fast Gibbs sampling was
applied to error function E3 of Eq. �23�. Replica acoustic
fields were generated using the normal-mode propagation
model ORCA

29 using a complex-plane mode search to accu-
rately model near-field effects due to leaky �continuous�
modes. Numerical parameters of the ORCA model were set
to values recommended in Ref. 30.

Before presenting inversion results for different data
variance estimates, it is worth considering the underlying
assumptions on the data errors. The assumptions that the
errors are Gaussian distributed and spatially uncorrelated
�random� can be examined by applying statistical tests to the
data residuals �difference between measured data and data
computed for the optimal model� at each frequency.18 In par-
ticular, the Kolmogorov-Smirnov �KS� test was applied to
test the residuals for Gaussianity and the runs test �median-

FIG. 3. Variance reduction factor A as a function of number of snapshots K
and the SNR–ESNR difference �assuming ESNR=5 dB�.

FIG. 4. Estimated SNR �open circles� and ESNR �filled circles� for various
source frequencies for the experimental data. Upper: Short-range west-track
data �1.51 km�; middle: short-range east-track data �1.58 km�; lower: Long-
range east-track data �5.17 km�.
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delta test� was applied to test for randomness. The KS test
indicated no significant evidence against Gaussianity at the
95% confidence level for any of the data snapshots consid-
ered in this paper, while the runs test provided no evidence
against randomness at the 95% level for approximately 95%
of the snapshots. Hence, there is no significant evidence
against the error assumptions underlying the Bayesian analy-
sis.

Geoacoustic inversion results for the HLA data are pre-
sented in Fig. 5 for the three approaches to variance estima-
tion for snapshot-averaged data using K=5 snapshots. The
variance reduction factor, Eq. �30�, for the effective variance
estimate, averaged, over frequency, is A=0.75. Marginal
PPDs are presented for the seven geoacoustic model param-
eters described in Sec. II C and for an additional geoacoustic
parameter consisting of the average sound speed in the upper
layer defined by

cAVE = 2c1c2/�c1 + c2� . �31�

The average layer sound speed �which accounts for the
1/c2-linear sound-speed gradient applied by ORCA� was not
a parameter in the inversion but is readily computed from the
model samples collected by the Gibbs sampler, and provides
another indicator of geoacoustic information content �e.g., in
some problems, cAVE can be better determined than c1 and
c2 indicating that the average sound speed is more impor-
tant acoustically than the sound-speed gradient�. Note that
for some parameters, the plot limits in Fig. 5 are narrower
than the prior bounds used in the inversions �Table I�.

As expected, the width of the marginal PPDs for all
parameters decrease systematically in going from the pessi-
mistic variance estimate to the effective variance estimate to
the optimistic variance estimate. This can be quantified in
terms of parameter MDs, Eq. �9�, a robust measure of uncer-
tainty that is not as sensitive to a small number of sample
outliers as the standard deviation. The MDs for the three
variance estimates are compared in Fig. 6. The MDs for the

effective-variance estimates are reduced by 5–30% over
those for the pessimistic estimates, while the optimistic MDs
are reduced a further 30–50% over the effective-variance
MDs. It is worth emphasizing here that the goal of Bayesian
inversion is not to compute the smallest parameter uncertain-
ties, but rather the correct parameter uncertainties �i.e., un-
certainties that correctly quantify the geoacoustic informa-
tion content of the data�. As discussed in Sec. III B, the
effective variance estimates represent a physically reasonable
compromise between the �overly� optimistic and pessimistic
variance estimates.

B. Source range and bearing effects

This section considers geoacoustic inversion results for
experimental data collected for three different source posi-
tions at the Barents Sea site, including short-range �1.58-km�
and long-range �5.17-km� data along the east track and short-
range �1.51-km� data along the west track �see Fig. 1�. The
source moved radially inward �toward the HLA� along the
west track and outward along the east track. Data processing
involved averaging over K=5 snapshots and inversions were
carried out using effective variance estimates. SNR and
ESNR values at the five source frequencies are shown in Fig.
4 for the three source positions �note that the source level
was 6 dB higher for the long-range data than for the short-
range data�. Frequency-averaged variance reduction factors
were approximately 0.75 for all three data sets. Geoacoustic
inversion results for the three data sets are shown in Fig. 7 in
terms of marginal PPDs and summarized in Table II in terms
of mean parameter estimates with one MD uncertainties.

The parameters defining the sound-speed profile in the
seabed, h ,c1 ,c2, and cAVE, are reasonably well determined,
particularly for the short-range data sets. Considering these
parameters first, Table II indicates that the posterior-mean
parameter estimates are consistent between the three data
sets �within estimated uncertainties�. There is particularly
close agreement between the parameter estimates and the
uncertainties for the two short-range data sets. The differ-

FIG. 5. �Color online� Marginal PPDs for different approaches to data vari-
ance estimation. Upper distributions correspond to pessimistic variance es-
timates, middle distributions to effective variance estimates, and lower dis-
tributions to optimistic variance estimates.

FIG. 6. Geoacoustic posterior uncertainty estimates quantified in terms of
mean absolute deviations for: 1—Pessimistic variance estimates,
2—Effective variance estimates, and 3—Optimistic variance estimates. Pa-
rameter units vary between plots and are given in Table I.
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ences between the parameter estimates for the long- and
short-range data are significantly larger than the differences
between the two short-range data sets. In addition, the pa-
rameter uncertainties are substantially larger for the long-
range data set, indicating that these data are less informative
for seabed sound speed. In particular, the uncertainty esti-
mates for the half-space sound speed c2 and layer thickness h
are approximately two and three times larger than for the
short-range data sets, respectively. This is likely because the
higher-order modes of the acoustic field are more strongly
attenuated with range, leaving the lower-order modes which
propagate at smaller grazing angles with shallower bottom
penetration, and hence are less sensitive to deeper structure.
The surficial sound speed c1 is also not as well determined
for the long-range data �mean deviation almost twice as large
as for short-range data�. This may also be due to the attenu-
ation of higher-order modes and the consequential loss of
resolution of surficial structure provided by the short vertical
wavelengths of these modes. For all data sets, the uncertainty
of the halfspace sound speed c2 is significantly smaller than
that for the surficial sound speed c1 or the average layer
sound speed cAVE.

Figure 7 and Table II indicate that the seabed density
and attenuation parameters are generally not well deter-
mined, as is commonly the case in MFI studies. While the
density estimates for the two east-track data sets are reason-
able, the combination of a relatively high �1 estimate and
low �2 estimate for the west-track data is unlikely to be cor-
rect. It is also worth noting that attenuation estimates from
geoacoustic inversion typically account for a variety of loss
mechanisms, including the effects of bottom roughness and
inhomogeneity, and are often higher than the intrinsic attenu-
ation of the seabed. The density and attenuation parameters
are generally better determined for the long-range data than
for the short-range data. This is in agreement with other re-
ported inversions of long-range acoustic data �e.g. Refs. 9
and 15�, and appears to be due to the accumulated effect of
bottom interaction with range.

To further investigate parameter uncertainties, it is use-
ful to consider interparameter correlations and joint marginal
distributions. Figure 8 shows the correlation matrix for the
short-range east-track data �correlation matrices for the other
data sets are similar�. Significant positive correlations are
evident between h and both c1 and c2, indicating that the
acoustic data have a limited ability to discern between a thin-
ner slower layer and a thicker faster layer. In terms of the
geometric parameters, strong positive correlations exist be-
tween the water depth D, source depth z, and range r �par-
ticularly between D and z�. Since correlations between geoa-
coustic and geometric parameters are small, uncertainties in
the experiment geometry do not significantly affect geoa-
coustic uncertainties in this case. This is in contrast to inver-
sion results of vertical-array data for a low-speed seabed in
the Mediterranean Sea8 which exhibited a strong negative
correlation between water depth and sediment thickness, in-
dicating, in that case, uncertainty in water depth degraded
geoacoustic knowledge. Figures 9 and 10 show joint mar-
ginal PPDs for the short- and long-range data, respectively,
for selected pairs of parameters �both correlated and uncor-
rected�. The joint marginals for h and c1, h and c2, and D and
r illustrate how the above correlations increase parameter
uncertainties. The larger uncertainties for most parameters
for the long-range data are evident in comparing Figs. 9 and
10.

FIG. 7. �Color online� Marginal PPDs for data at 1.51 km along west track
�upper distributions�, 1.58 km along east track �middle distributions�, and at
5.17 km along east track �lower distributions�.

TABLE II. Geoacoustic parameter estimates �mean with mean-deviation
uncertainties� from inversion of experimental data at the indicated ranges r
and source track. Also included are approximate values from the supporting
geophysical measurements.

Parameter
and units

r=1.58 km
east

r=1.51 km
west

r=5.17 km
east

Geophysical
data

h �m� 11.2±1.4 11.7±1.2 14.0±4.4 10–20
c1�m/s� 1510±21 1501±24 1559±37 1500–1520
c2�m/s� 1753±13 1763±17 1783±26 1745
cAVE �m/s� 1623±14 1621±13 1663±29
�1 �g/cm3� 2.03±0.20 2.7±0.16 1.89±0.13 2.0–2.1
�2 �g/cm3� 2.06±0.33 1.71±0.21 2.12±0.31
�1 �dB/m kHz� 0.32±0.18 0.50±0.23 0.45±0.14
�2 �dB/m kHz� 0.21±0.13 0.57±0.21 0.10±0.06

FIG. 8. Parameter correlation matrix for short-range east-track data �similar
results for other data sets�.
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C. Comparison to geophysical measurements

It is important to compare the geoacoustic inversion re-
sults to the geophysical measurements described in Sec. II B,
which are summarized in Table II. The surficial sound-speed
estimates of c1=1510±21, 1501±24, and 1559±37 m/s for
the short- and long-range data are in good agreement with
the gravity core �Fig. 2�, which indicated an average sound
speed of approximately 1500–1529 m/s over the top 1.7 m
of sediments. Further, the half-space sound-speed estimates
of c2=1753±13, 1763±17, and 1783±26 m/s are in reason-
able agreement with the seismic-refraction survey, which in-
dicated an overall sound speed of the Quaternary sediments
�120–140-m thick� of 1745 m/s. It is also interesting to note
that the upper layer thickness estimates of h=11.2±1.4,
11.7±1.2, and 14.0±4.4 m are in general agreement with
evidence from the bottom-penetrating sonar of a possible
weak reflector at 10–20 m �however, this may be fortuitous
as the geoacoustic model was designed to represent continu-
ous gradients and not discontinuous structures�. Although
poorly determined, the upper-layer density estimates of �1

=2.03±0.20 and 1.89±0.13 g/cm3 along the east track are in
reasonable agreement with the gravity core which indicated a
density of 2.0–2.2 g/cm3 over the top 1.7 m of the sedi-
ments. Finally, it is noteworthy that the geoacoustic inversion
results obtained here are in good general agreement with
historic geophysical survey results published for glacigenic
seabed sediments of the south-western Barents Sea,24 which
indicated an average sound speed of 1550 m/s for depths
�4 m �based on data from 11 cores� and 1780 m/s for
depths �10 m �based on 33 boreholes�.

V. SUMMARY AND DISCUSSION

This paper presented results of Bayesian matched-field
inversion applied to acoustic data collected on a bottom-
moored horizontal line array due to a towed source that
transmitted low-frequency tones at levels comparable to a
merchant ship. Inversions were based on matching cross-
spectral density matrices computed by averaging data snap-
shots. An approach was developed for estimating the effec-

tive variance of snapshot-averaged data based on the
assumption that measurement errors �dominated by ambient
noise� are independent and are therefore reduced by averag-
ing, while theory �modeling� errors are not independent and
not reduced. This approach provides a physically reasonable
intermediate result between optimistic and pessimistic vari-
ance estimates based on assumptions of fully independent
and dependent errors, respectively. The variance reduction
factor for the effective variance estimate over pessimistic
estimates improves with an increasing number of snapshots
and with decreasing SNR. For the data considered here, the
use of effective variance estimates provided significantly
smaller geoacoustic uncertainties than pessimistic variance
estimates; for inversion applications with low SNR and/or
stationary sources that allow large snapshot averages, the
effect could be even more pronounced.

Geoacoustic inversions were carried out for three source
positions, including short-range �1.58-km� and long-range
�5.17-km� data along a source track at 30° bearing east of
HLA endfire and short-range �1.51-km� data along a track at
30° west of endfire. The sound-speed profile in the seabed
was reasonably well determined by inversion, particularly
for the short-range data sets. Recovered sound speeds and
layer thicknesses were consistent within uncertainties for all
three data sets, with close correspondence in estimates and
uncertainties for the short-range data. The estimated surficial
sediment sound speed was in good agreement with gravity
core measurements and the half-space sound speed agreed
with results from a wide-angle seismic refraction survey car-
ried out at the experiment site. The surficial and half-space
sound speeds also agreed with published results for the
southwest Barents Sea based on a survey of core and bore-
hole measurements. Density and attenuation parameters were
not as well determined via geoacoustic inversion; however,
there was general agreement between inversion results and
local core measurements of density for two source positions.
While the upper and lower sound speeds of the geoacoustic
model agree well with the geophysical measurements and
historical data, the sound-speed gradient over the upper sedi-

FIG. 10. Selected joint marginal PPDs for long-range data.FIG. 9. Selected joint marginal PPDs for short-range east-track data.
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ments is relatively high and could include the effects of a
discontinuous change at a layer boundary. However, includ-
ing a discontinuity in the model parametrization did not sub-
stantially change the geoacoustic inversion results, indicating
that if a discontinuity exists, the acoustic data cannot resolve
its presence.

The overall consistency of the recovered parameters for
the sediment sound-speed profile and the good agreement
with independent geophysical measurements indicates that
the use of data from a bottom-moored HLA and the inversion
methodology developed here produce reliable and repeatable
results for the Barents Sea site.

APPENDIX

Consider K realizations of an error �noise� process nk,
k=1, K consisting of measurement error nk

ME and theory er-
ror nTE �assumed constant over k�

nk = nk
ME + nTE, k = 1,K , �A1�

where nk
ME and nTE are zero-mean independent random pro-

cesses with variances �ME and �TE, respectively. Defining �·�
as the expectation operator in this Appendix , the variance of
the mean of these realizations is given by

�̄ =�� 1

K
�
k=1

K

nk
ME + nTE�2�

=
1

K2�
k=1

K

�
j=1

K

�nk
MEnj

ME� + �nTEnTE� + �nk
MEnTE� + �nj

MEnTE�

=
1

K2 �K�ME + K2�TE� = �ME/K + �TE, �A2�

as assumed in Eq. �21�.
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Geoacoustic inversions with a towed horizontal array are of interest for rapidly characterizing
sediment properties over changing regions. To be of practical value, inversions must yield consistent
and reliable results for consecutive or neighboring data. A method of determining inversion
reliability a priori is delineated using an empirical approach and confirmed with inversion results in
terms of consistency. Geoacoustic parameter hierarchy and resolvability are empirically analyzed
using two different methods: one requires knowledge of the source function and the other does not.
Inversion results using the two methods are compared using both synthetic data and experimental
data from MAPEX2000. The inversions employ a global optimization technique which navigates
the parameter space in directions aligned with valleys of the cost function, increasing inversion
algorithm efficiency and disclosing parameter correlations and hierarchy.
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I. INTRODUCTION

Geoacoustic inversion has been traditionally investi-
gated using a vertical line array �VLA�, e.g., Refs. 1–5. The
source is nominally a few kilometers away, allowing low
grazing angle interactions of the acoustic energy with the
ocean bottom, so that results are relevant for long-range
propagation modeling. Consequently, these inversion results
represent average bottom properties over the long source-
receiver range. For reasons related to localization and opera-
tional advantages, there exists a high level of interest in us-
ing towed horizontal line arrays �HLAs� for geoacoustic
inversions.6–13 With a towed array, there is the possibility of
using ship self-noise as the source. These inversions yield
bottom properties of the local area, rather than an average
over the traditionally longer source-receiver range. In addi-
tion, the moving platform makes it possible to cover large
regions of interest while exhibiting the locally changing
properties of the bottom, allowing one to build a large
application-specific database in situ.11,12,14

The purpose of this paper is to examine the issues of
reliability and parameter resolvability for towed HLA inver-
sions, especially inversions suitable for using self-noise as
the probing source. The primary focus of the analysis is the
robustness and consistency of the inversion results. Compari-
sons to ground truth data are valuable when the intended
purpose is to build a database suitable for any frequency
band. For the more specific purposes of acoustic localization
and acoustic system performance predictions, a sufficient
and also valuable inversion result is a consistent “effective”
geoacoustic environment. This effective geoacoustic envi-
ronment is useful over a wide frequency band for the in-
tended applications �e.g., source localization� and can thus be
considered a representation of the “true” environment. HLA
inversion results are sought which yield consistent effective
environments as the platform traverses an area of similar

bottom properties. Inversion results should also clearly ex-
pose where the platform crosses from one bottom type to
another.

Parameter robustness and consistency addressed in this
paper are not to be confused with parameter accuracy �i.e.,
resolution or, conversely, uncertainty� addressed by others
using the Bayesian approach based on the a posteriori prob-
ability distribution, e.g., Ref. 15. Consider, for example,
matched-field source localization. One can argue that the de-
termination of range and depth accuracies �resolutions� re-
quires a posteriori estimation of the range and depth prob-
ability distribution. That information, although useful, does
not guarantee that range and depth estimation for a moving
source �in practice� will be robust and consistent as the
source traverses over different ranges. In fact, a lack of con-
sistency has been considered as the major deficiency in the
application of matched-field localization to real data. For
practical applications, obtaining representative, consistent,
and repeatable estimations is often more important than ob-
taining an accurate estimation or knowing the uncertainty of
the estimation. Likewise, for geoacoustic inversions, our in-
terest lies in how to obtain a robust and consistent inversion
for a moving platform, rather than estimating the parameter
resolution in an absolute sense.

In order to examine parameter resolvability, a rotated
coordinate method based on the cost function is used to ex-
pose a priori the geoacoustic parameter hierarchy and corre-
lations. The parameter hierarchy identifies the parameters, or
the combination�s� of parameters, that the cost function is
most sensitive to. The importance of the source and receiver
geometry in relation to the sediment parameters is clearly
evident from the rotated coordinate analysis, as is the change
in parameter hierarchy due to a change in cost function. A
posteriori plots of inverted parameter values as a function of
parameter window size give an empirical measure of param-
eter resolvability as a function of window size, and also fur-
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ther validate the parameter hierarchy and correlations ex-
posed by the rotated coordinate method.

Matched-field inversions �MFIs� involve the optimiza-
tion of a matched-field cost function. To date, the conven-
tional phone-coherent cost function has been applied to
multi-frequency vertical array data, where matched-field cor-
relations between data and replica phone vectors are summed
incoherently over frequency.2–5,16 On the other hand, recent
analyses of horizontal array data have had most success
implementing the frequency-coherent cost function, where
matched-field correlations between data and replica fre-
quency vectors are summed incoherently over range
�phones�.10,11,13,16 The phone-coherent MFI requires precise
knowledge of phone positions. The frequency-coherent MFI
requires knowledge of the source spectrum, as frequency
correlation is the same as correlation of the time series by the
convolution theorem. When using sources-of-opportunity
�e.g., surface ships�, or ship self-noise, since the source spec-
trum is commonly unknown, it is more convenient to use the
traditional phone-coherent cost function, where knowledge
of the source spectrum is not necessary.

HLA inversions implementing both the phone-coherent
and frequency-coherent cost functions are examined, with an
emphasis on determining the necessary criteria for successful
HLA inversions with the phone-coherent cost function. To
this end, both synthetic data and experimental data are ana-
lyzed. The synthetic data are produced with some distortion
to the HLA, as one would expect to encounter with a towed
array. For the experimental data analysis, a portion of the
MAPEX2000 data is used; these data were collected in 2000
by SACLANTCEN �now NURC�. The data was previously
analyzed by Siderius et al. and Fallat et al.10,11,13 These
analyses applied an MFI technique for a broadband source
using the frequency-coherent cost function. The phone-
coherent method has been previously implemented by Battle
et al. for HLA MFI of narrow-band data, and their array
deformation model is also implemented here.12

Previous analysis indicates that the frequency-coherent
method is insensitive to the array shape for small deviations
from a straight line �described in terms of bow and tilt�, but
the method requires precise knowledge of the source-
receiver range.17 Hence, the frequency-coherent method is
preferred if the array shape is unknown. The phone-coherent
method, on the other hand, is shown here to be more sensi-
tive to the array shape, and practically insensitive to the
source-receiver range. This insensitivity to source-receiver
range indicates that the phone-coherent method is more ap-
plicable to geoacoustic inversions using ship self-noise, be-
cause ship noise originates presumably from a distributed
source, corresponding to various source-receiver ranges for
each individual receiver. Due to the method’s sensitivity to
array shape, the caveat for the phone-coherent method is that
array deformation needs to be approximated by the model in
order to achieve reliable results.

We empirically demonstrate the impact parameter search
windows have on achieving consistent and reliable inversion
results using a towed line array. The analysis presented has
value in guiding future experimental measurements, and for
aiding the design of a towed-array geoacoustic inversion sys-

tem. The parameter windows are quantified using empirical
standard deviations that are intended only as a measure of
the inversion performance. Using parameter constraints
guided by this analysis, consistent inversion results are ob-
tained for the MAPEX2000 towed array data. The inversion
procedure presented can be generalized to other inversion
scenarios.

This paper is organized as follows: In Sec. II, the inver-
sion method is described, and the phone and frequency-
coherent cost functions are defined. In Sec. III, the param-
etrization of the environment and the source-receiver
geometry for all inversions are defined. In Sec. IV, the ro-
tated coordinate technique is applied to synthetic data and
used to identify the differences in parameter hierarchy for the
two cost functions, especially in the context of whether or
not it is important to include array deformation in the param-
etrization. Section V demonstrates the impact the parameter
window size has on inversion results using synthetic data.
Sections VI and VII present HLA MFI results when the
phone-coherent inversion method is applied to portions of
MAPEX2000 data; Sec. VI presents an analysis of selected
transmissions from the beginning, middle, and end of one
track of data, and Sec. VII presents a summary of the inver-
sion results for the whole track of data. Finally, Sec. VIII
summarizes the method and results.

II. INVERSION METHOD

The inversion method is most easily described in terms
of its three main components: the global optimization
method, the forward propagation method, and the cost func-
tion. For all analyses presented in this paper, the inversions
implement a modified simulated annealing method for the
global optimization, a wave integration technique for the for-
ward propagation method, and both phone-coherent and
frequency-coherent matched-field cost functions.

The global optimization method is a modified simulated
annealing technique described in Ref. 18, with a fast cooling
schedule implemented as in Ref. 19. There are other modi-
fied simulated annealing methods, such as fast simulated an-
nealing �FSA�19 and the adaptive simplex simulated anneal-
ing �ASSA�;16 these have been compared in the context of
algorithm-induced variability in geoacoustic inversion.16 The
purpose of this paper is not for algorithm comparison; how-
ever, previous concerns with mitigating the initial estimate
dependence of a simulated annealing search are addressed by
implementing the rotated coordinate method.18 As described
in Ref. 18, the parameter search space is traversed along
rotated coordinates during the optimization. The coordinate
rotation is determined by the gradient of the cost function for
a given data set, so that the coordinates are aligned with the
most prominent features in the parameter landscape. This
optimal coordinate rotation is estimated prior to inverting for
geoacoustic parameters and increases the efficiency of navi-
gating the parameter landscape. The rotated coordinate
method incorporates cost function gradient information into
the geoacoustic inversion search algorithm, an inversion el-
ement which previous publications have reported as being
important and necessary for success.20,21
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The parameter search space is defined by �= �x �ai�xi

�bi� for 1� i�n, where x is the set of n parameter values
defining the geoacoustic environment, and a and b are the
bounds which define the parameter search windows. The ro-
tated coordinate system is defined by the eigenvectors, v j, of
the covariance matrix K, where

K = �
�

� C��C�t d� , �1�

and C is any cost function parameterized by x.18 For high-
dimensional parameter spaces, the integral for K can be es-
timated with a Monte Carlo method using several hundred
sample points.18 The original geoacoustic parameter vector x
is a linear transformation of the eigenvectors with coeffi-
cients �yj�:

x = 	
j

yjv j . �2�

The inversion algorithm converges to an optimal set of co-
efficients �yj�, which in turn define an optimal set of geoa-
coustic parameters. In addition to improving search effi-
ciency, the eigenvectors v j disclose the correlations between
parameters, and ordering these eigenvectors by the size of
each associated eigenvalue of K illustrates the parameter hi-
erarchy. The eigenvectors associated with the eigenvalues of
larger magnitude identify the parameter combinations that
most significantly affect the gradient of the cost function;
these are the most resolvable parameter combinations for the
data set in question. For a more detailed discussion on this
topic, see Ref. 22.

There are several forward propagation models that are
suitable for geoacoustic inversions; often the choice of which
model to use is dictated by the complexity of the environ-
ment in question, as well as the source and receiver geom-
etry. For the examples presented in this paper, a wave num-
ber integration technique was chosen as the forward
propagation model. A priori tests with normal mode propa-
gation models using KRAKEN23–25 allowing for more com-
plex sound speed profiles showed that both the water and
sediment profile could be approximated by a series of iso-
velocity layers, as required by the most straightforward
implementation of a wave number integration technique. The
wave number integration method is efficient for HLA inver-
sions because only a few receiver depths are needed, and
range independence is sufficient at the short ranges typically
involved ��1 km�. Propagation is simplified so that the so-
lution is analytic in each layer, with coefficients determined
by boundary conditions.26 This method of undetermined co-
efficients has also been applied with other propagation meth-
ods, with the environment generalized to iso-velocity layers
to gain efficiency.27,28 Note that an inhomogeneous water
column sound speed profile can also be easily incorporated
into this propagation model as described in Ref. 28; the
method could also be extended to a simple linearization of
the sediment profiles with efficiency maintained for a small
number of sediment layers.

For the cost functions to be optimized, two matched-
field methods are implemented here: a phone-coherent cost

function and a frequency-coherent cost function. The phone-
coherent cost function used, CP, is defined as in Ref. 10:

CP =
1

Nfr
	
j=1

Nfr

�1 − BPj� , �3�

where

BPj
=

�	i=1

Nph pijqij
* �2

	i=1

Nph �pij�2	i=1

Nph �qij�2
. �4�

Here, pij is the data pressure on the ith phone at the jth
frequency, and qij is the modeled replica of the data pressure
of the same form. The numbers of phones and frequencies
are Nph and Nfr, respectively. Similarly, the frequency coher-
ent cost function is defined, also as in Ref. 10:

CF =
1

Nph
	
j=1

Nph

�1 − BFj
� , �5�

where

BFj
=

�	i=1

Nfr pjiqji
* �2

	i=1

Nfr �pji�2	i=1

Nfr �qji�2
. �6�

The performance of these two cost functions with HLAs is
examined using synthetic and experimental data in Secs. IV
and VI.

III. PROBLEM DEFINITION AND PARAMETRIZATION

The same geoacoustic parametrizations are used for the
synthetic and for the experimental data inversions; these
were motivated by one of the environments encountered dur-
ing the MAPEX2000 experiment. For all inversions, a 64-
element HLA with 4-m phone spacing is modeled at 11 fre-
quencies equally spaced from 250 to 750 Hz. The nominal
source and HLA depths are 55 and 60 m, respectively, with
the closest receiver at a range of 300 m from the source. For
all inversions, the replicas qij used for the matched-field cost
function are the closest computed value in range and depth
over an equally spaced grid. The 0.5-m grid resolution in
range and the 0.25-m grid resolution in depth are sufficient
for this closest point approach. The maximum number of
depth values due to array deformation fitted onto an equally
spaced grid is much less than the total number of elements
on the HLA. This closest point approach results in consider-
able computational time savings.

The environment contains a thin sediment layer with a
slow compressional sound speed over a reflecting bottom
layer. The water column sound speed profile �SSP� is as-
sumed known a priori and is a four-iso-velocity-layer ap-
proximation to one of the sound speed profiles measured
during MAPEX2000 �Fig. 1�a��. The normal mode method
does not require a layered profile, and therefore the
KRAKEN normal mode model23 was used in the creation of
broadband synthetic data and replicas for the a priori tests:
data were created using the experimentally measured SSP,
and replicas were created using the iso-velocity layered SSP.
The resulting cost function values matching the data to the
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replicas are CP=0.0118 and CF=0.0122; this corresponds to
an approximate 0.05-dB expected cost function degradation
due to using the iso-velocity layer approximation for the wa-
ter SSP.

The sediment is also parametrized as a series of iso-
layers; the layered environmental model is suitable because
a priori parameter hierarchy analysis of the MAPEX2000
data shows the sediment sound speed gradient is not one of
the most critical parameters. Using a normal mode propaga-
tion model, and the KRAKEN normal mode program23

�which allows for gradients in the sediment sound speed�, the
covariance matrix K �Eq. �1�� was computed with cost func-
tions CP and CF. The eigenvectors of these matrices exposed
parameter hierarchies which consistently place the sediment
sound speed gradient in the bottom half of the parameter
hierarchy, indicating that—for this environment and data
set—the sediment sound speed gradient has minor impact on
both cost functions in question.

The geoacoustic parameters and parameter windows that
define the search space for all synthetic data inversions are
detailed in Table I. The environmental parameters included
in the search space are the depth of the water/sediment inter-
face �zw�; the sediment thickness �h�, sound speed �c1�, den-
sity ��1�, and attenuation ��1�; and the half-space sound
speed �c2�, density ��2�, and attenuation ��2�. In order to
enforce realistic behavior of sound speeds and densities with
depth �i.e., mostly increasing�, the parametrization of these
involves the ratios c1 /cw ,c2 /c1 ,�1 /�w, and �2 /�1. For the
synthetic data, note that the true sound speed ratio between
the sediment and the water �x3=c1 /cw� is less than 1.0, which
represents one of the environments during MAPEX2000.11

The geometric parameters sought in the inversions are
the horizontal array deformation parameters, tilt ��� and bow
�b�; the nominal HLA depth, z0; the range between the

source and the first element of the HLA, r0; and the source
depth, zs. The deformation of the HLA is parametrized para-
bolically as in Ref. 12. We choose z0 as the nominal depth of
the HLA, so that each phone depth is defined by zi=z0+z�i,
where z�i=b�1− �2di /L�2�−di sin �. Here, b is the bow, or
the height of the array below its midpoint; � is the tilt of the
array with the rotation point at the first phone; L is the length
of the array; and di is the signed distance from phone i to the
midpoint of the array �di= �i−1��ph−L /2, with �ph as the
phone spacing�. Although the change in range for each phone

FIG. 1. Experimentally measured
sound speed profiles and their iso-
layer approximations used for inver-
sions. �a� The solid line is XBT023,
measured at 08:07Z, 36°32.45� N,
14°49.20� E; the dashed line is
SSP023, the four-layer approximation
of XBT023. �B� The solid line is
XBT024, measured at 09:11Z,
36°27.34� N, 14°46.47� E; the
dashed line is SSP023, the four-layer
approximation of XBT024.

TABLE I. Parametrization for geoacoustic inversion of synthetic data.

i Parameter �xi� True Min Max

Sediment layer
1 zw, Water depth �m� 98.0 95.0 101.0
2 h, Thickness �m� 9.7 1.0 25.0
3 c1 /cw, Sound speed ratio 0.98 0.95 1.05
4 �1, Density �g / cm3� 1.2 1.00 1.80
5 �1, Attenuation �dB/�� 0.10 0.00 0.60

Reflecting layer
6 c2 /c1, Sound speed ratio 1.15 1.05 1.20
7 �2 /�1, Density ratio 1.20 1.00 1.80
8 �2, Attenuation �dB/�� 0.10 0.05 1.00

Geometric parameters
9 �, Array tilt �deg� −2 −2.5 2.5
10 b, Array bow �m� 5 −7.0 7.0
11 z0, Array depth �m� 60.0 50.0 65.0
12 r0, Sor-Rec range�m� 300.0 285.0 305.0
13 zs, Source depth �m� 55.0 50.0 60.0
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of the HLA is small, we similarly define each phone position
in range by ri=r0+r�i, where r�i=di cos �+ �L /2�. The syn-
thetic data is computed with an HLA bow of b=5 m and tilt
of �=−2° �see Fig. 2�.

IV. PARAMETER HIERARCHY, RESOLVABILITY, AND
CONSISTENCY

The resolvability or uncertainty of a geoacoustic param-
eter is determined, in theory, by the standard deviation of the
parameter distribution, for example, as defined by the
Bayesian marginal distribution.15,29,30 For practical purposes,
parameter resolvability can be empirically determined by the
standard deviation of a parameter distribution based on cost
function values for a sufficient number of search paths.16,31,32

A third method, presented here, determines the parameter
hierarchy and relative resolvability for a given data set and
chosen parametrization through the use of rotated coordi-
nates determined by the covariance matrix K �Eq. �1��. The
coordinate rotation identifies the parameters, or the combina-
tion�s� of parameters, that the cost function is most sensitive
to. Higher sensitivity implies higher resolvability. For prac-
tical purposes, one is interested in the hierarchy of the re-
solvability for assessing the confidence level of the results.
The standard deviation discussed below does not imply un-
certainty of the parameters in an absolute sense. This method
will be used to compare parameter hierarchies for two differ-
ent inversion methods: frequency coherent and phone coher-
ent. Additionally, this approach is verified by examining
geoacoustic parameter resolvability as defined by empirically
obtained standard deviations for the parametrization. These
standard deviations are based on various optimal parameter
estimates resulting from several inversion search paths, each
path determined by a different seed to the random number
generator in the simulated annealing algorithm.

For the synthetic data case, the environment described in
the previous section is used, and a source is placed at a range
of r0=300 m from the first element of the HLA. The nominal
source and receiver depths are zs=55 m and z0=60 m, re-
spectively. The HLA has a tilt of �=−2° and a bow of b

=5 m. The water depth is zw=98 m, and the sediment thick-
ness is h=9.7 m. The first sound speed ratio is c1 /cw=0.98,
which corresponds to a sediment sound speed of
1481.3 m/s. The second sound speed ratio is c2 /c1=1.15,
which corresponds to a sound speed of 1703.5 m/s in the
bottom sublayer. The first density ratio, �1 /�w=1.2, corre-
sponds to a sediment density of 1.2 g/cm3; the second den-
sity ratio, �2 /�1=1.2, corresponds to a bottom sublayer den-
sity of 1.44 g/cm3. Both the sediment and the bottom
sublayer have attenuations of 0.1 dB/�.

Using the synthetic data, the covariance matrix K �Eq.
�1�� is estimated using 600 sample points. The eigenvectors
of K define an optimal coordinate rotation and are examined
to determine the parameter hierarchy and resolvable param-
eter combinations. Results using cost functions CP and CF

are examined; for both cost functions, cases which include
the bow and tilt in the parameter search space are compared
to those assuming a perfectly straight HLA �i.e., the synthetic
data pij has nonzero bow and tilt, and the replica gij has zero
bow and tilt�. Figure 3 displays four sets of eigenvectors
which define optimal coordinate rotations for the synthetic
data case, each applying a different cost function and param-
eter search space combination. Figure 3�a� shows the eigen-
vectors when the cost function CP is used, and the HLA is
incorrectly assumed perfectly straight; Fig. 3�b� shows the
eigenvectors when the cost function CF is used with the same
parameter search space as for Fig. 3�a�. Figure 3�c� shows
the eigenvectors when the cost function CP is used and the
array deformation parameters �bow and tilt� are incorporated
into the parameter search space, and Fig. 3�d� shows the
eigenvectors when CF is used with the same parameter
search space as for Fig. 3�c�. In all four plots, the associated
eigenvalues are displayed to the right of each eigenvector
line plot, and the most resolvable eigenvector is the lowest
on the vertical axis. Examining the relative sizes of the ei-
genvalues, the first five or six eigenvectors in each case are
considered resolvable. These resolvable eigenvectors repre-
sent resolvable parameter combinations. Parameters which
consistently appear at the top of the parameter hierarchy,
regardless of parameter search space and cost function, are
the sediment thickness �h�, the source and receiver depths �zs

and z0�, and the sediment sound speed ratio �c1 /cw�. These
parameter combinations are therefore resolvable by all inver-
sion methods presented here for this synthetic data.

When comparing Figs. 3�b� and 3�d� �cost function CF�,
note that there is not much change in the first two eigenvec-
tors when the bow and tilt are incorporated into the param-
eter search space. Contrast this with the change at the top of
the parameter hierarchy when the cost function CP is used,
and the bow and tilt are included in the parameter space
�Figs. 3�a� and 3�c��. Also note that, for both parametriza-
tions using CF, the most resolvable parameter is the source-
receiver range, r0, and it is practically uncoupled from all
other parameters, indicating that the range r0 is the most
resolvable parameter. This is in contrast to the parameter
hierarchy when the cost function CP is used, where the range
r0 appears very low in the hierarchy, indicating it is much
less likely to be consistently resolved.

FIG. 2. Effect of bow and tilt on HLA. The large distortion has a bow of
5 m and a tilt of −2°, the same deformation parameters used for synthetic
data. The small distortion has a bow of −1 m and a tilt of 0.5°, which is
similar to the array distortion encountered in MAPEX2000.
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The corollary to the above finding is many-fold. Incor-
rect windowing of the source-receiver range will likely yield
incorrect geoacoustic parameter values for inversions using
the frequency-coherent method. More importantly, the
phone-coherent method’s insensitivity to the source-receiver
range will likely allow for successful broadband geoacoustic
inversion where the ship self-noise sources are distributed
with different ranges to an individual receiver. However, the
phone-coherent method is more sensitive to array deforma-
tion than the frequency-coherent method, and therefore it is
important to account for array deformation with phone-
coherent inversions. These differences between the two
methods are not surprising: Frequency-coherent correlation
is identical to time-domain correlation by the convolution
theorem, and the relative multi-path arrival time is sensitive
to the source-receiver range. Phone-coherent correlation, on
the other hand, is identical to matched-field beamforming,
and the relative phase between the phones is sensitive to the
phone position, and therefore array shape is important.

In order to determine resolvability and consistency of
the geoacoustic parameters, inversion results are analyzed in
conjunction with the eigenvectors. Using the four sets of
rotated coordinates defined by the eigenvectors plotted in
Fig. 3, four different inversions were implemented. Figure 4
shows the values of the eigenvector coefficients �yj� at every
iteration for each inversion, illustrating their convergence;
the true coefficient values are represented by the horizontal
dashed lines on each plot. Figures 4�a� and 4�b� are for CP

and CF, respectively, when the replica qij is computed with
no array distortion; Figs. 4�c� and 4�d� are for CP and CF,
respectively, when the replica qij is computed with array dis-

tortion. Without bow and tilt in the parameter search space,
the phone coherent inversion obtained an optimal cost func-
tion value of CP=0.56, while the frequency coherent inver-
sion obtained an optimal cost function value of CF=0.42.

FIG. 3. Eigenvectors of K for syn-
thetic data; associated eigenvalues are
printed to the right of each eigenvec-
tor. �a� CP cost function; bow and tilt
assumed zero and not included in pa-
rameter search space. �b� CF cost func-
tion; bow and tilt assumed zero and
not included in parameter search
space. �c� CP cost function; bow and
tilt included in parameter search space.
�d� CF cost function; bow and tilt in-
cluded in parameter search space.

FIG. 4. Geoacoustic inversion coefficient history for synthetic data case.
The dashed lines represent the true coefficients, yj. �a� CP cost function; b
and � assumed zero and not included in parameter search space. �b� CF cost
function; b and � assumed zero and not included in parameter search space.
�c� CP cost function; b and � included in parameter search space. �d� CF cost
function; b and � included in parameter search space.
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Both of these cost function values are far from the optimal
CP=CF=0. Figures 4�a� and 4�b� show incorrect conver-
gence for all but one and three of the eigenvector coeffi-
cients, respectively. The very poor optimal cost function
value in these inversions is an indicator that the parametri-
zation used does not allow for a true realization of the geoa-
coustic environment. Incorporating the bow and tilt into the
parameter search space improved cost function values to
CP=7.4	10−3and CF=6.8	10−3. Accompanying this sig-
nificant cost function value improvement is good conver-
gence for a large number of eigenvalue coefficients, as seen
in Figs. 4�c� and 4�d�.

The goal of an inversion is to resolve the original geoa-
coustic parameters, �xi�. It is well known that, for large pa-
rameter search spaces, there is more than one set of param-
eters �xi� that will produce an acceptable cost function value.
For this reason, it is desirable to have a measure of each
parameter’s resolvability. The eigenvectors which define the
optimal rotation offer a tool for determining the hierarchy of
parameter resolution. The parameters highest in the param-
eter hierarchy are consistently resolved close to the true
value, while those lowest in the hierarchy are not often reli-
ably resolved. The parameters in the middle of the hierarchy
are often resolvable, but with a substantial amount of ex-
pected error. Following, we present an empirical measure of
parameter resolvability in terms of consistency by using the
standard deviation of several inversion results. These stan-
dard deviations will also show that the inversion results are
“seed independent,” that is, they are independent of the ini-
tial parameter values, which are randomly selected within the
parameter windows using different arbitrary seeds for the
random number generator.

To analyze results of several inversions initialized with a
different seed for the random number generator, we examine
the average normalized error of the eigenvector coefficients,

ȳ̂, where

ȳ̂ j =
1

Nrun
	
k=1

Nrun �ybest�j,k� − ytrue�j��
2

. �7�

Here, ytrue�j� is the coefficient used for generating the syn-
thetic data �yj in Eq. �2��, and ybest�j ,k� is the jth optimal
coefficient �estimate of yj� for the kth inversion of Nrun

inversions. This normalization was chosen because usu-
ally −1�yj �1, and the normalization allows for ease in
plotting yj. Figure 5 is a plot of the average of the nor-

malized error, ȳ̂, for the best 10 out of 20 inversions. The
error bars in Fig. 5 represent their standard deviation from
ytrue. Figures 5�a� and 5�b� are for inversions using the
cost functions CP and CF, respectively, when the HLA is
assumed perfectly straight, and Figs. 5�c� and 5�d� are for
inversions using the cost functions CP and CF when the
parameter search space includes HLA bow and tilt. Over-
all, there are larger errors with inversions using CP when
bow and tilt are not included in the parameter search
space.

Recall from Eq. �2� that the geoacoustic parameters x
are a linear transformation of the eigenvectors v j, with coef-
ficients yj; Fig. 6 is a plot of the average and standard devia-

tion of the normalized parameter error, x̄̂, for the same ten
inversion runs, where

FIG. 5. Average and standard devia-
tion of coefficient error, ŷ, for the syn-
thetic data case. Each plot represents
an average of the ten inversion results;
the average optimum cost function
value of these ten inversions �AvgC� is
printed at the bottom of each plot,
along with the standard deviation
�StdC� and range �RanG� of the cost
function. �a� CP cost function, assum-
ing b=�=0. �b� CF cost function, as-
suming b=�=0. �c� CP cost function;
b and � included in the parameter
search space. �d� CF cost function; b
and � included in the parameter search
space.
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x̄̂i =
1

10	
k=1

10 �xbest�i,k� − xtrue�i��
bi − ai

. �8�

Here xbest�i ,k� is the ith optimal parameter xi for the kth
inversion run, xtrue�i� is the parameter value used when
generating the synthetic data, and �ai ,bi� are the parameter
windows, or constraints. The overall large errors in the-
coefficients �yj� for CP inversions without HLA bow and

tilt are reflected in the average errors x̄̂ in Fig. 6�a�. As
expected, Figs. 6�b� and 6�d� show that the parameter r0 is
very confidently resolved when CF is used as the cost
function, regardless of whether or not bow and tilt are
included in the parameter search space.

V. EFFECTS OF PARAMETER CONSTRAINTS

Generally it is expected that tighter parameter con-
straints will yield more favorable geoacoustic inversion re-
sults, as long as the optimal solution�s� are within the param-
eter search space ���, and the inversion results are not biased
by the inversion algorithm employed.16 The previous section
showed that the inversions presented here are not biased by
the randomly generated initial parameter values, a bias to
consider with a simulated annealing method. The windows
�ai ,bi� chosen for the inversions in the previous section, as
detailed in Table I are reasonable assumptions for a typical
scenario: generally it is possible to have tighter constraints
on geometric parameters than on environmental parameters.
However, because parameters are correlated in complicated
ways, it is not obvious what impact parameter window size
has on the resolvability of each parameter. In this section we
explore the effect of narrowing the parameter constraints.

Figure 7 is a plot of optimal parameter values as a func-
tion of normalized window size, as determined by 300 sepa-
rate inversions, each of which achieved an optimal cost func-
tion value of CP�0.05. In these plots we see a reflection of
the parameter hierarchy: the most resolvable parameters have
points clustered around the true value, while the least resolv-
able parameters have points scattered throughout, regardless
of window size. The most resolvable geometric parameters
are � ,b ,z0, and zs, followed by the resolvable environmental
parameters h and c1 /cw. These parameters were identified as
being in the top half of the parameter hierarchy in similar
parametrization in Sec. IV. Also resolvable to a lesser degree
are �1 ,�1 ,c2 /c1, and the geometric parameter r0. These pa-
rameters are approximately in the middle of the parameter
hierarchy in similar parametrization in Sec. IV.

For all of these inversions, the cost function CP was
used, as well as the synthetic data from the previous section.
The window size for each parameter in each inversion is
randomly determined: the largest possible window for each
parameter is limited by �Ai ,Bi�, and each inversion uses the
randomly determined window �ai ,bi� defined by

ai�
� = 
�Ai − xi� + xi, �9�

bi�
� = 
�Bi − xi� + xi. �10�

Here, �xi� is the set of geoacoustic parameter values used to
compute the synthetic data, �Ai ,Bi� define the maximum
geoacoustic parameter windows possible, and 
 is the nor-
malized window size, randomly generated and uniformly
distributed between 0.1 and 1.0 A separate random 
 is used
for each parameter within one inversion run, so that each
inversion is constrained by different normalized window

FIG. 6. Average and standard devia-
tion of parameter error, x̂, for the syn-
thetic data case. Each plot represents
an average of the ten inversions; the
average optimum cost function value
of these ten inversions is printed at the
bottom of each plot �AvgC�, along
with the standard deviation �StdC� and
range �RanC� of the cost function. �a�
CP cost function, b=�=0. �b� CF cost
function, b=�=0. �c� CP cost func-
tion; b and � included in the parameter
search space. �d� CF cost function; b
and � included in the parameter search
space.
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sizes for each parameter. The full vertical axes in Figs.
7�a�–7�m� are the maximum windows considered for each
parameter, �Ai ,Bi�, and these are the same as the limits in
Table I. On each plot in Fig. 7, the transverse dashed lines
are ai�
� and bi�
�, delineating the region in which possible
values can be found. Note that a new coordinate rotation is
defined for each new set of constraints, �ai�
� ,bi�
��, prior to
the inversions. As the parameter constraints vary drastically

from those presented in Sec. IV, it is possible for the param-
eter hierarchy to change.

Figure 8 shows a summary of the same inversion results
as in Fig. 7 in the form of average values and standard de-
viations. For each parameter, inversion results were grouped
by values of 
 in increments of 0.10. The average for each
group is displayed as a function of 
, and the standard de-
viation is displayed as error bars. The dashed line on each

FIG. 7. �a�–�m� Optimal parameter es-
timates as a function of normalized
window, size, 
 The full vertical axis
in �a� through �m� is the maximum
possible window, �Ai ,Bi�. The dashed
lines on each plot denote the windows
for each parameter as a function of
normalized window size, 
. �a� Water
depth �zw�, �b� sediment thickness �h�,
�c� sediment-water sound speed ratio,
�c1 /cw�, �d� sediment density ��1�, �e�
sediment, attenuation ��1�, �f� bottom-
sediment sound speed ratio �c2 /c1�, �g�
bottom-sediment density ratio ��2 /�1�,
�h� bottom attenuation ��2�, �i� HLA
tilt ���, �j� HLA bow �b�, �k� HLA
nominal depth �z0�, �l� range from
source to first element of HLA �r0�,
and �m� source depth �zs�.

FIG. 8. Average and standard devia-
tion of optimum parameter estimates
as a function of normalized window
size, 
. Inversion results are grouped
by values of 
 in increments of 0.1;
the average and standard deviation for
each group is plotted for each param-
eter. These are the same inversion runs
as represented in Fig. 7. �a� Water
depth �zw�, �b� sediment thickness �h�,
�c� sediment-water sound speed ratio,
�c1 /cw�, �d� sediment density ��1�, �e�
sediment attenuation ��1�, �f� bottom-
sediment sound speed ratio, �c2 /c1�,
�g� bottom-sediment density ratio
��2 /�1�, �h� bottom attenuation ��2�,
�i� HLA tilt ���, �j� HLA bow �b�, �k�
HLA nominal depth �z0�, �l� range
from source to first phone of HLA
�r0�, and �m� source depth �zs�.
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plot represents the true value for that parameter. Note that the
vertical axes in Fig. 8 are different from those in Fig. 7, so
that the error bars are visible for the most resolvable param-
eters. In Fig. 8, we see that the standard deviation for the
most resolvable parameters remains almost constant with in-
creasing window size 
. Just as interesting are the practically
unresolvable parameters, �2 /�1 and �2; in Fig. 7 we see that
almost any value for these parameters will give an acceptable
cost function. In Fig. 8, these are the parameters whose stan-
dard deviation grows with the window size 
, further con-
firming that these parameters are not resolved by the inver-
sion method implemented, and the parameter values
resulting from the inversions are arbitrary within the window
specified.

When examining Figs. 7 and 8, note that these offer a
single slice through a multi-dimensional parameter space. If
one of the maximum windows �Ai ,Bi� were to change for
just one parameter, then the results could also change be-
cause the parameters are correlated in complicated ways—
further emphasizing the need to traverse the parameter land-
scape through a rotated coordinate system. We illustrate the
complex effect of correlated parameter constraints by view-
ing similar results after reducing the maximum window
�A1 ,B1� for zw to �97,99�; the results for this new set of
inversions is plotted in Fig. 9. The axis limits in Fig. 9 are
the same as those in Fig. 8, to illustrate the decrease in stan-
dard deviation for the resolvable parameters, specifically h
and c1 /cw. Previously unresolvable parameters �2 /�1 and �2

remain unresolvable.
Conversely, when we increase the window for r0 to

±45 m, then r0 moves up in the parameter hierarchy for CP

�results not shown here�. The range parameter, r0, becomes
more resolvable relative to the environmental parameters,
but still with an expected error much larger than the same

problem using CF as the cost function. This change in pa-
rameter hierarchy is expected since the matched field cost
function CP will be significantly altered when the ranges
between the source and receivers change by a substantial
amount; CP is insensitive to r0 only for a small change in r0

in this HLA geometry because the source is near endfire.
In summary, the effect parameter constraints have on

parameter resolvability is on the amount of expected error in
the results, illustrated by the standard deviation here. The
expected error in the inversion results appears constant for
the resolvable parameters �those highest in the hierarchy�,
but this constant value is tied to the maximum possible win-
dows, �Ai ,Bi�; this was seen by the narrowing of just one
maximum window leading to a decrease on the expected
error for other resolvable geoacoustic parameters. It is im-
portant to note that drastic changes in parameter constraints
can lead to a change in parameter hierarchy. For inversion
problems with large constraint windows for the geometric
parameters, it is possible to apply sequential annealing to
constrain geometric parameters to smaller windows.33 The
smaller window constraints will decrease the expected error
for the other resolvable geoacoustic parameters. Quantifying
the relationship between a resolvable parameter’s expected
error and the maximum parameter constraints �Ai ,Bi� re-
quires more investigation than is presented here. However,
the results presented do provide a qualitative representation
of the relationship between parameter constraints and param-
eter resolvability.

VI. EXPERIMENTAL HLA DATA: PARAMETER
HIERARCHY

In this section, inversion results are analyzed for several
points along a track of MAPEX2000 data, all collected on 7

FIG. 9. Average and standard devia-
tion of optimum parameter estimates
as a function of normalized window
size, 
. These plots are similar to those
in Fig. 8 for a different set of inver-
sions, where the maximum window
size for water depth �zw� is narrowed
to ±1; all other parameters’ maximum
window size is the same as for inver-
sions represented in Fig. 8. The verti-
cal axes here are held the same as
those in Fig. 8 for ease in comparing
the change in standard deviations.
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March 2000: 08:04Z, 08:05Z, 09:06Z, and 10:24Z. All of the
signals analyzed are broadband acoustic linear frequency-
modulated �LFM� sweeps from 150 to 850 Hz. Detailed in-
formation on the signals broadcast and on the source and
receiver configurations during this portion of the experiment
are available in Ref. 10. As with the synthetic in data in
previous sections, 11 frequency bins corresponding to
250–750 Hz in 50-Hz increments were used in the inver-
sions. The entire HLA is 254 m in length, with 128 elements
spaced at 2 m; for the analysis presented here, only the even
numbered elements were used, giving a nominal phone spac-
ing of 4 m and an effective 64-phone HLA. These are the
same HLA attributes used in the synthetic data examples
presented in the previous sections. The nominal source and
receiver depths are 55 and 60 m, respectively.

The water sound speed profile �SSP� was assumed
known, and a four iso-velocity layer approximation of the
experimentally obtained profile was used in the inversions.
The two water SSPs used in the inversions are plotted in Fig.
1: Fig. 1�a� is the SSP measured at 08:07Z �solid line� and its
four-layer approximation �dashed line�; Fig. 1�b� is the SSP
measured at 09:11Z �solid line� and its four-layer approxima-
tion �dashed line�. The four-layer SSP in Fig. 1�a� is the same
profile used for the synthetic data inversions and was used
for inversions of all experimental data sets prior to 08:40Z.
The four-layer SSP in Fig. 1�b� �SSP024� was used for in-
versions of all experimental data sets from 08:40Z and later.

The parametrization used for the geoacoustic inversions
of the MAPEX2000 data sets is detailed in Table II. Most of
these parameter windows are the same as those used for the
simulations presented in Sec. IV, although some geometric
windows were shifted or narrowed, based on a priori tests;
the tests showed the array bow and tilt to be small, and
provided smaller windows for the source and receiver range

and depths. Table II also displays the estimates of the param-
eter values resulting from phone-coherent inversions of the
experimental data.

For each of the time periods 08:05Z, 09:06Z, and
10:24Z, Figs. 10–12 display �a� the eigenvectors �v j�, �b� the
inversion history for the coefficients �yi�, �c� the average and
standard deviation of the normalized coefficients �ỹi�, and �d�
the average and standard deviation of the normalized original
parameters �x̃i�. The averages and standard deviations in
Figs. 10, 11, and 12�a�–12�d� result from ten separate inver-
sions with different randomly generated initial parameter

values for each case; the average cost function value C̄P is
printed on these plots, as well as the standard deviation and
the range of values of CP. The parameter values �ỹi� and �x̃i�
are normalized as follows:

ỹ =
y

2
, �11�

x̃i =
xi − �ai + bi�/2

bi − ai
. �12�

As expected, the eigenvectors in Figs. 10, 11, and 12�a� are
similar to each other, and similar to those in the simulation
of Sec. IV. By examining the coefficient inversion histories
in conjunction with the eigenvectors, one can see that at least
five coefficients are resolved; the resolution of these coeffi-
cients is reflected in their small standard deviations in Figs.
10, 11, and 12�c�. It follows that the parameter combinations
in the first five eigenvectors are expected to be resolved. The
first five eigenvectors are linear combinations of the sedi-
ment thickness �h�, receiver bow �b�, receiver depth �z0�,
source depth �zs�, water depth �zw�, and sediment sound
speed ratio �c1 /cw�. The resolution of these parameters is

TABLE II. Parametrization and optimum parameter estimates for geoacoustic inversions of MAPEX2000 data
measured on 7 March 2000 at 08:05Z, 09:06Z, and 10:24Z.

i Parameter �xi� 08:05Z 09:06Z 10:24Z Min Max

Sediment layer
1 zw, Water depth �m� 101.9 124.45 136.6 zecho−3.0 zecho+3.0
2 h, Thickness �m� 5.43 20.3 15.2 1.0 25.0
3 c1 /cw, Sound speed ratio 0.98 1.03 1.04 0.95 1.05
4 �1, Density �g/cm3� 1.05 1.54 1.61 1.00 1.80
5 �1, attenuation �dB/�� 0.08 0.17 0.08 0.00 0.60

Reflecting layer
6 c2 /c1, Sound speed ratio 1.14 1.09 1.15 1.05 1.20
7 �2 /�1, Density ratio 1.00 1.04 1.02 1.00 1.80
8 �2, Attenuation �dB/�� 0.37 0.25 0.92 0.05 1.00

Geometric parameters
9 �, Array tilt �deg� 0.50 0.48 0.34 −0.5 0.5
10 b, Array bow �m� −1.10 −0.44 −0.88 −3.0 3.0
11 z0, Array depth �m� 55.1 55.6 55.1 55.0 61.0
12 r0, Sor-Rec range �m� 293.6 293.7 293.6 290.0 294.0
13 zs, Source depth �m� 55.1 53.8 55.1 52.0 58.0
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reflected in their small standard deviations in Figs. 10, 11,
and 12�d�. Similarly, the parameters low in the parameter
hierarchy and contained in eigenvectors 9–13 are not ex-
pected to be sufficiently resolved, and these are �1 ,�2 /�1 ,�2,
and r0; parameters middle to low in the hierarchy have ques-
tionable resolution, and these are �1 and c2 /c1.

As stated in Sec. IV, it is expected that both the phone-
coherent and frequency-coherent inversion methods will re-
liably resolve the parameters h ,c1 /cw ,z0, and zs. The main
expected difference between the two methods is in the reso-

lution of the source-receiver range, r0. These expected dif-
ferences are confirmed with experimental data: Fig. 13 com-
pares the averages and standard deviations of x̃ �Eq. �12��
resulting from inversions of MAPEX2000 data taken at
08:04Z, using CP and CF, each with and without bow and tilt
included in the parameter search space. Each symbol in Fig.
13�a� represents an average of ten inversion results, and each
symbol in Fig. 13�b� represents the associated standard de-
viation: the symbol 	 is for inversions using CP as the cost
function with no array deformation in the parameter search

FIG. 10. Analysis of inversion results
for MAPEX2000 data collected on 7
March at 08:05Z. �a� The eigenvectors
and eigenvalues of K, �b� the coeffi-
cient history for a typical inversion �all
yj as a function of iteration number�,
�c� average and standard deviation of
normalized coefficient values ỹ for ten
inversions, and �d� average and stan-
dard deviation of normalized param-
eter values x̃ for the same ten inver-
sions. The average cost function value
�AvgC� for these ten inversions is
printed at the top of �c� and �d�, along
with the standard deviation �StdC� and
range of values �RanC�.

FIG. 11. Analysis of inversion results
for MAPEX2000 data collected on 7
March at 09:06Z. �a� The eigenvectors
and eigenvalues of K, �b� the coeffi-
cient history for a typical inversion �all
yj as a function of iteration number�,
�c� average and standard deviation of
normalized coefficient estimates ỹ for
ten inversions, and �d� average and
standard deviation of normalized pa-
rameter estimates x̃ for the same ten
inversions. The average cost function
value �AvgC� is printed at the top of
�c� and �d�, along with its standard de-
viation �StdC� and range of values
�RanC�.
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space, the symbol o is for inversions using CP with array
bow and tilt included in the parameter search space, the sym-
bol + is for inversions using CF and no array deformation,
and the symbol � is for inversions using CF with bow and
tilt in the parameter search space. The parameter windows
for these inversions are the same as those detailed in Table I,
and are the same parameter constraints used for the synthetic
data inversions in Sec. IV. Note the standard deviation of the

geometric parameter r0 in Fig. 13�b�: regardless of whether
array deformation parameters are included in the parameter
search space, when the cost function CF is used, the standard
deviation is very small. This is very different from when the
cost function CP is used; the standard deviation for r0 is
relatively large. Overall, the average inverted parameter val-
ues �Fig. 13�a�� are similar for parameters at the top of the
parameter hierarchy, and these average values have a rela-

FIG. 12. Analysis of inversion results
for MAPEX2000 data collected on 7
March at 10:24Z. �a� The eigenvectors
and eigenvalues of K, �b� the coeffi-
cient history for a typical inversion �all
yj as a function of iteration number�,
�c� average and standard deviation of
normalized coefficient estimates ỹ for
ten inversions, and �d� average and
standard deviation of normalized pa-
rameter estimates x̃ for the same ten
inversions. The average cost function
value �AvgC� is printed at the top of
�c� and �d�, along with its standard de-
viation �StdC� and range of values
�RanC�.

FIG. 13. Comparison of �a� the aver-
age and �b� the standard deviations of
normalized parameter estimates, x̃, re-
sulting from ten inversions of
MAPEX2000 data collected on 7
March at 08:04Z. The limits of the pa-
rameter search windows are the same
as in Table I. The symbol 	 is for in-
versions using the cost function CP

and no bow and tilt in the parameter
search space; the symbol o is for in-
versions using the same cost function
and including bow and tilt in the pa-
rameter search space. The symbol + is
for inversions using the cost function
CF and no bow and tilt in the param-
eter search space, and the symbol � is
for inversions using the same cost
function and including bow and tilt in
the parameter search space.
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tively small standard deviation �Fig. 13�b��. The parameters
at the bottom of the parameter hierarchy �e.g., �2 ,c2 /c1� are
considered unresolvable, and the standard deviation for these
is relatively large.

VII. EXPERIMENTAL HLA DATA: GEOACOUSTIC
INVERSION OF A TRACK

Phone-coherent geoacoustic inversions were performed
along a track of experimental data measured on 7 March
2000; data was processed every minute from 08:04Z to
09:22Z, and every 10 min from 09:24Z to 10:44Z. The
broadcast signals are broadband acoustic LFM sweeps from
150 to 850 Hz; the data analyzed in Sec. VI is a subset of

this data. As in previous sections, 11 frequency bins corre-
sponding to 250–750 Hz in 50-Hz increments were used in
the inversions, and the same 64 of 128 HLA elements were
used. The nominal source and receiver depths are 55 and
60 m, respectively. The parameter constraints are the same as
those detailed in Table II, except the water depth was con-
strained to ±1 m from the echo sounder output. Figures 14
and 15 provide a summary of the geoacoustic inversion re-
sults from the entire track of data processed. Figure 14�a�
shows the latitude and longitude locations of the data points
processed �+ symbol�, and indicates which of those data
frames provided inversion results with a cost function CP

�0.3 �o symbol�. A cost function value of 0.3 corresponds to

FIG. 14. MAPEX2000: 7 March track
from 08:04Z through 10:44Z. Only in-
version results where the cost function
�0.3 are displayed. �a� + symbols in-
dicate data frames processed, and o
symbols indicate frames where a cost
function �0.3 was obtained. �b� Solid
line indicates water depth as measured
by navigation during the experiment, o
symbols indicate depth estimates re-
sulting from geoacoustic inversion,
and + symbols indicate depth esti-
mates of sediment layer resulting from
geoacoustic inversions. �c� o symbols
indicate sediment sound speed esti-
mates �c1�, + symbols indicate bottom
sublayer sound speed estimates �c2�
resulting from geoacoustic inversions.
�d� o symbols indicate sediment den-
sity estimates ��1�, and + symbols in-
dicate bottom sublayer density esti-
mates ��2� resulting from geoacoustic
inversions.

FIG. 15. MAPEX2000: 7 March track
from 08.04Z through 10.44Z. Only the
inversion results where the cost func-
tion �0.3 are displayed. �a� * symbols
indicate tilt estimates ���, and o sym-
bols indicate bow estimates �b� result-
ing from geoacoustic inversions. �b� *
symbols indicate estimates of source
depth �zs�, and o symbols indicate es-
timates of nominal HLA depth �z0� re-
sulting from geoacoustic inversions.
�c� * symbols indicate estimates for
range between the source and the first
phone of the HLA �r0� resulting from
geoacoustic inversions. �d� o symbols
indicate sediment attenuation esti-
mates ��1�, and * symbols indicate
bottom sublayer attenuation estimates
��2� resulting from geoacoustic inver-
sions.
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a matched-field value of 0.7, or 1.5 dB of degradation. Ac-
ceptable cost function values were not obtained at times
when the tow ship made sharp turns.

Typical parameter hierarchies for data along this track
were seen in the previous section, illustrated by the eigen-
vectors in Figs. 10, 11, and 12�a�. The most resolvable pa-
rameters are h ,c1 /cw ,b ,z0, and zs, with the three source-
receiver geometry parameters being highly correlated to each
other �b ,z0, and zs�. The inversions are expected to resolve h
and c1 /cw with a small amount of error, as well as a combi-
nation of b ,z0, and zs. Parameters in the middle of the hier-
archy are �1 ,c2 /c1, and �; these parameters are resolvable,
but with a larger amount of expected error. The parameters at
the bottom of the hierarchy, and therefore considered unre-
solvable by the method implemented, are �1 ,�2 /�1 ,�2, and
r0. The consistency in the results, as illustrated in Figs. 14
and 15, confirm these parameter hierarchies and resolvabili-
ties.

Figure 14�b� is a comparison of the experimentally ob-
tained water depth �solid line� with that resulting from the
inversions �symbol o�. These coincide well because the pa-
rameter window for zw only allows for a 1-m deviation from
the measured depth. The more interesting curve in Fig. 14�b�
is the sediment depth �line with + symbol�. Inversions indi-
cate there is a significant change in sediment thickness
around 14.81°E. The change in inverted sediment thickness
coincides with a change in inverted sediment sound speed
�c1� �line with o symbol in Fig. 14�c��. Inspection of the
eigenvectors in Figs. 10, 11, and 12�a� indicates that these
two parameters �h and c1 /cw� are not highly correlated to
each other, and therefore a concerted change in both param-
eters is not merely an artifact of parameter correlation. Dif-
ferent bottom properties from the two distinct regions along
this track also resulted from inversions in Ref. 10, and the
change in bottom properties at approximately 14.81°E was
also observed in inversion results of the same data track in
Refs. 11 and 13; the change is validated by the high-
resolution seismic reflection profile obtained during the
MAPEX2000 experiment of the same region.11 In the region
where current inversions resolve a consistently thin sediment
layer �6.9±1.5 m�, c1 is also consistently slower than the
water column sound speed, on average 1485 m/s,
±10.0 m/s. In the region from 14.71°E to 14.81°E, inver-
sions resolve a thicker sediment layer �18.5±2.0 m�, and a
faster sediment sound speed, on average 1564 m/s,
±14 m/s. All of these results are in keeping with the most
recent inversions by Fallat et al. in Ref. 13, where inversions
of the data from the thin sediment region resulted in average
sound speeds of 1484 m/s, and inversions from the thicker
sediment region yielded average sound 1562 m/s. In the
same publication, the values were shown to coincide closely
with cores of the top sediment layer.13

Figure 14�c� also has a plot of c2 values resulting from
inversions; recall that the parameter c2 /c1 is resolvable, but
with a substantial amount of expected error. The average
value of c2 over the entire track is 1703 m/s, with a standard
deviation along the track of 35 m/s. Note in Fig. 14�c� that
there is a larger variability of the parameter c2 between
14.81°E and 14.82°E; without including that portion of the

track for the c2 ensemble, the average drops to 1688 m/s,
with a smaller standard deviation of 16 m/s. Both of these
standard deviation measures for c2 are within reason of the
expected error, as predicted by the standard deviation of re-
peated inversions of one data point, illustrated in Fig. 12�d�:
the standard deviation for c2 resulting from inversions of
data from 10:24Z is 23 m/s. The inverted values of c2 aver-
aged over the track �1703 or 1688 m/s�are similar to previ-
ous inversions;11,10,13 the most recent inversions by Fallat
et al. resolve c2 to be approximately 1691 m/s.

In Fig. 15�a� are the tilt and bow parameters; we see that
the tilt remains fairly constant, with an average of 0.3° along
the track �and a standard deviation of 0.2°�, and the bow is
generally between −2 and 0 m, with an average of −0.6 m
and a standard deviation of 0.5 m. Figure 15�b� summarizes
the source and nominal HLA depths resulting from the inver-
sions; variations in these depths are in concert with each
other and with the HLA bow. These three parameters �zs ,z0,
and b� are correlated to each other, as seen in the eigenvector
plots of Figs. 10, 11, and 12�a�, and in this case the relation-
ship between the source-receiver geometry parameters is
more resolvable than the individual parameter values.

Figure 15�c� is a plot of source-receiver ranges �r0� re-
sulting from the inversions, showing that the inversions were
unable to conclusively resolve this parameter within the 4-m
parameter window, especially at the higher longitudes. This
window for r0 was narrowed based on a priori inversions of
a few data points using CF. Because r0 is at the bottom of the
parameter hierarchy when cost function CP is used, it is not
expected to be resolved, especially within the small 4-m win-
dow. Also at the bottom of the parameter hierarchy for CP

�and not expected to be resolvable� are �1 and �2 /�1, seen in
Fig. 14�d�, and �2, seen in Fig. 15�d�.

VIII. SUMMARY

Geoacoustic inversions using two matched-field cost
functions are applied to broadband synthetic and experimen-
tal data. The frequency-coherent cost function, which re-
quires prior knowledge of the source spectrum, is shown to
be very sensitive to the source-receiver range, but relatively
insensitive to deformations to the HLA. The phone-coherent
cost function, which does not require knowledge of the
source spectrum, is not sensitive to the source-receiver range,
making it a suitable choice for self-noise geoacoustic inver-
sions where the probing source is likely to be distributed
throughout the tow ship. The phone-coherent cost function is
shown to be sensitive to HLA shape, with larger errors in
parameter resolution resulting when the HLA is incorrectly
assumed to be completely horizontal. The phone-coherent
cost function is successfully applied in HLA inversions with
array deformation parameters incorporated into the param-
eter search space.

The global optimization method used in all the geoa-
coustic inversions presented traverses the parameter land-
scape in directions that are aligned with valleys of the cost
function. These directions are defined by the eigenvectors of
the covariance matrix of the gradient of the cost function
over the parameter space.18 The eigenvectors disclose param-
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eter correlations and hierarchy a priori to inversions, making
it possible to predict the resolvability of the geoacoustic pa-
rameters. The parameter correlations, hierarchy, and resolv-
ability are empirically confirmed using both synthetic and
experimental data. Additionally, the robustness of parameter
resolvability to increasing parameter window size is demon-
strated using synthetic data.

In summary, this paper conducts a systematic study of a
geoacoustic inversion method using a frequency-incoherent
approach applicable to future inversions using ship self-noise
as the probing signal. Its performance is compared to that of
a frequency-coherent method previously used to analyze
LFM sweeps broadcast during MAPEX2000.10,11,13 Reliabil-
ity and consistency are necessary if this method is to be used
�in practice� to estimate the geoacoustic properties of the
bottom over a large area. To assure reliability and consis-
tency, the geometric parameters of the source and receiver
array need to be known to a certain accuracy; this accuracy is
determined in this study using an empirical approach. The
result serves as a guide for the specification and design of a
towed-array based geoacoustic inversion system. We demon-
strate the methodology, but note that specific values will be
case dependent, specifically in terms of water depth, source-
receiver separation, and water sound speed profile.
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The ocean is often a complex multipath channel and progress has been made in developing
equalization algorithms to overcome this. Unfortunately, many of these algorithms are
computationally demanding and not as power-efficient as one would like; in many applications it
may be better to trade bit rate for longer operational life. In 2000 the U.S. Navy was developing an
underwater wireless acoustic network called Seaweb, for which a number of modulation schemes
were being tested in a series of SignalEx experiments. This paper discusses two modulation schemes
and associated receiver algorithms that were developed and tested for Seaweb applications. These
receiver designs take advantage of time reversal �phase conjugation� and properties of spread
spectrum sequences known as Gold sequences. Furthermore, they are much less complex than
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�DOI: 10.1121/1.2203602�

PACS number�s�: 43.60.Tj, 43.60.Dh, 43.30.Re �EJS� Pages: 247–257

I. INTRODUCTION

Acoustic signaling for wireless digital communications
in the undersea environment can be a very attractive alterna-
tive to both radio telemetry systems �vulnerable to weather,
rough seas, and pilfering� and cabled systems �vulnerable to
commercial trawling�. However, time-varying multipath and
often harsh ambient noise conditions characterize the under-
water acoustic channel, often making acoustic communica-
tions challenging. Much effort has been directed at develop-
ing channel equalizers and adaptive spatial processing
techniques so that coherent phase modulation can be used to
achieve the desired high spectral efficiencies.1,2 These tech-
niques are computationally demanding with many param-
eters needing to be set, requirements that are not especially
well suited for applications where autonomy, adaptability,
and long-life battery operation are being contemplated.

Time reversal �or phase conjugation, in the frequency
domain� was demonstrated3–5 in the early 1960s as a means
of refocusing sound that had been spread in time by propa-
gation through the ocean. More recent work on this
concept6–8 has seen further experimental validation and the
development of a number of applications. In particular, pas-
sive phase conjugation can be used for pulse compression,6

using a vertical line array receiver so that both spatial as well
as temporal focusing is achieved, which addresses the diffi-
culties posed by multipath for acoustic communications.9,10

In 2000, the U.S. Navy was developing an underwater
wireless networking system, called Seaweb, using acoustic
communications as the physical transport layer.11 We were

tasked to investigate and test a variant of pulse position
modulation �PPM� for use as an alternative modulation
scheme in this system. In the course of adapting the original
PPM scheme to Seaweb, we realized how this modulation
technique was connected to evolving work on time reversal
�phase-conjugation�,8 and ended up modifying it to better
exploit these new techniques for the Seaweb system.12 Com-
paring our work to other reported passive phase conjugate
methods,9,10,13 we use a single-element source and a single-
element receiver, without relying on an aperture at the source
or receiver for spatial focusing. To compensate, we rely upon
the gain from despreading direct-sequence spread-spectrum
�DSSS� sequences.14,15 DSSS is a form of code division mul-
tiple access or CDMA. As in terrestrial wireless CDMA sys-
tems, this modulation scheme can accomodate multiple users
if different orthogonal codes are assigned to different users.
In addition, using spread-spectrum sequences renders this
modulation scheme more difficult to detect16 for applications
where covertness is desired.

We review time reversal and phase conjugation in Sec.
II. Section III presents the details of our modulation scheme.
In particular, we show how varying the parameters of PPM
to increase its spectral efficiency pushes us to smaller alpha-
bets, leading us to abandon PPM in favor of differential
phase-shift keying �DPSK�, which has the smallest possible
alphabet. In Sec. IV, we present the results of testing these
modulation techniques and receiver algorithms in several sea
experiments.

Previously, work in both terrestrial wireless and under-
water acoustics considered a modulation technique called
code shift keying17 or sequence position modulation18 �both
variants of pulse position modulation or PPM� that also usesa�Electronic address: paul.hursky@hlsresearch.com
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spread-spectrum sequences.14,15 As we will outline, we favor
DPSK over PPM, but we note that code shift keying can
potentially benefit from time reversal �phase conjugation� as
well. We will also comment on the similarity of our DPSK
scheme to a Rake receiver �a type of receiver often used in
spread spectrum systems14�.

II. HOW TIME REVERSAL „PHASE CONJUGATION…

BENEFITS ACOUSTIC COMMUNICATIONS

A communication system consists of a transmitter that
sends a data-modulated waveform through a channel �in our
case, the ocean� and on to a receiver which must perform
some processing to recover the transmitted data. Typically,
the channel introduces distortion that limits the receiver’s
ability to recover the transmitted information. This distortion
includes attenuation, time spreading or multipath, and Dop-
pler shifts and spreads. The Doppler effects are due to trans-
mitter and receiver motion, as well as the motion of the
ocean boundaries and the ocean itself. If time spreading is
present in the channel �due to transmitted signals arriving
along multiple paths�, previously transmitted symbols may
corrupt the detection of the current symbol, a problem
known as intersymbol interference.

Various receiver algorithms have been developed to de-
spread the multipath arrivals �or equalize them, viewed in the
frequency domain�. In some cases, the diversity provided by
multiple arrivals is exploited so successfully that a net pro-
cessing gain is achieved, thus turning a problematic channel
property into an asset. Reducing intersymbol interference is
the “holy grail” of communications, because it enables sym-
bols to be transmitted at very high rates. One approach for
coping with intersymbol interference is to use an adaptive
filter19 to adjust a set of filter coefficients to minimize the
mean squared difference between the filtered output and ei-
ther a known training sequence or the closest known discrete
symbol value in a “decision-directed” mode.2 Although fast
algorithms for such equalizers have been the subject of much
research, this approach still requires great care with respect
to computational load, algorithm stability, and automated se-
lection of adaptive filter parameters for an unknown and of-
ten time-varying channel.

The time reversal �phase-conjugation� approach that we
are exploring in this paper avoids the explicit recovery of the
channel and its subsequent equalization via signal processing
and its associated algorithmic complexity. Instead, this ap-
proach implicitly recombines the multiple arrivals signal in-
stead of trying to invert the channel.9,10 To review how this
focusing is achieved, Fig. 1 illustrates two ways of imple-
menting time reversal, or phase conjugation �its frequency
domain equivalent�. We have labeled these two configura-
tions active phase conjugation,7,8 or APC, and passive phase
conjugation,6 or PPC. Both have been experimentally vali-
dated in the ocean. The channel impulse response �CIR�
function is h�t� and its Fourier transform is H���. H��� is the
Green’s function for the particular ocean waveguide and
source and receiver locations, although we omit the depen-
dence on locations in our notation. Recall that, in the fre-
quency domain, the convolution of h�t� and s�t� is H���S���.

Similarly, the correlation of s1�t� and s2�t� is S1���S2
*���,

where the asterisk indicates complex conjugation. In Fig. 1
and the text below, we use the frequency domain equivalents
of all waveforms, and drop the dependence on �.

In the active configuration �APC�:

• The left-hand station transmits a waveform S, which
travels through the channel H �from left to right in Fig.
1�, and is recorded on the right-hand station as HS.

• The right-hand station time reverses the received wave-
form, or equivalently, phase conjugates it, producing
H*S*, and retransmits it back to the left-hand station
�from right to left in Fig. 1�. The retransmitted wave-
form can carry either a sign or a phase to convey infor-
mation �back� to the left-hand station. Assuming the
channel has not changed, the time-reversed waveform
H*S* travels back through the same channel, and is con-
volved with H again, producing �H�2S* at the original
left-hand station, the time-reversed version of the origi-
nal signal S convolved with the autocorrelation of H.
The left-hand station is the information receiver in this
configuration.

In the passive configuration �PPC�, shown in the lower part
of Fig. 1:

• The left-hand station transmits S1, which travels
through the channel H, and is observed on the right-
hand station as HS1.

• The left-hand station transmits S2, which is observed on
the right-hand station as HS2 �again, if the channel has
not changed�.

• The right-hand station cross-correlates HS1 and HS2,
producing �H�2S1S2

*, the correlation of S1 and S2, con-
volved with the autocorrelation of the CIR H. The right-
hand station is the information receiver in this
configuration.

The basic idea in phase conjugation is that the autocorrela-
tion of the CIR �H�2 tends to reconcentrate or focus the mul-
tipath arrivals at zero time lag. The term �H�2 is the time
reversal or phase conjugation focusing operator.20 However,
depending on the distribution of the multipath arrivals in
h�t�, the autocorrelation may also have temporal sidelobes
that result in residual intersymbol interference, even after
focusing. Other researchers9,21 have used arrays of receivers

FIG. 1. Active and passive phase conjugation.
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or transmitters to average down these temporal sidelobes.
The different transmitter-receiver focused terms �i.e., �H�2S
or �H�2S1S2

*, depending on the configuration� are typically
aligned along their main peak, prior to averaging. As a result,
they share a common main peak, but have sidelobes at dif-
ferent locations. Upon averaging, all elements contribute to
the same main peak, but spread their sidelobes wherever they
may fall.

In our technique, we avoid the cost and complexity of
transmit or receive arrays by using spread spectrum se-
quences. This relies upon despreading gain and temporal fo-
cusing alone,12 although this does not yield bit rates as high
as can be produced with source and receiver arrays. This
focusing, or multipath recombination, is achieved at each
“symbol” by forming an inner product of the current and
predecessor snapshots of the channel, where each channel
snapshot is the output of a correlator matched to the known
spread spectrum sequence �we cycle through a known set of
orthogonal sequences�. Such a receiver structure is similar in
function to and has the �low� computational complexity of a
linear equalizer,19 although it is approximating the channel
inverse by its adjoint �our receiver forms the inner product of
H and its adjoint H*, to form the focusing operator �H�2�.

Figure 1 shows that the APC configuration focuses the
original waveform S �producing �H�2S at its receiver station�,
while the PPC configuration focuses S1S2

* �producing
�H�2S1S2

* at its receiver station�, the correlation of the two
consecutively transmitted waveforms �S1 and S2�. Therefore,
in our PPC configuration, the message must be encoded in
the correlation of the two consecutively transmitted wave-
forms S1 and S2. Encoding information in the correlation of
two waveforms is not a typical signaling scheme and may
provide some advantages, although we have not been par-
ticularly creative in pursuing this, other than to try the simple
variations described below.

III. WAVEFORM DESIGN FOR POINT-TO-POINT
ACOUSTIC COMMUNICATIONS USING PASSIVE
PHASE CONJUGATION

We will describe two signaling schemes, one based on
pulse position modulation �PPM�, the other on differential
phase shift keying �DPSK�.19 We have implemented these
two modulation schemes to take advantage of passive phase
conjugation �the PPC configuration in Fig. 1�. These wave-
form designs rely upon transmitting two waveforms, s1 and
s2, in which information bits have been embedded, with the
expectation that both s1 and s2 will propagate through the
same channel h, so that they are received as HS1 and HS2 �in
the transform domain�. As discussed in the previous section,
the passive phase conjugation �PPC� is realized by correlat-
ing these received waveforms to produce �H�2S1S2

*. This op-
eration produces a despread or focused S1S2

* because �H�2
combines the multipath arrivals.

As already mentioned in Sec. II, because we are working
with single hydrophones �no arrays�, we have more of an
intersymbol interference problem than in configurations
where arrays are used. To compensate for this, we rely upon
families of sequences called Gold codes,14,15 designed to
minimize the correlation between the sequences in each fam-

ily. Gold codes are similar to maximal-length sequences, or
m-sequences, that are often used in the underwater acoustic
community for their autocorrelation properties.22,23 Gold se-
quences, like m-sequences, are bipolar sequences with values
−1 and 1. Their special property is that any two different
Gold sequences from the same family have very low �circu-
lar� cross-correlation values �i.e., at all lags�. For integers
m�2 at which a preferred pair of m-sequences can be found,
a family of Gold sequences can be derived whose cross-
correlation spectrum is three-valued. There are 2m−1+2 Gold
sequences in each family. When transmitted, each Gold se-
quence modulates the phase of a carrier �i.e., using binary
phase-shift keying or BPSK modulation�.

Our modulation cycles through a series of Gold se-
quences �i.e., from the same family�, using a different Gold
sequence for each symbol. The particular order of the Gold
sequences being transmitted is known at the receiver, so the
appropriate matched filter can be applied to each received
symbol. When symbols overlap due to multipath, the low
cross-correlation property of the Gold sequences ensures that
the different matched filters do not let through much of the
interfering symbols. To accomodate multiple users simulta-
neously, different subsets of Gold sequences can be assigned
to different users—each user must have enough sequences so
that the time it takes to cycle through this user’s subset ex-
ceeds the time spreading in the channel. However, note that
we do not fully exploit the touted low cross-correlation prop-
erty of these sequences, because in the presence of multipath,
the correlation that is being performed on all the different
multipath arrivals is not circular.

A. Pulse position modulation using Gold sequences
„PPC-PPM…

Figure 2 shows how we implement �PPM� to take ad-
vantage of passive phase conjugation �PPC�. Here Gi indi-
cates the ith Gold sequence from a family of 2m+1 se-
quences, each a sequence of 2m−1 bipolar symbols, or chips,
where the start of each sequence is indicated by a single
arrow. Arrows indicating the onset of each Gold sequence
rather than the full-length sequences are shown to illustrate

FIG. 2. This diagram illustrates the waveform design for PPC-PPM. Each
arrow indicates the onset �in time� of a Gold sequence. Each Gi indicates
that the ith Gold sequence is being used �from a particular family of se-
quences�. Each symbol consists of a gray reference pulse and a black posi-
tion pulse �so three symbols are shown above�. The information is conveyed
by the separation between the reference pulse and the position pulse �shown
by the horizontal black arrows�. All sequences have the same length—the
interval between consecutive reference pulses �shown by the horizontal gray
arrows�. Gold sequences corresponding to the position pulses of consecutive
symbols may overlap.
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the scheme. Each sequence is actually a bipolar sequence
modulated by a carrier �i.e., BPSK modulated� of length in-
dicated by the horizontal gray arrows. Each Gi is repeated,
with the first Gi �indicated in gray� setting a reference posi-
tion, relative to which the position of the second Gi �indi-
cated in black� is measured. The varying distances between
reference and second positions are indicated by the horizon-
tal black arrows. The position of the second Gi is purposely
varied to convey the information bits being transmitted,
hence the name PPM. If the time interval between reference
Gi’s, indicated by the horizontal gray arrows, from Gi to Gi+i,
is divided into N resolvable time slots, each pair of Gi’s will
carry log2 N bits of information. To relate this design to the
notation in the introduction above, s2 is identical to s1, but
they overlap and the time between them is varied to set the
pulse position.

At the receiver, a matched filter tuned to Gi performs a
pulse compression on each Gi and reproduces the multipath
arrival structure associated with both instances of Gi. The
arrivals associated with Gj �j not equal to i� are to a large
extent suppressed �by the matched filter tuned to Gi�, since
the different Gold sequences have low cross correlation. Af-
ter this pulse compression, the matched filter output contains
two copies of the CIR, overlapped and delayed with respect
to one another, corresponding to each of the two Gj. At this
point it is possible to decode the information from the rela-
tive positions of the dominant arrivals only, but this would
not take advantage of the additional signal energy available
in the other arrivals. Instead, the concept is applied to our
pulse-compressed pair of Gi receptions. Each is spread by
what is probably the same channel, since there has been little
time for the channel to have changed during this interval, so
if we auto-correlate the matched filter output �tuned to Gi�,
we implicitly autocorrelate the CIR H by which each of the
two Gi receptions have been spread, realizing a filter consist-
ing of the time reversal �phase conjugation� operator �H�2 as
discussed in the previous section.

It is interesting to note that this refocusing could also be
exploited in the code shift keying work, if a reference se-
quence and a sequence to indicate position were somehow
incorporated �we need to correlate two copies of the h�t� to
form the autocorrelation of h�t� which provides the focus-
ing�. Our modulation scheme differs from those described in
the code shift keying and sequence position modulation
work,16,18 in that we do not circularly permute the waveform
that sets the position �for PPM�, but instead merely delay it.

B. Differential phase shift keying „DPSK… using Gold
sequences „PPC-DPSK…

With a bandwidth B, we can resolve PPM time slots
spaced at intervals of 1 /B. A symbol period of T seconds will
have room for BT time slots �or positions�, or log2 BT bits
per symbol, with a bit rate of

log2 BT

T . The bit rate can be
increased by increasing B or reducing T. Because the de-
nominator T grows faster than numerator log2 T, increasing
the number of PPM slots by lengthening T actually reduces
the bit rate. So, although we were originally motivated to use
PPM to pack more bits into each symbol, we find instead that

reducing the number of PPM slots is what increases the bit
rate. Ultimately, if we want a maximum bit rate, we should
use the smallest number of PPM slots that we can, which
suggests an alphabet of size two. In this section, we back off
from using PPM entirely, and adopt a DPSK framework,
encoding our information bits in the relative polarity of
neighboring Gold sequences.

Figure 3 shows an alternative PPC modulation wave-
form design. In this case, we cycle through the 2m+1 Gold
sequences, spacing them at regular intervals, but varying
their sign. The transmitted information is recovered at the
receiver by comparing the sign of the current Gi with the
sign of its predecessor Gi−1, in effect realizing a DPSK
modulation. In this case, s1 and s2 are different Gold se-
quences, Gi−1 and Gi, with the relative polarity indicating the
information bit being transmitted.

Figure 4 shows how each pair of consecutively transmit-
ted Gold sequences, Gi and Gi−1, are processed. S1 and S2 are
the waveforms at the receiver corresponding to Gi−1 and Gi,
with S2 following immediately after S1. At the transmitter, a
sign change may be applied to either Gi−1 and/or Gi, depend-
ing on the information bit being transmitted. It is this relative
sign that carries the information, and which must be recov-
ered by the receiver. After traveling through the channel, S1

is HGi−1 and S2 is HGi, each with a possible information
bearing sign change. S1 and S2 overlap and their start times
are calculated by a symbol timing process �to be described
later�. At the receiver, a matched filter tuned to the appropri-
ate Gold sequence �Gi−1 for S1 and Gi for S2� is applied to
each of the two waveforms, producing H �Gi−1�2sign�Gi−1�
and H �Gi�2sign�Gi�. The �G�2 factors are pulse compressions
of the Gold sequences. Both of these matched filter outputs
are essentially estimates of the channel H with the polarity
originally applied at the transmitter to carry the information

FIG. 3. PPC-DPSK waveform design.

FIG. 4. This is the PPC-DPSK receiver design, in which every pair of
consecutively arriving signals S1 and S2 is processed by a pair of matched
filters, S1 being correlated with Gold sequence Gi−1, and S2 being correlated
with Gold sequence Gi. The two matched filter outputs are correlated �in
block PPC� to compare the phases of S1 and S2. It is the phase difference
between S1 and S2 that carries the information bit. We have only tested phase
differences of 180 deg �i.e., changing the sign of S2 relative to S1 or not�.
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bit. Although we could compare the signs of individual peaks
from the two channel estimates, we want to combine all of
the multipath arrivals before we do that. As in the PPC-PPM
modulation, we correlate the two matched filter outputs, pro-
ducing waveform proportional to �H�2 , �Gi−1�2 , �Gi�2, and the
product of the signs of the two transmitted waveforms.
Again, we end up filtering our information bearing wave-
form, in this case sign�Gi−1�sign�Gi�, by the time reversal
�phase conjugation� focusing operator �H�2. This implicitly
recombines the multipath. The information bit is recovered
from the sign of this final correlation.

The PPC-DPSK modulation scheme is similar to spread-
spectrum schemes that use a Rake receiver for recombining
multipath arrivals.24 In both cases, a matched filter is applied
to a spreading sequence to isolate multipath arrivals. In the
case of a Rake receiver, multiple matched filters are applied
at a number of delays, or “fingers” �of the Rake�, prior to
combining the contributions from each “finger” so that they
are all aligned in time. In our PPC-DPSK, phase conjugation
or the inner product of H �Gi−1�2sign�Gi−1� and conj
�H �Gi�2sign�Gi�� is used to focus the multipath arrivals �this
inner product contains the focusing operator �H�2�. In the
case of the Rake receiver, some decision must be made as to
where to position the multiple “fingers” of the Rake receiver.
In Sec. IV B, we will show how we have borrowed an idea
from the Rake receiver to greatly improve our demodulation
results for the PPC-DPSK scheme.

C. Discussion

The usual dilemma in APC and PPC, at least in how it
has been implemented previously, is that the channel esti-
mate must be periodically refreshed to keep up with a time-
varying channel. This is done by interrupting the flow of
information bits to send a probe pulse to recalibrate the chan-
nel and waiting for the channel to clear before reinitiating
information bits. An alternative to “clearing the channel” in
this way has been investigated by other authors,13 in which
the channel estimate is continually refreshed, using the cur-
rent block of detected symbols to estimate the channel for
the next block of symbols. The channel is estimated by find-
ing the best fit �in a least-squares sense� to the received data
and the decoded symbols, although this seems to get away
from the minimalist implementation that is usually cited as
PPC’s main attraction. Our two transmission schemes �PPC-
PPM and PPC-DPSK�, described in the previous section, do
not require an explicit channel estimate since they implicitly
refresh the channel state information by cross-correlating
waveforms corresponding to consecutive pulses �PPM� or
symbols �DPSK�.12

The spacing between consecutive sequences determines
the bit rate

R = 1/Tspacing �1�

but we cannot reduce this spacing indiscriminately, because
these sequences are not perfectly orthogonal, especially after
being convolved with a CIR function. Their touted good �i.e.,
low� cross correlation properties are based upon periodic �or
circular� cross correlation and accurate “framing” of the se-

quence. Neither condition is realized in our modulation
schemes, because the various multipaths arrive at different
times and because the different sequences are staggered in
our modulation scheme. As a result, there is more interfer-
ence between the overlapped sequences than is predicted for
these sequences under perfect conditions. Increasing the bit
rate by reducing the symbol spacing creates more overlap
between sequences and makes the interference worse.

Gold sequences have lengths of 2m−1 for a particular
choice of m. The longer the sequence, the lower its autocor-
relation sidelobes and correlations with other Gold sequences
from the same family. However, longer sequence lengths
mean more of an overlap with following sequences, if the
spacing is kept the same. As a result, the length must be
chosen as a compromise between these two competing con-
siderations.

The chip rate should ideally be matched to the band-
width. A chip rate of 4 kHz results in spectral nulls at the
edges of our 8 kHz band, and is thus optimal for our band-
width. We also tested chip rates of 8 and 16 kHz in order to
gain their resulting higher bit rates, knowing they are not
matched to our 8–16 kHz band and that their cross-
correlation properties would be degraded as a result of losing
out-of-band information.

When consecutive Gold sequences are overlapped, an
unacceptably high peak to average power ratio can result, as
in multiple carrier modulation schemes, such as orthogonal
frequency-division multiplexing or OFDM. A set of con-
structively interfering Gold sequences can produce an unusu-
ally large and isolated peak. If we scale the transmitted
waveform according to this single isolated peak, our trans-
mitted waveform will have an unacceptably high peak-to-
average-power ratio, resulting in very low average transmit-
ted power. To avoid this, we clipped isolated peaks to
minimize this loss in transmitted power, recognizing that this
results in some degradation in the receiver matched filter,
since some of the transmitted waveform was lost to this clip-
ping. The incidence of unusually large and isolated peaks is
proportional to the number of overlapping Gold sequences,
so this too limits our bit rates.

IV. RESULTS OF TESTING DURING SIGNALEX
EXPERIMENTS

The U.S. Navy has supported a series of sea tests under
the SignalEx program25 to measure channel effects upon dif-
ferent underwater acoustic signaling schemes, including our
passive phase conjugate technique. These tests have been
performed in a variety of environments using lightweight,
modular hardware units, called Telesonar Testbeds, shown in
Fig. 5. These testbeds, developed at SPAWAR Systems Cen-
ter, are unique, high-fidelity, modular, reconfigurable, au-
tonomous, wide-band instruments for high-frequency acous-
tic propagation and communication research. They consist of
a PC-104, single-board computer in a deployable bottle, in-
cluding hard drives for recording received waveforms or
sourcing waveforms for transmission. The testbed can record
waveforms on a four-channel receive array �spaced for diver-
sity, with elements separated by five wavelengths at 12 kHz�
and transmit in three bands, 8–16, 14–22, 25–50 kHz. A very
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accurate clock allows for time-division multiplexed trans-
missions from multiple testbeds. The testbed units are also
equipped with a commercial acoustic modem for status
checking and remote control. During a typical experiment,
two testbed units are deployed. One is moored to the sea
floor and the other is deployed over the side of a small boat,
which is either anchored or allowed to drift. One testbed
transmits a preprogammed sequence of waveforms stored on
disk, and the other testbed records the received waveforms
�to disk�, after they have traveled through the ocean wave-
guide. The transmission sequences and power levels can be
controlled remotely via the commercial modem. We will
present results for fixed-drifting configurations at two sites.

A. Results from SignalEx-E: Ship Island, off Gulfport
during AUV/Modem Fest 2001

The SignalEx-E experiment was performed near Ship
Island on 24-25 October 2001, during ModemFest/AUVFest
off the coast of Florida. The source was deployed at a depth
of roughly 2 m over the side of a boat that was allowed to
drift at roughly 0.6 m/s. The receiver was moored to the sea
floor. The bathymetry along the transmission path was nearly
constant at a depth of 5 m. Figure 6 shows the drift track,
starting at a range of about 1 km and ending at a range of
roughly 5 km.

Figure 7 shows the CIR measured by applying a
matched filter to a series of hyperbolic frequency-modulated
�HFM� chirps, each 50 ms long, sweeping from 8 to 16 kHz,
transmitted every 250 ms. There is virtually no multipath in
this extremely shallow water channel �the horizontal axis
spans only 6 ms�. The bottom was silt �from examining the
receiver moorings�, but even if it were more reflective,
acoustic paths having even a slight grazing angle would in-
teract with it so many times over the ranges we were oper-
ating at that they would be absorbed. The few bottom-
interacting paths that would get through at very shallow
grazing angles would have virtually the same travel time as a
direct or surface reflected path �and would contribute to the
response shown in Fig. 7�.

Both the PPC-PPM and PPC-DPSK modulation
schemes were tested at this site, each at two different rates.
The transmitted packets for each of these rates were roughly
15 s long.

The PPC-PPM modulation used m=7 Gold sequences,
each Gold sequence being repeated, as discussed in Sec.
III A. Rates of 126 and 188 bps were tested. The lower-rate
modulation used Gold sequences with a chip rate of 4 kHz
and 4 bits per PPM symbol �16 PPM slots�. The higher-rate
modulation used Gold sequences with a chip rate of 8 kHz
with 3 bits per PPM symbol �8 PPM slots�.

The PPC-DPSK modulation used m=7 Gold sequences
with a chip rate of 8 kHz �i.e., 8000 sequence bits per sec-
ond�. Rates of 160 and 264 bps were tested by varying the
symbol periods �i.e., the spacing between sequences, or
equivalently, between DPSK symbols�.

Figure 8 shows a diagnostic output of our modem at the

FIG. 5. Telesonar Testbed used to collect data.

FIG. 6. SignalEx E configuration by Ship Island near Gulfport during AUV/
Modem Fest 2001, showing the receive Telesonar Testbed at the origin, and
five locations of the transmitter during its drift away from the receiver, when
our packets were transmitted.

FIG. 7. Channel impulse response �CIR� measured as the transmitter drifted
away from the receiver during SignalEx E at Ship Island near Gulfport,
during ModemFest 2001.
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5.4 km range for the 160 bps PPC-DPSK transmissions. This
is the packet at which the most bit errors were observed. All
four plots are synchronized along a common x axis that in-
dicates symbol number. The upper two plots show symbol
values over the length of a 2359 bit packet �i.e., values of
�H�2S1S2

* from Sec. I�, with the first plot showing values for
all the symbols in the packet, and the second plot showing
only the values at which bit errors occurred. The third plot
shows the deviations of the estimated symbol times from
symbol times calculated by adding the known symbol period
to the previous symbol time. The purpose of this plot is to
identify which bit errors are due to symbol timing errors. In
this case, symbol synchronization loss accounts for some of
the bit errors near the middle of the packet. The fourth plot
shows the matched filter energy from the symbol timing cal-
culation, and is intended to identify when bit errors are
caused by low SNR. In this case, there is an energy spike
near the end of the packet, caused by a loud broadband tran-
sient of unknown origin �that is apparent in the spectrogram
of this data�. The errors that occur at this time are probably
due to this transient. The separation between positive and
negative symbol values in the first plot is also a good indi-
cator of the quality of the information bits being detected.
When this gap closes, there is not much signal excess for
ambient noise to overcome to cause a bit error.

Table I summarizes the results of testing the PPC-DPSK
and PPC-PPM schemes.

B. Results from SignalEx-F: off the coast of La Jolla
in San Diego, California

Figure 9 shows the bathymetry and drift track �top plot�
and the sound speed, source, and receiver depths, and the
bottom composition �bottom plot� from the SignalEx-F test
performed off the coast of La Jolla in San Diego, California,
on May 10, 2002.

Figure 10 shows how the ocean channel varied with
range �from about 500 m to 6 km� as the source platform

drifted away from the receive platform over a five hour time
interval. Each scan line is the result of averaging the matched
filter outputs from forty 50-ms chirps, repeated at 250 ms
intervals. The matched filter outputs were aligned by circu-
larly shifting each scan line relative to its predecessor, so that
the maximum correlation of each two consecutive scan lines
is shifted to time lag zero.

A set of PPC-DPSK packets, one at each of the three
rates being tested, was transmitted every half hour during
this test. Each packet contained 2240 bits. Each data packet
was preceded by a 100–ms LFM chirp sweeping from 8 to
16 kHz, which was used to determine the start of a packet
�i.e. initial synchronization�.

We transmitted 127-chip Gold sequences �m=7� in the
8–16 kHz band at chip rates of 4, 8, and 16 kHz �having
lengths of 32, 16, and 8 ms�, spaced at intervals of 12, 6, and
3 ms �for rates of 80, 160, and 320 bps�. There are 129 Gold
sequences at m=7, so unless the channel spread is exception-
ally long �387 ms for the 3 ms spacing�, there are enough
sequences to ensure that cycling through them will not result
in a situation where a previous transmission of a particular
sequence interferes with a current transmission of that same
sequence, due to the channel spread.

FIG. 8. Diagnostic display from testing the 264 bps
PPC-DPSK modulation at 5 km range. All four plots
are synchronized along a common x axis that shows the
2359 symbols that make up the packet. The first plot
shows values for all the symbols in the packet �the sign
of these values is used to “detect” which information bit
was transmitted�. The second plot shows only the sym-
bols that were incorrectly labeled �note the different
y-axis scale, compared to the first plot�. The third plot
shows deviations of estimated symbol times from ex-
pected symbol times �the symbol timing errors near the
middle of the packet coincide with the first group of bit
errors�. The fourth plot shows the matched filter energy
output by the symbol timing calculation �the energy
spike near the end of the packet coincides with another
group of bit errors�.

TABLE I. Bit error rates from PPC-DPSK and PPC-PPM modulation
schemes during SignalEx-E �at Ship Island� at five transmitter-receiver
ranges �see Fig. 6�.

DPSK-1 DPSK-2 PPM-1 PPM-2

Range�km�
160

�%�bps
264

�%�bps
126

�%�bps
188

�%� bps

1.2 0.0 0.7 0.4 7.0
2.2 0.0 0.5 0.6 2.0
3.2 0.4 1.3 1.4 3.0
4.3 0.0 3.0 0.7 5.0
5.4 0.8 9.3 3.1 Synch failed

2359 bits/
packet

3899 bits/
packet

1880 bits/
packet

2790 bits/
packet
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This data was initially processed using the PPC receiver
described above, but showed poor results in this channel,
compared to previous tests and other modulation schemes
�CDMA with a Rake receiver and Multi-frequency shift key-
ing or MFSK�. After reviewing the data in great detail, we
modified the receiver algorithm to threshold the matched fil-
ter outputs, so that contributions whose values were less than
25% the value of the tallest peak were discarded. Only the
values exceeding this 25% threshold were used to calculate
the polarity of each symbol relative to its predecessor.

Apparently, due to the greater multipath in this environ-
ment, the contribution from the sidelobes of the Gold se-
quence auto and cross correlations and of the CIR autocor-
relations was overwhelming the information in the multipath
arrivals. This is not surprising, given that we were �1� push-

ing the chip rate to 8 and 16 kHz, twice and four times the
4 kHz chip rate supported by our 8–16 kHz band and �2�
overlapping the Gold sequences to increase the information
bit rate. Thresholding the matched filter outputs so that only
the high amplitude multipath arrivals were “counted” re-
sulted in greatly improved bit error rates.

This idea is also used in Rake receivers for modulation
schemes, where contributions from Rake “fingers” are also
thresholded and only the higher amplitude contributions are
used to form the detection statistic.24

Figure 11 shows various diagnostic displays from our
PPC-DPSK receiver for the 160 bps rate at 1.8 km range
�packet 3�. The upper left plot shows the CIR measured from
a 100 ms LFM chirp, used as a synchronization marker
roughly 30 ms ahead of the information bits. The upper right
plot, a gray scale image, shows channel measurements made
using the information-carrying Gold sequences. Each column
of this image contains a channel estimate, with multipath
time of arrival in milliseconds along the y axis, and symbol
time �slow time� in seconds along the x axis. Each Gold
sequence is roughly 16 ms long, and overlaps its immediate
predecessor by 10 ms and its earlier predecessor by 4 ms,
since the sequences are transmitted every 6 ms. The low
cross correlation between different Gold sequences mini-
mizes the “cross talk” between consecutive, overlapping
Gold sequences, and provides frequent channel measurement
updates �every 6 ms�. The lower left plot looks very similar
to the previous plot �upper right�, but it is a black and white
dot plot, with the dots indicating the subset of CIR waveform
samples that were used to calculate the phase difference for
each two consecutive Gold sequences �i.e., for PPC-DPSK�.
The same strong multipath arrival pattern is visible in both
the upper right image and the lower left dot plot. The dots
correspond to those samples whose values exceed the 25%

FIG. 9. The top plot shows the SignalEx F configuration in La Jolla, 2002,
with the fixed receiver at the origin, and a series of transmitter locations
�indicated by plus markers� as the source platform drifted away from the
receiver. The bottom plot shows the source and receiver depths, the sound
speed profile, and the bottom properties. �a� Bathymetry contours and source
track. �b� Sound speed profile and bottom properties.

FIG. 10. Channel impulse response �CIR� measured during SignalEx F �off
La Jolla in San Diego, CA, in 2002�, using dedicated LFM channel probes.
This shows how the CIR varies as a function of range �from 500 m to
6 km�. These channel measurements correspond to periodic probe pulse
transmissions �every two minutes� as the source platform drifted away from
the receiver.
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threshold set relative to the tallest peak in each channel es-
timate. The lower right plot shows the PPC-DPSK constella-
tion values for the entire 14 s packet.

Table II summarizes the results of testing our PPC-
DPSK modulation scheme at three different rates during the
SignalEx F experiment. The uncoded error rates for both the
80 and 160 bps data sets were low enough that a convolu-
tional decoder could completely recover the data without er-
rors. However, the bit error rates observed for the 320 bps
rate were probably catastrophic at all ranges.

V. SUMMARY AND CONCLUSIONS

PPC implicitly equalizes the channel by refocusing
channel spread. We have shown how PPC temporal compres-
sion, in a point-to-point configuration �i.e., without arrays of
sources or receivers�, can be augmented by using Gold se-
quences to implement receivers based on both PPM and
DPSK modulation schemes. We have shown that the PPC-
DPSK modulation is more spectrally efficient than PPC-

PPM. These PPC-based modulations and their associated re-
ceiver algorithms were tested at two SignalEx experiments,
one at Ship Island, Mississippi, a very shallow water site
with a depth of 5 m and very little channel spread �both
PPC-PPM and PPC-DPSK were tested there�, and another
off La Jolla, California, a moderately shallow water site with
a depth of 75 m and moderate channel spread �only PPC-
DPSK was tested there�. For PPC-PPM, bit rates of 126 and
188 bps were reliably demodulated at the Ship Island site
�reliable meaning uncoded bit error rates were low enough
that a convolutional decoder would be able to completely
recover from them�. For PPC-DPSK, bit rates of 160 and
264 bps at Ship Island, and bit rates of 80 and 160 bps at the
La Jolla site, all in a 8–16 kHz band, were reliably demodu-
lated. These experiments were performed at environments
and ranges that are being considered for underwater wireless
networks.

After obtaining relatively poor results �high bit error
rates� in the La Jolla data with an initial PPC-DPSK receiver

FIG. 11. Measured channel impulse response �upper left�, gray-scale image of channel measurements using Gold sequences �upper right�, dot plot showing
subset of samples that exceed the 25% threshold �lower left�, and constellation from the 160 bps packet 3 �lower right�. �a� Initial measurement of channel
impulse response �from probe�. �b� Channel measurements, one per symbol, made from Gold sequences. �c� Multipath arrivals detected from the envelope of
matched filter output �on each Gold sequence�. Each dot indicates a sample used to form the symbol detection statistic. �d� DPSK constellation versus time.
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design, we modified our receiver algorithm to omit low-
amplitude contributions to the final phase comparison. At
low amplitudes, most of the energy is due to sidelobes of the
various correlation processes and to ambient noise. Restrict-
ing the phase comparison to higher amplitude contributions
ensured that only those samples most likely to be multipath
arrivals �and not spurious sidelobes� would contribute to the
detection statistic. This is similar to what is sometimes done
in Rake receivers for CDMA systems, where individual mul-
tipath arrivals are not included in the multipath recombina-
tion unless they exceed a minimum threshold. This modifi-
cation resulted in greatly reducing the bit error rates at the 80
and 160 bps PPC-DPSK modulations. However, even with
these improvements, the PPC-DPSK design at 320 bps con-
sistently failed in the La Jolla test data. This was due to the
level of multipath in this environment which exacerbated the
degradation caused by compromises made to transmit at this
rate, such as transmitting only part of the signal bandwidth
needed to support the 16 kHz chip rate and clipping the sig-
nal to maintain its peak to average power ratio.

Thresholding the channel impulse response, so that only
the strong arrivals contribute to the subsequent processing,
can perhaps also improve the performance of other channel-
estimate based signaling methods, including those based on
multichannel time reversal �phase conjugation�.

The novel modulation schemes considered in this paper
have some interesting properties which may recommend
them for use in operational systems. They are very simple,
yet have a mechanism for dealing with intersymbol interfer-
ence. Given their use of spread-spectrum sequences, they
afford some potential for covert and multiuser applications.
However, because their structure does not fully exploit the
correlation properties of Gold sequences �due to multipath
and because circular correlations cannot be used�, they only
mitigate intersymbol interference to a certain extent. As a
result, the rates provided by these modulation schemes are

relatively limited, compared to phase-coherent schemes in
which more sophisticated receiver algorithms are typically
used.
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The recent discovery of superior semicircular canal �SC� dehiscence syndrome as a clinical entity
affecting both the auditory and vestibular systems has led to the investigation of the impact of a SC
opening on the mechanics of hearing. It is hypothesized that the hole in the SC acts as a “third
window” in the inner ear which shunts sound-induced stapes volume velocity away from the cochlea
through the opening in the SC. To test the hypothesis and to understand the third window
mechanisms the middle-ear input admittance and sound-induced stapes velocity were measured in
chinchilla before and after surgically introducing a SC opening and after patching the opening. The
extent to which patching returned the system to the presurgical state is used as a control criterion.
In eight chinchilla ears a statistically significant, reversible increase in low-frequency middle-ear
input admittance magnitude occurred as a result of opening the SC. In six ears a statistically
significant reversible increase in stapes velocity was observed. Both of these changes are consistent
with the hole creating a shunt pathway that increases the cochlear input admittance.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2204356�

PACS number�s�: 43.64.Ha, 43.64.Tk, 43.80.Lb �BLM� Pages: 258–269

I. INTRODUCTION

Superior semicircular canal dehiscence �SCD� syndrome
is a recently defined clinical syndrome �Minor et al., 1998�
associated with both auditory and vestibular symptoms
�Brantberg et al., 2000; Cremer et al., 2000; Mikulec et al.,
2004; Minor, 2000; Minor et al., 2003, 1998� and caused by
an opening or dehiscence in the bone separating the superior
semicircular canal �SC� from the cranial cavity. The clinical
presentation suggests that alterations in the state of the SC
can affect auditory function. Previous work in our laboratory
has demonstrated that introducing a hole in the chinchilla SC
leads to decreased auditory sensitivity to air-conducted
sound as measured by cochlear potential �Songer and
Rosowski, 2005�. The “third window” hypothesis has been
suggested as an explanation for the auditory symptoms asso-
ciated with SCD syndrome �Minor et al., 1998; Rosowski et
al., 2004�. The hypothetical existence of a third window in
the normal inner ear has been discussed by Bekesy �1960�,
Barany �1938�, and Tonndorf �1972� among others.

Our invocation of the third window hypothesis proposes
that the SC opening acts as a third window in the inner ear,
which provides an additional low-acoustic impedance path-
way for perilymph volume velocity in the inner ear. This

pathway shunts volume velocity away from the cochlea, re-
sulting in decreased stimulus magnitude to the cochlea and a
resultant decrease in auditory sensitivity. In addition to pre-
dictions of auditory sensitivity, the third window hypothesis
predicts changes in inner ear mechanics as a result of the SC
opening. One of the predictions is an increase in inner ear
input admittance, which would cause an increase in middle-
ear input admittance �YME� at frequencies where the admit-
tance of the inner ear influences the YME. Previous work in
chinchilla shows that the YME is dominated by the admittance
of the inner ear for frequencies between 80 and 500 Hz
�Rosowski and Ravicz, 2001; Rosowski et al., 2006�, so we
expect the greatest effects related to SC opening within this
frequency range. Another prediction of the third window hy-
pothesis is a frequency-dependent increase in stapes velocity
due to the increased inner ear admittance.

In this study we will test the third window hypothesis by
looking at changes in responses to sound caused by experi-
mental manipulations of the SC. These manipulations are
intended to mimic the acousto-mechanical consequences of a
SC opening such as those observed in SCD syndrome.

II. MATERIALS AND METHODS

A. Animal preparation

Thirteen anesthetized chinchillas were used in this study.
The chinchilla was chosen as an animal model for this work
because its range of hearing is similar to that of humans

a�Electronic mail: jocelyns@mit.edu
b�Electronic mail: john�rosowski@meei.harvard.edu
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�100 Hz to 30 kHz at 30 dB above best thresholds �Miller,
1970��, it has an easily accessible SC, and it has been used in
previous studies to evaluate the effect of SC manipulations
on vestibular and auditory function �Carey et al., 2000; Hir-
vonen et al., 2001; Songer et al., 2004; Songer and Rosowski
2005�. The chinchillas were anesthetized with intraperitoneal
�IP� injections of pentobarbital �50 mg/kg� and ketamine
�40 mg/kg� with boosters every 2 h or sooner as needed.
The experiments were carried out in accordance with the
Massachusetts Eye and Ear Infirmary Animal Care and Use
Guidelines.

After the animal was anesthetized and tracheotemized,
the bone of the superior bulla was exposed, and a hole was
cut into it so that both the medical surface of the tympanic
membrane and the SC could be accessed �Fig. 1�. The tendon
of the tensor tympani was severed with a small knife and the
stapedius muscle was immobilized by sectioning the facial
nerve medial to the stapedial branch �Songer and Rosowski
2005�. The middle-ear muscles were immobilized because
previous work �Rosowski et al., 2006� has demonstrated
middle-ear muscle contractions in chinchilla despite anesthe-
sia.

A hole was then introduced into the bone of the ipsilat-
eral posterior bulla through which the round-window and
lenticular process of the incus were observed. Both the supe-
rior and posterior bullar holes were left open throughout the
measurements. The bony wall to which one end of the sta-
pedius tendon attaches �the other end attaches to the stapes�
was then resected between the tendon attachment, the hori-
zontal semicircular canal, and the round window in order to
visualize the stapes footplate and crura. Subsequently, three
to six autoreflective beads �50 � in diameter and approxi-
mately 0.07 �g each� were placed on the stapes footplate.
Fluid in or around the footplate was removed using fine pa-

per points prior to measurements of stapes velocity �Vs� to
prevent fluid-based signal artifact and ensure a proper reflec-
tion from the beads.

The pinna and cartilaginous ear canal were resected and
the bony ear canal shortened by surgically removing the
bone. A probe-tube microphone and calibrated sound source
were then coupled to a short brass tube which was cemented
to the remnant of the bony ear canal. A log-chirp with fre-
quency components at 11-Hz intervals from
11 Hz to 24 kHz was used as the stimulus; such chirps have
a low-frequency emphasis. Both the sound pressure at the
tympanic membrane �PTM� and Vs were measured in re-
sponse to repeated chirp stimuli at three different stimulus
levels �covering a 20-dB stimulus range� to check for linear-
ity.

After a series of baseline measurements was conducted,
a large hole �0.4 mm by 0.6 mm; the diameter of the canal is
0.4 mm� was introduced into the SC, about 3 mm superior to
the ampulla, using a fine chisel to remove the bone overlying
the canal. This resulted in the fluid within the canal being
exposed to the air-filled middle-ear cavity. A series of mea-
surements was conducted with the SC open. Finally, the SC
hole was covered �patched� with cynanoacrylic glue �Super-
glue®� and a third series of measurements was completed.
The Superglue® provided a rigid, water-tight covering over
the SC hole.

B. Instrumentation

1. Source and admittance measurements

All of the data in this paper are presented as transfer
functions. Measurements of microphone voltage and laser
output were made at three different stimulus levels corre-
sponding to 94, 84, and 74 dB SPL. For frequencies below
500 Hz some nonlinear growth in the middle-ear input ad-
mittance �YME� was observed �see Sec. III A�. Such nonlin-
ear growth has been documented previously in chinchilla
�Kim et al., 1980; Rosowski et al., 2006; Ruggero et al.,
1996� and is not seen in passive loads, indicating that it is not
due to a nonlinearity in the stimulus system. Over the re-
maining frequency range both the microphone signal and the
laser signal responded linearly to varied stimulus levels and
had a high ��10� dB signal-to-noise ratio across the range of
levels tested.

The microphone voltage, in conjunction with calibrated
source measurements, was used to calculate YME. The mea-
sured microphone voltage was converted to sound pressure
using a previously determined calibration factor. Following
this, the volume velocity of the equivalent ideal velocity
source for the calibrated source �US� was divided by the
sound pressure measured at the tympanic membrane �PTM�
and the admittance of the source �YS� was subtracted from
the total admittance in order to yield the YME �Lynch et al.,
1994; Songer et al., 2005�:

YME =
US

PTM
− YS. �1�

The admittance was then corrected for the residual ear canal
and earphone coupler space using a transmission-line correc-

FIG. 1. A schematic of the chinchilla middle-ear cavity �coronal view�
illustrating both the superior and posterior bulla approaches in addition to
the stapes, round window, superior semicircular canal, sound source, and
laser.
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tion �Lynch et al., 1994� where the length of the residual
canal and sound coupler was estimated to be 6.0 mm and the
average radius of the tube was 2.4 mm. Lynch et al. �1994�
and Huang et al. �2000� demonstrate that the accuracy of
admittance measurements and canal corrections are good
�±30% in magnitude and ±0.3 rad at frequencies below
10 kHz�.

2. Laser Doppler vibrometry

Laser Doppler vibrometry �LDV� was used to measure
the sound-induced velocity of the stapes based on the Dop-
pler shift of light reflected from autoreflective plastic beads
on the stapes footplate. We used a “single point LDV” from
Polytech PI �OFV 5000� to measure the velocity of the stapes
motion over the frequency range of 11 Hz to 10 kHz. The
proportionality between LDV output voltage and velocity
was checked using a calibrated accelerometer mounted on a
shaker and found to be equal to the manufacturer’s specifi-
cation for the frequencies of interest �between 50 Hz and
10 kHz�. A micromanipulator was used to focus and direct
the laser beam on the stapes footplate. The velocity data will
be presented as transfer functions where Hp is the middle-ear
transfer admittance �Vs / PTM�.

3. Inclusion criterion: Does closure of SC opening
return measurements to intact values?

The YME and Hp were measured with the labyrinth in-
tact, with a SC hole, and with the hole patched. The measure
we use for describing the effectiveness of the patch in recre-
ating the intact state is the rms magnitude difference,

rms difference =�1

n
�

0

n �1 −
�MIntact�

�MPatched�
	2

, �2�

where n refers to the number of data points between 100 and
5000 Hz, MPatched is the measured YME or Hp after the hole
is patched, and MIntact is the YME or Hp with the SC intact.
If there was a perfect match between the intact and
patched measurements, the rms difference would equal
zero. Data sets were included in the study if the rms dif-
ference for the Hp and/or the rms difference for the YME

was less than an arbitrary threshold set at 0.3. This crite-
rion was designed to reject data from experiments in
which either the inner ear was damaged or methodological
problems occurred. A similar methodology had been used
previously to evaluate changes in hearing sensitivity asso-
ciated with SC opening �Songer and Rosowski, 2005�.

III. RESULTS

A. Linearity

In the measurements of both middle-ear input admit-
tance �YME� and middle-ear transfer admittance �Hp� in the
intact ear, a notch was observed between 150 and 200 Hz
that exhibited nonlinear behavior �level dependence�. Figure
2�a� shows the mean YME magnitude and phase for five ears
�ears 8, 9, 10, 11, and 12� with measurements at ear canal
sound pressures of 94, 84, and 74 dB SPL. The five ears
were chosen because measurements at all levels were avail-

able for both YME and Hp in each of the states. A level
dependence was observed in each of the five ears for fre-
quencies below 300 Hz. Above 1 kHz there are no differ-
ences among the mean YME measurements at different stimu-
lus levels. Between 400 and 1000 Hz variations are seen in
YME that are attributed to noise in the sound pressure mea-
surement at the lowest stimulus level. Below 400 Hz, how-
ever, differences in magnitude and phase are apparent for the
three stimulus levels. The measurement at 94 dB SPL exhib-
its the most prominent notch near 165 Hz �both in magnitude
and phase�. In response to the 84 dB stimulus, the notch is
shallower in both magnitude and phase. The shallowest
notch in both magnitude and phase is observed in response to
the 74 dB SPL stimulus. The measurement in response to the
74 dB SPL stimulus is noisier �has more irregularities in both
magnitude and phase� for frequencies below 600 Hz than the
measurements at 84 and 94 dB SPL. As the stimulus level
decreases the signal-to-noise ratio worsens, leading to in-
creased sensitivity to noise. The differences in the notch
depth at different stimulus levels indicate a nonlinearity.

The Hp measurements also exhibit a notch in magnitude
and phase near 165 Hz as illustrated in Fig. 2�b�. Measure-
ments of Hp at three different stimulus levels �74, 84, and
94 dB SPL� were made to determine if the notch in Hp was
also nonlinear. Once again, the notch is deepest in response
to the 94 dB SPL stimuli and shallowest in response to the
74 dB SPL stimulus. The measurements in response to the
74 dB SPL stimuli also have more irregularities in both mag-
nitude and phase than the measurements at the other stimulus
levels.

The notch we observed near 165 Hz in our YME and Hp
measurements is consistent with previous measurements of
Vs �Ruggero et al., 1990� and YME �Rosowski et al., 2006�
with open bullae. The similarity between the YME and Hp
nonlinearities suggests that the nonlinearity is the result of
mechanical processes that affect the sound pressure produced
by our source.

In addition to the level dependence of the notch near
165 Hz, nonlinear behavior is observed in YME and Hp for
frequencies below 100 Hz. This apparent nonlinearity is
thought to arise due to the deterioration of the signal-to-noise
ratio as stimulus level is decreased. For the remainder of this
paper all of the data presented will be in response to the
94 dB SPL stimulus.

B. Middle-ear input admittance „YME…

The YME measured before and after the introduction of a
SC hole was evaluated in eight ears corresponding to ear
numbers: 5, 6, 7, 9, 10, 11, 12, and 13. Ears 1, 3, and 8 were
excluded from the study because they did not meet the in-
clusion criteria �rms difference exceeded 0.3�. Ears 2 and 4
were excluded due to a procedural problem: a leak between
the acoustic coupler and the earphone introduced errors into
the YME measurements.

1. YME: SC intact

The measured YME with the SC intact in the eight ears is
plotted in Fig. 3. There is a peak in �YME� near 100 Hz. At
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lower frequencies YME is roughly compliant in six of the
eight ears: the mean �YME� grows with frequency below
100 Hz, though the log-log slope is 1.7 �equivalent to
10.4 dB/oct�, somewhat larger than the proportionality of
YME and frequency �log-log slope of 1 or 6 dB/oct� expected
of a compliance, and the observed phases range between 0.8
and 1.5 rad, where a pure compliance would have a phase
angle of � /2 �1.57 rad�.1

There is a dip in both the magnitude and phase of YME in
all eight ears between 100 and 250 Hz, with a local minima
near 165 Hz. Between 200 and 220 Hz there is a peak in
magnitude and the phase approaches zero.

Between 200 and 660 Hz both the YME magnitude and
the phase angle decrease. The phase goes from near zero to
−0.5 rad as the frequency increases, and the magnitude de-
creases with a log-log slope of −0.5 �−3.1 dB/oct�. The
changes in both magnitude and phase are consistent with the
system becoming less resistive and more masslike. In this
frequency range ear 5 is an outlier in that its magnitude and
phase decrease more rapidly than the others with the phase
appearing to change quickly from positive to negative near
250 Hz.

Between 1 and 2 kHz the mean �YME� decreases rapidly
with a slope of −1.5 �−9.2 dB/oct�. All eight ears then ex-
hibit a minimum in the �YME� and a jump in the YME phase of
�� /2 radians between 2 and 3 kHz. The depth of the �YME�
minimum and its precise frequency vary among ears; ear 5

shows the least prominent minimum. This minimum has pre-
viously been associated with an antiresonance produced by
the interaction of the compliance of the middle-ear cavity
and the radiation impedance of the cavity holes �Ravicz et
al., 1992; Rosowski et al., 2006�. At frequencies above this
antiresonance �above 3500 Hz� the mean YME magnitude and
phase angle show a maximum and then are roughly fre-
quency independent. The approximately constant mean mag-
nitude and phase angle between 0 and � /4 �0.79 rad� at
higher frequencies are consistent with resistive behavior,
though the angles of some of the individuals are quite vari-
able and look more compliant as they approach � /2.

Similar frequency dependencies in the magnitude and
angle of YME with open bullar holes were seen in a previous
study, including: the approximately compliant behavior of
the YME at frequencies less than 100 Hz, the maxima and
minima in YME magnitude and angle near 200 Hz, and the
large notch in magnitude and sudden phase change associ-
ated with bullar-hole resonances �Rosowski et al., 2006�.

2. YME: SC opening

Figure 4 illustrates the YME of a representative ear with
the SC intact, with a SC hole, with the SC hole patched, and
with the patch removed. This ear meets the reversibility re-
quirement in that the intact and the patched measurements
are very similar and have an rms difference of less than 0.3.

FIG. 2. The mean �n=5� magnitude and phase of �a� YME and �b� Hp at three different stimulus levels with the SC intact. Differences in the depth of the notch
between 100 and 200 Hz are observed with different stimulus levels. Additionally, the measurements in response to the stimulus at 74 dB are noisier than
those observed at 84 and 94 dB SPL.
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As a result of the SC hole, there is an increase in �YME� for
frequencies between 110 Hz and approximately 1 kHz, and a
decrease in �YME� for frequencies below 110 Hz. The low-
frequency notch at 165 Hz observed in the intact case is no
longer evident after the SC is opened. The SC hole also
causes changes in phase angle, especially near 100 Hz where
the notch disappears. At frequencies greater than 800 Hz, the
�YME� measured in all conditions is similar, though the phase
angles in the SC hole and unpatched states are more negative
than in the intact and patched states. The large dip observed
in �YME� near 2 kHz in all the ears is likely the result of a
cavity-bulla hole antiresonance. The domination of the anti-
resonance in this frequency region would account for the
invariance of the YME in these regions in all measurement
conditions: intact, SC hole open, patched, and unpatched.

The SC hole-open YME for each of the eight ears is il-
lustrated in Fig. 5. Below 100 Hz the YME is clearly domi-
nated by a compliance more than in the intact state: the mag-
nitude is increasing monotonically with a log-log slope of
1.1 �6.4 dB/oct�, and the phase is roughly constant at a value
between � /4 and � /2. There is no dip in �YME� between 100
and 250 Hz as seen in the intact state; rather, a maximum
occurs between 200 and 400 Hz. Ear 5 is an outlier: it ex-
hibits a peak magnitude and phase decrease at a lower fre-
quency than the other ears, with its magnitude peak centered
near 150 Hz.

Between 200 and 600 Hz there is a plateau in the �YME�
in most ears and a decrease in the phase. The mean magni-

tude of the plateau from 250 to 450 Hz is 1.9�10−7 acoustic
Siemens �1S=1 m3−s−1−Pa−1�. Between 600 Hz and 2 kHz
there is a monotonic decrease in the �YME� with a mean log-
log slope of −1.4 �−8.3 dB/oct� and a constant phase near
−� /2. The magnitude and phase in this region are consistent
with the system being mass dominated.

The persistence of a magnitude dip between 2 and 3 kHz
in all eight ears is consistent with its being a consequence of
a bullar hole-cavity antiresonance, which is unaffected by the
SC hole opening.

3. The change in YME produced by opening the SC

The change in YME that results from opening the SC hole
can be described by the ratio of the two conditions, �YME.
The magnitude and angle of this ratio are plotted in Fig. 6,
where the dB magnitude of �YME, is defined as

��YME� = 20 � log10
�YME

scopen�
�YME

intact�
�3�

and the angle of �YME is the difference in phase angle
between the open and intact state:

��YME = � YME
scopen − � YME

intact. �4�

The largest changes in the value ��YME� related to SC
opening occur between 100 Hz and 1 kHz; the magnitude
increases from 2 to 14 dB, generally with two peaks �Fig. 6�,

FIG. 3. The middle-ear input admittance in eight ears with intact SC as well
as the mean of the eight ears. Vertical lines are drawn at the mean frequency
of the two most prominent magnitude notches, one near 165 Hz and the
other near 2600 Hz.

FIG. 4. Data from a representative ear illustrating the YME with SC intact,
SC open, SC patched, and when the patch is removed. A general increase in
YME is observed for frequencies between 110 Hz and 1 kHz as a result of the
SC opening. The YME after patching the SC hole approximates the YME in
the intact state.
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one at 165 Hz, and one between 300 and 450 Hz. The in-
crease in the mean ��YME� is statistically significant �the
probability that the mean dB difference was 0 dB is less than
0.05� for 140� f �235 Hz and 250� f �750 Hz. Above
750 Hz and below 140 Hz the mean is not statistically dif-
ferent from zero. Two peaks, near 165 and 260 Hz, are also
apparent in the phase of �YME but the mean change in the
�YME phase is not statistically significant at any frequency.

C. Middle ear transfer function: Hp

In addition to measurements of YME, we also measured
stapes velocity �Vs�. The Vs measurements will be presented
in terms of a middle-ear transfer admittance �Hp�, where
Hp
Vs / PTM with units of mm−s−1−Pa−1.

1. Hp: SC intact

The Hp measured for six ears is plotted in Fig. 7. For
frequencies below 100 Hz, the mean �Hp� increases with fre-
quency with a log-log slope of 2.3 �13.6 dB/oct�. There is a
local minimum near 165 Hz between peaks at approximately
100 and 200 Hz �log-log slope of the mean in the range of
110–165 Hz is −3.0 or −17.8 dB/oct, and the log-log slope
of the mean in the range of 165–220 Hz is 3.1 or
18.7 dB/oct�. Between 300 Hz and 1 kHz the mean �Hp� de-
creases with a log-log slope of −0.7 �−4.4 dB/oct�. The log-
log slope of the mean from 1100 to 2200 Hz is −0.9
�−5.2 dB/oct� and there is a minimum near 2600 Hz. As

frequency increases above 2600 Hz the �Hp� peaks before
decreasing again. The Hp phase shows a dip of 1.5 rad at
165 Hz, and then a slow decline between 200 Hz and 2 kHz.
At 2600 Hz there is a peak in the phase of approximately
2 rad and then the phase decreases with a greater slope out to
10 kHz. The total phase change between 60 and 10 000 Hz is
between 4 and 6 rad. Ear 5 is an outlier: the decrease in �Hp�
above 250 Hz is more abrupt than that in the other ears, and
�Hp� in ear 5 does not exhibit a deep minima near 2600 Hz.
The Hp measurements have many features in common with
the YME measurements �Fig. 3�. Both YME and Hp have two
low-frequency peaks in magnitude with similar frequency
dependence �one near 100 Hz and the other near 250 Hz�;
they also both exhibit a sharp dip in magnitude and peak in
phase near 2600 Hz.

2. Hp: SC hole open

Figure 8 shows the Hp measured in ear 10 with the SC
intact, with a SC hole, and with the hole patched. The rms
difference between the intact and patched states was less
than 0.3 and therefore met the inclusion criteria. The Hp
measurements made in the SC intact and SC open states have
much in common with the YME measured in the same condi-
tions �Fig. 4�. After a SC hole was introduced, the �Hp� in-
creases for frequencies between 120 Hz and 1 kHz and de-
creases for frequencies below 120 Hz. Other features in
common between the SC open YME and Hp data include

FIG. 5. YME in eight ears after the SC is opened. A broad peak is observed
in �YME� between 200 and 600 Hz after the SC is opened. Below the peak,
the admittance is more compliant than that seen in the intact ear. A minima
occurs in all of the ears near 2600 Hz which is attributed to a bulla-hole
antiresonance.

FIG. 6. The ratio between the YME for the SC open and the SC intact states
in all eight ears as well as the mean change in YME are illustrated. The
largest changes are observed for frequencies between 100 Hz and 1 kHz,
with increases between 2 and 14 dB.
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compliancelike behavior at frequencies below 200 Hz, a
broad peak near 300 Hz, a masslike behavior between
300 Hz and 2000 Hz, and an antiresonance near 2600 Hz.

Figure 9 illustrates the SC open Hp magnitude and
phase in each individual ear in addition to the mean. The
�Hp� increases monotonically until reaching a peak near
300 Hz in all six ears, and then decreases to a sharp mini-
mum near 2600 Hz. The phase at 300 Hz is near � /2 rad
and changes to near −� /2 between 500 and 2600 Hz. The
sharp minimum in �Hp� and peak in phase near 2600 Hz are
consistent with the SC intact Hp measurements as well as the
YME measurements in which we attribute the dip in magni-
tude to a bullar cavity hole antiresonance. Ear 5 is the clear
outlier: the peak in �Hp� occurs at a lower frequency than the
others and the Hp phase angle transitions from near � /2 to
near −� /2 at a lower frequency.

3. The change in Hp produced by the SC opening

The change in Hp produced by opening the SC can be
defined as the ratio of Hpscopen to Hpintact ��Hp� with a mag-
nitude calculated similarly to that defined in Eq. �3�. The
�Hp magnitude and phase for each individual ear as well as
the mean is illustrated in Fig. 10. The frequency dependence
of �Hp is similar to that of �YME �Fig. 6�. There is a de-
crease in the mean ��Hp� from 95 to 118 Hz which is statis-
tically significant for frequencies between 100 and 118 Hz.
This decrease is followed by a sharp increase in the ��Hp�

with a peak of 8.2 dB at 187 Hz, followed by a notch and
another broader peak of 7.2 dB at 341 Hz. Above 341 Hz
there is a steady decrease in ��Hp� to 1000 Hz, where it
plateaus prior to a small peak near 2900 Hz. The ��Hp� and
��YME� responses have many features in common; however,
at high frequencies �above 1 kHz� there are statistically sig-
nificant increases in ��Hp� which differ from the ��YME� re-
sponses. While �YME� is only significant for f �1000 Hz the
increase in ��Hp� is statistically significant for frequencies
from 145 to 900 Hz, 990 to 2600 Hz, 2800 to 3600 Hz, and
4800 to 5800 Hz. Between 5800 and 7000 Hz there are 11
small frequency ranges of statistical significance; above
7000 Hz the ��Hp� is not statistically different from zero.

4. The velocity transfer ratio „GME…

Both the intact �Hp� and the intact, �YME� appear similar
in frequency dependence as do the SC open �Hp� and �YME�.
One way to evaluate the degree of similarity is to look at the
velocity transfer ratio of the middle ear �GME�,

GME =
Hp

YME
=

Vs

UTM
, �5�

where UTM is the volume velocity of the tympanic mem-
brane and GME has units of m−2. By comparing the GME

with the SC intact and the GME with the SC open we can

FIG. 7. The middle-ear transfer function �Hp� with the SC intact. Vertical
lines are drawn at the mean frequency of the two most prominent magnitude
notches, one near 165 Hz and the other near 2600 Hz. The measurements of
Hp with the SC intact have many features in common with YME measure-
ments in the intact ear.

FIG. 8. Hp in an example ear with the SC intact, after opening the SC, and
after patching a SC opening. As a result of SC opening there is a change in
Hp for frequencies below 1 kHz with an increase observed between 140 Hz
and 1 kHz. Patching the SC hole causes the measured Hp to approximate
that seen in the intact state.
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determine if the velocity transfer function ratio of the
middle ear is affected by the SC hole.

Figure 11�a� illustrates the mean �GME� �n=6� with the
SC intact and with the SC open along with the 95% confi-
dence intervals around the mean. There are some small dif-
ferences in GME between the two states: for frequencies
above 800 Hz, the mean �GME� after the SC is opened is
greater than the mean �GME� for the intact SC. Despite the
overall increase in �GME� for frequencies greater than
800 Hz, the 95% confidence intervals for the two sets of data
show a large degree of overlap. Figure 11�b� illustrates the
ratio between the SC open �GME� and the intact �GME� in
terms of a dB difference and the associated 95% confidence
intervals. The dB difference in �GME� is statistically signifi-
cant from 1615 to 1910 Hz, 2100 to 2960 Hz,
3075 to 4060 Hz, and 4775 to 5835 Hz. Thus, opening the
SC causes small increases in the velocity transfer ratio in the
mid-frequencies �1500–6000 Hz�.

IV. DISCUSSION

In this study we have demonstrated reversible changes
in both YME and Hp in response to a SC opening. These
findings demonstrate changes in middle-ear mechanics that
result from inner-ear manipulations. The frequency depen-
dence of these changes and the implications for middle-ear
mechanics will be explored, and we will propose that the SC
opening acts as a third window into the cochlea and explore
the implications of this hypothesis. Our measurements and

findings will then be compared with existing work. Finally,
the clinical implication of our findings will be discussed in
the context of superior semicircular canal dehiscence syn-
drome.

A. The effect of opening SC on middle-ear mechanics

1. Low-frequency effects „f<800…

SC opening has several low-frequency effects including
increases in both YME and Hp as well as reductions in non-
linearities and alterations in notches.

Prior to the SC opening both the YME and Hp responses
for f �800 Hz have a complex frequency response with
maxima and minima in magnitude and a rapidly changing
phase angle. The complex frequency dependence of YME and
Hp also varies with stimulus level. After the SC is opened,
both YME and Hp appear as a linear damped resonance at f
�800 Hz with a clear compliance domination for f
�200 Hz and masslike for f �400 Hz with a resistivelike
plateau in between with an angle of zero �Fig. 4�.

These alterations in both YME and Hp after the SC is
opened are consistent with the removal of a low-magnitude
series admittance from the middle ear as a result of the hole
in the SC. Similar observances of this middle-ear resonance
on removing the cochlear load have been made in cat, rabbit,
and human experiments �Moller, 1965; Puria and Allen,
1998; Rosowski et al., 2006�.

FIG. 9. Hp in six ears after opening the SC along with the mean Hp. After
introducing a SC hole there is a peak in Hp magnitude near 300 Hz which is
not observed in the intact state. A minima is observed near 2600 Hz that is
attributed to a bulla-hole antiresonance.

FIG. 10. The ratio of Hp between the SC open and the intact case in
addition to the mean. A mean increase in �Hp� is observed for frequencies
above 140 Hz as a result of opening the SC hole. Between 95 and 118 Hz
there is a mean decrease in the observed Hp.
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2. High-frequency effects „f>800…

For frequencies above 800 Hz, both the YME and Hp are
dominated by the antiresonance �admittance zero� near
2600 Hz. Introducing a hole in the SC has little effect on
YME in this frequency range, but it does lead to significant
increases in the Hp magnitude. The GME measurements also
show increases in this frequency range as a result of SC
opening. These statistically significant differences in high-
frequency GME imply a difference in the coupling of volume
velocity at the tympanic membrane to the stapes after the SC
is opened. A potential reason for the difference in coupling at
the high frequencies is that the mechanics of the tympanic
membrane may dominate YME at these higher frequencies
whereas the decrease in load on the stapes after the SC is
opened still leads to increased Vs.

B. Mechanical changes and the third window
hypothesis

The third window hypothesis proposes a mechanism for
the increases in YME and Hp that we observed after introduc-
ing a SC hole in this study as well as decreases in cochlear
sensitivity observed previously �Songer and Rosowski,
2005�. In a healthy/intact ear there are two windows into the
inner ear, the oval window and the round window. Assuming
that the cochlear fluids are incompressible, in the healthy ear
there is one main fluid pathway, where volume velocity is
introduced at the oval window, propagates through the co-
chlea, and is dissipated at the round window. In the patho-
logical case where there is a SC opening or hole, the SC hole
acts as a third window into the inner ear, producing an addi-
tional fluid pathway that alters the mechanics of the inner
ear. Using the third window hypothesis, one can predict the
influence of a SC hole on YME and Hp, as well as on cochlear
sensitivity to auditory stimuli.

The anatomical location of the hole between the superior
canal and the brain case suggests that the new window re-
sults in a fluid pathway that is in parallel with the normal
fluid pathway through the cochlea. We hypothesize that the
admittance associated with sound flow through the SC hole
�third window� is mass dominated, where the mass can be
estimated from the length and diameter of the SC in addition
to the size of the hole. This mass domination causes the
pathway through the SC hole to be highly admittant at low
frequencies. At these frequencies the SCD acts to shunt
sound energy away from the cochlea and reduce the cochlear

admittance. As frequency increases, the admittance through
the SC hole decreases, leading to a high-frequency cochlear
admittance similar to that in the intact state. These predic-
tions are consistent with the observations illustrated in Fig. 4.
The increase in inner ear admittance as a result of the fluid
pathway through the SC is also expected to lead to an in-
crease in Hp in the low frequencies �Fig. 8�. Despite the
increased admittance of the inner ear, the low-frequency sen-
sitivity of the cochlea to ear-canal sound pressure is expected
to decrease because the stimulus is effectively being shunted
through the SC hole, reducing the stimulus level reaching the
cochlea. The predicted SCD-induced decrease in low-
frequency sensitivity to auditory stimuli in chinchilla has
been demonstrated previously �Songer and Rosowski, 2005�.
A codification of the third window hypothesis as a mechano-
acoustic lumped-element circuit model is being developed.
This model will allow us to quantitatively evaluate the pre-
dictions of the third window hypothesis as they relate to
SC-opening-induced changes in both auditory sensitivity and
mechanics in chinchilla.

One of the major differences between our SC opening
and dehiscences observed in patients with SCD syndrome is
that our dehiscence opens into the chinchilla middle-ear air
space whereas in humans the dehiscence is open to the dura
and cerebral spinal fluid of the middle cranial fossa. If we
assume that the impedance of the cranial cavity is effectively
that of a large fluid-filled cavity, then we would expect it to
act as a large compliance in series with the dehiscence. The
addition of such a compliance is likely to affect YME and Vs
at very low frequencies where it would add an additional
resonance �between it and the masslike impedance of the
superior canal�, but is unlikely to qualitatively alter the re-
sults in the frequency range reported here. The impact of the
addition of the cranial cavity and the frequencies where its
effects would become important are being evaluated using a
mechano-acoustic model of SCD for both chinchilla and hu-
man patients that is in development.

C. Comparison to previous work

1. Comparison of intact measurement to results from
Ruggero et al.

The mean Vs measured with the SC intact and with open
bullae are compared to that presented by Ruggero et al.
�1990� in Fig. 12. Their data have been converted from peak
velocity responses to 100 dB SPL tones to rms velocity per

FIG. 11. �a� The mean �n=6� middle
ear velocity transfer ratio �GME� with
the SC intact and the SC open with
95% confidence intervals. �b� The
mean dB difference between the GME

with the SC intact and the SC open
with associated 95% confidence inter-
vals. The difference is statistically sig-
nificant for most frequencies between
1500 and 6000 Hz.
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Pascal by dividing by 2�2 �where 100 dB SPL=2 rms Pa
and the 1/�2 converts his peak value to rms� assuming lin-
earity.

The data presented in this study as well as those pre-
sented by Ruggero et al. exhibit a Vs of 0.4 mm/s near
300 Hz followed by a decay out to near 2 kHz. Above 2 kHz
there are differences between the two studies. This is likely
due to the higher frequency resolution in this study, the lack
of smoothing algorithms in this study, and differences in the
notch near 2.6 kHz based on differences in bulla hole open-
ing procedures. Despite these differences, the magnitude and
general shape of the frequency responses are similar in both
studies, which confirms the Ruggero et al. assumption that
the patched slit in the TM in their recordings was not exert-
ing a large influence on the recorded Vs. The overall magni-
tude of the Ruggero et al. Vs is greater that that in our study
by a few dB, which may be due to differences in absolute
calibration of the measurement systems.

2. The low-frequency notch

In both the intact YME and Hp, a notch is observed in
both the magnitude and phase between 150 and 200 Hz. Pre-
vious work �Rosowski et al., 2006� has suggested an inner-
ear-dependent nonlinearity which affects this notch. The data
in this paper are consistent with the reports of a low-
frequency nonlinear notch in the YME of chinchilla.

A notch near 150 Hz in the chinchilla cochlear micro-
phonic sensitivity functions has been observed by others

�Dallos, 1970�; a similar notch has been observed in cochlear
potential measurements in our laboratory �Fig. 13�. Our YME

data have many features in common with cochlear potential
�CP� measurements normalized by ear canal sound pressure
�Songer and Rosowski, 2005�. The CP and YME data appear
related by a single constant of proportionality, though the CP
data are noisier for frequencies below 80 Hz and have more
fine structure at higher frequencies than the YME data. Dallos
hypothesized that the notch is due to the influence of the
helicotrema on the low-frequency cochlear impedance in
chinchilla. He developed a low-frequency cochlear model
that supports this view.

After introducing a SC hole, the low-frequency notch is
no longer apparent in the YME and Hp measurements. The
presence of the notch in the intact state and its elimination
after opening the SC can be explained in terms of the third
window hypothesis affecting a cochlea with an impedance
such as that proposed by Dallos. According to the third win-
dow hypothesis the SCD shunts volume velocity away from
the cochlea and through the dehiscent canal. As argued pre-
viously, such a shunt might be expected to be most active at
low frequencies where the acoustic admittance of the fluid in
the canal is expected to be largest. If that is the case, the SC
opening could “short-out” the helicotrema and the cochlea at
low frequencies. The absence of the notch in the SC open
YME and Hp therefore support a proposed cochlear origin of
the notch �Dallos, 1970�. Similar effects of inner-ear manipu-
lations on the notch and its level dependence are reported in
another publication �Rosowski et al., 2006�.

3. The notch near 2.6 kHz

All of the measurements we made �YME and Hp� in each
condition, intact, SC open, SC patched, and with the patch
removed, have a notch near 2600 Hz, which is visible in both
magnitude and phase �Figs. 4 and 8�. The notch is due to a
resonance in response to introducing holes into the bullae.
Work by Rosowski et al. demonstrates that this notch is
eliminated by closing the bullar holes �Rosowski et al.,

FIG. 12. Comparison of the Ruggero et al. �1990� data and the Hp data
presented in this report. The Ruggero et al. data were originally reported in
terms of peak velocity for a 100 dB SPL stimulus and have been converted
to mm−s−1−Pa−1 as described in the text.

FIG. 13. A comparison of the cochlear potential normalized by ear canal
sound pressure �Songer and Rosowski, 2005� and YME. In both the measure-
ments of YME and CP normalized by ear canal sound pressure a low-
frequency notch is observed near 165 Hz.
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2006�. Open-hole resonances have been observed in other
species e.g., cat �Guinan and Peake, 1967; Moller, 1965� and
gerbil �Ravicz et al., 1992�.

To see if the notch frequency is consistent with a simple
model of the cavity resonances, the frequency of the notch
can be estimated by evaluating the lumped-element param-
eters �acoustic mass and compliance� of the hole and the
bulla:

fnotch =
�1/MC

2�
= 2.6 kHz. �6�

We can calculate the acoustic compliance of the air-
space, C, using the estimated volume of the cavity and the
bulk modulus of air. Using a value for the volume of the
chinchilla middle ear of 1.52 ml or 1.52�10−6 m3 �Vretta-
kos et al., 1988�, thus C=volume/�air=1.52
�10−6 m3/1.4e5 Pa=1.09�10−11 m3/Pa. Rearranging Eq.
�6� and inserting the values for C and fnotch we can solve for
M,

M =
1

C � �fnotch � 2��2 , �7�

the mass component of the system yielding a value of
344 kg/m4. We then assume that the mass component is a
radiation impedance where M =0.8	o / ��a� and 	o is the
density of air. As noted previously, there are actually two
holes introduced, which can be considered to be in paral-
lel. Since both holes have approximately the same radius
we will assume that the acoustic mass for the two holes is
the same, thus the radius of each hole can be calculated as

a =
2 � 0.8	o

�M
= 1.48 mm. �8�

This radius is comparable to the radius of the bulla holes
�2–4 mm�, though a bit of an underestimate. The underesti-
mation may result from the middle-ear volume in our chin-
chillas being larger than that reported by Vrettakos et al. or
from the simplifying assumption that only three �one com-
pliance and two equal valued masses� lumped element pa-
rameters are sufficient to model the complex cavity system
of the chinchilla.

D. Clinical significance

This study demonstrates that in chinchilla both YME and
the Vs produced in response to air-conducted sound increase
after the introduction of a SC opening. These changes are
similar to effects on umbo and stapes velocity measurements
observed in SCD patients and in human temporal bone
preparations �Chen et al., 2006; Rosowski et al., 2004�.

The increases in both YME and Vs magnitude after the
SC is opened have clinical relevance. Superior semicircular
canal dehiscence �SCD� syndrome is a disease in which a
pathological hole in the SC is observed. Clinical results sug-
gest that such a hole can cause changes in the effective
stimulus to the inner ear �Mikulec et al., 2004; Minor et al.,
2003�. This study demonstrates that a SC opening increases

the stimulus to the inner ear �sound-induced stapes motion�,
while previous work suggests that SC opening reduces the
input to the cochlea leading to decreased auditory sensitivity
to air-conducted sound stimuli �Songer and Rosowski, 2005�.
These two effects are consistent with the third window hy-
pothesis described above. Clinical measures of the effect of
SCD on hearing are variable and anatomical and physiologi-
cal differences in the location of the dehiscence and in the
middle ear of patients will affect the magnitude of the effect
of SCD on the sensitivity of the cochlea leading to variations
in the presentation of auditory symptoms.

The mechanical changes observed in the chinchilla
middle ear have led to a number of proposed noninvasive
measures to help diagnose SCD syndrome in human patients.
The changes in YME as a result of SC opening have raised the
question of whether tympanometry may be an effective tool
for diagnosing SCD syndrome. This seems unlikely because
the measured changes in YME are small and are not likely to
fall outside of the range of YME values seen in normal ears.
Similarly, the small increases in umbo velocity that have
been measured in patients with SCD syndrome �Chen et al.,
2006; Rosowski et al., 2004� are also difficult to distinguish
from normal responses. Despite the changes in middle-ear
mechanics resultant from a SC opening, it does not appear, at
this point, that the mechanical changes alone can be utilized
effectively for the diagnosis of SCD syndrome. However,
since the description of the changes in middle-ear motion is
opposite that of the many other forms of conductive hearing
loss, umbo velocity measurements may be useful in the di-
agnosis of SCD syndrome in the presence of conductive
hearing loss �Chen et al. 2006�.

As we mentioned in the Introduction, SCD syndrome is
associated with both auditory and vestibular symptoms. The
changes in YME and Vs observed in this study indicate that
the SCD changes the impedance of the inner ear in response
to auditory sounds due to the addition of a shunt pathway in
parallel with the cochlea. The introduction of such a shunt
via the semicircular canal could lead to pathological stimu-
lation of vestibular end-organs in the frequency range where
shunting is active, i.e., where changes in YME and Vs were
observed.

V. CONCLUSIONS

The third window hypothesis predicts that changes in
inner ear mechanics due to experimental manipulations of
the SC will alter middle ear function. Our data support the
predictions of the third window hypothesis demonstrating
increases in both YME and Vs in response to SC opening that
are reversible when the SC hole is patched. These results
indicate that pathologies of the vestibular system, such as
SCD syndrome, can impact the mechanics of hearing.
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When distortion product otoacoustic emissions �DPOAEs� are measured with a high-frequency
resolution, the DPOAE shows quasi-periodic variations across frequency, called DPOAE fine
structure. In this study the DPOAE fine structure is determined for 50 normal-hearing humans using
fixed primary levels of L1 /L2=65/45 dB. An algorithm is developed, which characterizes the fine
structure ripples in terms of three parameters: ripple spacing, ripple height, and ripple prevalence.
The characteristic patterns of fine structure can be found in the DPOAE of all subjects, though the
DPOAE fine structure characteristics are individual and vary from subject to subject. On average the
ripple spacing decreases with increasing frequency from 1

8 oct at 1 kHz to 3
32 oct at 5 kHz. The

ripple prevalence is two to three ripples per 1
3 oct, and ripple heights of up to 32 dB could be

detected. The 50 normal-hearing subjects were divided into two groups, the subjects of group A
having slightly better hearing levels than subjects of group B. The subjects of group A have
significantly higher DPOAE levels. The overall prevalence of fine structure ripples do not differ
between the two groups, but are higher and narrower for subjects of group B than for group A.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2205130�

PACS number�s�: 43.64.Jb �BLM� Pages: 270–279

I. INTRODUCTION

Otoacoustic emissions �OAEs� are sounds generated by
the inner ear as part of the normal hearing process. They can
occur spontaneously and can be evoked by stimulating the
ear acoustically. OAEs are caused by the cochlear amplifier
involving active mechanical feedback from the outer hair
cells �OHCs� to the basilar membrane. This feedback en-
hances the vibration of narrow regions on the basilar mem-
brane and improves low-level sensitivity and sharpness of
tuning. OAEs are assumed to be a by-product of this active
process. The OHCs are the part of the hearing that is most
sensitive to overexposure. Since the OHC function is moni-
tored by OAEs, it seems reasonable that OAEs might be at
least as sensitive to detect early hearing losses as other au-
diometric methods. In the literature it has been suggested
that there is a correlation between the presence of OAEs and
normal hearing threshold and the absence of OAEs and hear-
ing loss. This suggestion holds for large datasets but not for
individual diagnoses. Many researchers have tried to find a
relation between OAE level and hearing threshold, but an
unequivocal correlation is not established �Avan et al., 1991;
Bonfils and Avan, 1992; Gaskill and Brown, 1990, 1993;
Gorga et al., 1993�. This may, however, be partly due to the
fact that the OAE and hearing threshold inherently reflect
two different processes. The hearing threshold also reflects
the state of the inner hair cells �IHCs� and depends on the
further neuronal processing, including cognitive detection.

Distortion product otoacoustic emission �DPOAE� is the
response of the inner ear to two pure-tone stimuli �the pri-
maries f1 and f2�. Because of nonlinear interaction of the two

tones in the cochlea, the primaries evoke a series of combi-
nation tones, the most prominent being at the frequency
2f1− f2. For the measurement of DPOAE over a particular
frequency range the frequencies of the primaries are varied
simultaneously while keeping their frequency ratio constant.
The origin of DPOAE is not completely understood. It is
generally agreed that 2f1− f2 DPOAE is generated by two
sources, �1� the distortion component generated at the region
of primary overlap near f2 and �2� the reflection component
from the distortion product frequency at 2f1− f2 �Kalluri and
Shera, 2001; Knight and Kemp, 2000; Konrad-Martin et al.,
2002; Mauermann et al., 1999a; Talmadge et al., 1998�. The
two sources at two distinct cochlear locations are generated
by two different mechanisms: nonlinear distortion induced
by the traveling wave and linear coherent reflection off pre-
existing micromechanical impedance perturbations �Kalluri
and Shera, 2001�. Recent discussions contradict this theory:
Siegel et al. �2005� found that the group delays of stimulus-
frequency OAEs were shorter than basilar-membrane group
delays for frequencies �4 kHz. Ren �2004� detected
forward-traveling waves on the basilar membrane and found
that the stapes vibrate earlier than the basilar membrane, sug-
gesting that OAE are emitted through the cochlear fluids as
compression waves rather than along the basilar membrane
as backward-traveling waves.

According to the backward-traveling wave theory the
distortion component, which has a frequency of 2f1− f2, is
generated at the region of overlap near f2. The energy of the
distortion component travels bi-directionally, basally toward
the ear canal and apically toward the distortion product fre-
quency location 2f1− f2, also called the characteristic fre-
quency. At the characteristic frequency the energy undergoes
linear coherent reflection. The reflection component travels
basally toward the ear canal. At the stapes some distortiona�Electronic mail: kr@acoustics.aau.dk
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product energy passes on to the middle ear, while some en-
ergy is reflected due to the impedance mismatch at the stapes
and causes multiple internal reflections �Dhar et al., 2002;
Zweig and Shera, 1995�. According to this theory the 2f1

− f2 DPOAE is a vector sum of the distortion component, the
reflection component, and multiple internal reflections. The
resulting interference pattern leads to variation in the sound
pressure level and phase of the composite DPOAE. This
variation in the sound pressure level of the DPOAE is quasi-
periodic with frequency and is known as fine structure.

The DPOAE fine structure is characterized by consistent
maxima and minima in dependence of frequency with depth
of the notches up to 20 dB �Gaskill and Brown, 1990; He
and Schmiedt, 1993; Heitmann et al., 1996� and a periodicity
of 3

32 oct �He and Schmiedt, 1993; Mauermann et al., 1997b�.
A similar periodicity structure can be found in all other types
of OAE, in the hearing threshold �Kemp, 1979a, b; Long,
1984; Schloth, 1983; Zwicker and Schloth, 1984�, and, as
Mauermann et al. �2004� recently have shown, in the low-
level equal loudness contours. No direct correlations could
be established between frequencies of DPOAE maxima and
minima and the threshold fine structure in humans �Mauer-
mann et al., 1997a; Talmadge et al., 1998�, which might be
due to the fact that the DPOAE does not simply reflect prop-
erties of cochlear status near f2.

Mauermann et al. �2004� suggested that the fine struc-
ture might serve for the identification of early hearing loss:
“The high sensitivity of fine structure �obtained from psy-
choacoustic experiment or on OAE measurements� to co-
chlear damage may offer the opportunity to further catego-
rize the group of the “normal-hearing” subjects and to find
methods for early diagnosis of incipient cochlear damage.”
In the literature there are some indications that the presence
of cochlear fine structure might be a property of the healthy
ear. DPOAE fine structure reappears at a very late stage of
recovery after a sudden hearing loss �Mauermann et al.,
1999b�. A reduction of DPOAE fine structure after aspirin
consumption was observed by Rao et al. �1996�. Overexpo-
sure experiments, which cause a temporary change in the
auditory system, have shown to flatten the DPOAE fine
structure �Engdahl and Kemp, 1996�. Mauermann et al.
�1999b� determined DPOAE fine structures for subjects with
mild to moderate cochlear hearing losses with certain shapes
of hearing loss. The subjects for that study were chosen
based on the results of computer modeling �Mauermann et
al., 1999a�. When the primaries were located in the region of
normal or near normal hearing, but DP frequencies were lo-
cated in a region of impairment, the distortion product 2f1

− f2 was still observable, but the DPOAE fine structure dis-
appeared. When the DP frequencies fell into a region of nor-
mal hearing, fine structure was preserved as long as DPOAEs
could be recorded. In the simulations �Mauermann et al.,
1999a� the fine structure disappeared, when the roughness in
the modeling was removed only around the characteristic
frequency. The roughness in the modeling reflects random
inhomogeneity in the placement and behavior of cells along
the cochlea, especially the outer hair cells. When the rough-
ness is removed from the primary region, no effect is seen on
the fine structure. This means that a disappearance or flatten-

ing of fine structure can be expected if the reflection source
is affected by cochlear damage while the distortion source
falls in a relative healthy region, as it was shown in Mauer-
mann et al. �1999b�. For subjects with mild increasing high-
frequency hearing loss the reflection source is less affected
than the distortion source. In these cases the vector compo-
nents of the two sources are still of similar size or even
adjusted to be more similar. According to the modeling, the
fine structure is in these cases assumed to be preserved or
even increased.

In summary, there are indications in the literature that
the DPOAE fine structure might contain more information
about the state of hearing than the DPOAE level alone. It is
not known whether there is a systematic change of DPOAE
fine structure—either an increase or a decrease—with the
state of hearing. In the present study the DPOAE fine struc-
ture was determined in 50 normal-hearing subjects over a
frequency range of three octaves. The purpose of the mea-
surements was to study the prevalence of fine structure in a
group of normal-hearing subjects and to develop a classifi-
cation algorithm for the characterization of fine structure
ripples.

II. MATERIALS AND METHODS

In the experiment all 50 subjects had their pure-tone
thresholds on both ears tested. DPOAE were measured in
one ear, which was chosen randomly. During the entire test
the subjects were seated in a double-walled, sound-isolated
audiometry chamber, complying with ISO 8253-1:1989. For
eight subjects the DPOAE measurement was repeated after
4 weeks.

A. Subjects

The subjects were aged between 20 and 29 �mean
=23.6�, 24 male and 26 female, and reported no known in-
cidents of excessive exposures or known hearing losses. All
subjects had hearing levels below 25 dB in the measured
frequency range.

B. Pure-tone audiometry

For 40 subjects the pure-tone audiometry was performed
with a custom-built audiometer �Lydolf, 1999�, using Sen-
nheiser HDA 200 headphones and the ascending method that
complies with the norms for automatic audiometries �ISO-
8253-1:1989�. The system was calibrated using the B&K
type 4153 artificial ear according to IEC-60318-1:1992 and
IEC-60318-2:1992. Hearing thresholds were measured in 1

2
oct from 250 Hz to 4 kHz. For ten subjects the hearing
thresholds were measured using the Madsen Orbiter 922 in a
frequency range from 250 Hz to 8 kHz and a frequency
resolution of one octave.

C. DPOAE measurement

The 2f1− f2 DPOAEs were measured using the ILO96
Research system from Otodynamics. DPOAEs were mea-
sured in the frequency range of 903 Hz� f2�6201 Hz with
f2 / f1=1.22 and fixed primary levels of L1 /L2=65/45 dB.
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The choice of primary levels is based on several consider-
ations. The DPOAE fine structure can be measured with both
equal and unequal primary levels. Measurements with vary-
ing equal primary levels �L1=L2=40 to 70 dB� have shown
a flattening of the fine structure for some subjects at high
levels �He and Schmiedt, 1993; Heitmann et al., 1996;
Mauermann et al., 1997b�. The pattern of DPOAE fine struc-
ture gets shifted along the frequency axis when the primary
levels are increased �He and Schmiedt, 1993; Mauermann et
al., 1997b�. Low level primaries with L1�L2 have been
shown to be most sensitive to overexposure effects �Sutton et
al., 1994�. Therefore low-level primaries are likely to detect
fine structure ripples and to be more sensitive to small per-
manent changes in the auditory system, i.e., to an early hear-
ing loss. The level combination of 65/45 dB was chosen
based on results from Whitehead et al. �1995�, who mea-
sured DPOAEs for various primary level combinations at
different frequencies �1.39, 2.79, and 5.57 kHz�. The primary
level combination 65/45 dB showed relatively high level
DPOAEs for the tested frequencies. It was assumed to be the
best compromise between measurable DPOAEs, presence of
fine structure, and high sensitivity to detect small changes.

The DPOAE fine structure was measured using the fre-
quency resolution “micro.” It presents 17 primary tones
within 200-Hz intervals for f2�3 kHz and within intervals
of 400 Hz for f2�3 kHz. Each pair of primary tones was
averaged in the time domain �32 subaverages�, correspond-
ing to approximately 3-s measurement time for one pair of
frequencies. The system uses a constant average time, inde-
pendent off the signal-to-noise ratio �SNR�. To cover the full
frequency range, 22 measurements in different frequency
ranges were measured. The probe was not removed between
these measurements, unless the measurement system indi-
cated that the probe fit was altered. The measurement of a
DPOAE covering the entire frequency range lasted approxi-
mately 30 min, including the breaks where data were saved.

Prior to each measurement a checkfit procedure is per-
formed, where two broadband click stimuli are alternately
delivered by the two output transducers. The checkfit result
is stored in an array and used during data collection to bal-
ance and normalize the two stimuli levels. All spectrum
analyses are performed by the system. A fast Fourier trans-
form �FFT� with a frequency resolution of 12.2 Hz is per-
formed. The noise is estimated from the ten Fourier compo-
nents nearest to but not including the 2f1− f2 frequency. The
noise is represented as all levels within two standard devia-
tions of the background noise, i.e., the limits of the 95%
confidence region. All measurements are saved as spread-
sheet files and further analyzed. The 22 measurements of the
different frequency regions are concatenated to one DPOAE
measurement covering the measured frequency range.

D. Classification algorithm

The DPOAE fine structure is analyzed by an automatic
classification algorithm, which is described in detail in the
following. The DPOAE fine structure is characterized by
consistent maxima and minima, the frequency locations of
this ripple structure being very individual. The mean

DPOAE over all subjects would smooth out any fine struc-
ture. Therefore, the fine structure of all subjects is analyzed
individually. For the fine structure analysis the ripple
maxima and minima are detected. Two reasons complicate
this ripple structure analysis: �1� low-level variations of the
DPOAE and �2� DPOAE levels that are below the noise
floor.

Narrow-band level variations exist, some presumably
due to measurement errors. With the frequency resolution
used here, this would lead to the identification of an exces-
sive amount of narrow ripples, impeding the identification of
true fine structure ripples. The first determination of maxima
and minima is therefore based on the average of every set of
five neighbor frequencies �frequency smoothing�. Character-
istic levels are determined from the raw data at the minima
and maxima frequencies. Any mishap from the smoothing is
at the same time repaired: If the real extreme value is at
either one of the neighbor frequencies, then the frequency
and levels of the real extreme is used.

A ripple is rejected, whenever the maximum is less than
3 dB above the noise floor. In the following this is referred to
as the SNRmax criterion, where the noise floor is estimated by
the average noise at the DP frequency 2f1− f2 and its four
nearest neighbors. Ripples are also rejected, when they do
not fulfill a certain ripple height criterion, i.e., ripples have to
have a certain height in order to be detected as real ripples.
The fine structure is characterized by the following param-
eters:

�i� ripple center frequency: the frequency centered be-
tween two minima �on a logarithmic axis�

�ii� ripple spacing: the frequency distance between two
minima,

�iii� ripple height: the level difference between the maxi-
mum and the mean of the two minima, and

�iv� ripple prevalence: number of ripples are counted in
1
3-oct frequency bands �in the present case with center
frequencies of f2=1260, 1590, 2000, 2520, 3170,
4000, and 5040 Hz�.

A “schematic” DPOAE fine structure can be derived
from the first three parameters: ripple spacing, ripple height,
and ripple center frequency. Also these may favorably be
analyzed in given frequency ranges, e.g., for comparison
across subjects and populations in 1

8-oct frequency bands �in
the present case with center frequencies of f2=1091, 1189,
1297, 1414, 1542, 1682, 1834, 2000, 2181, 2378, 2594,
2828, 3084, 3364, 3668, 4000, 4362, 4757, and 5187 Hz�.

Two examples for the derivation of the schematic fine
structure are illustrated in Fig. 1. The top figures illustrate
fine structure measurement examples for two subjects,
zoomed into a narrow frequency range. The top figures also
show the noise floor, the smoothed DPOAE, and the detected
maxima and minima. The bottom figures illustrate the de-
rived schematic fine structure for both subjects. The subject
shown on the left panel has a high-level DPOAE and a pro-
nounced fine structure with ripple heights of up to 32 dB,
whereas the subject shown on the right panel has lower-level
DPOAE and little fine structure. For the analysis a ripple
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height criterion of 3 dB and a SNRmax criterion of 3 dB were
chosen. For the data shown on the right panel many of the
fine structure ripples fall below the 3-dB ripple height crite-
rion and are therefore rejected. The fine structure of this
subject also has DPOAE levels very close to the noise floor.
Since many of the maxima are not 3 dB above the noise
floor, these ripples are also rejected and not detected as
“real” maxima.

III. RESULTS

A. Repeatability of DPOAE fine structure

For 8 of the 50 subjects repeated DPOAE measurements
were taken. Figure 2 illustrates the repeated measurements
for three subjects. In total three DPOAE measurements were
taken for each of the eight subjects. In the first session the
DPOAE was measured twice, without removing the probe
between the two measurements. After 4 weeks the measure-
ment of one DPOAE was repeated. The average measure-
ment time was twice as long for the third measurement
��3 s� as for the first and second measurement ��1.5 s�,
therefore the noise floor of the third measurement is higher.
The repeated measurements show that the fine structure pat-
tern remains stable over time also for the repeated measure-
ment after 4 weeks.

On the bottom of Fig. 2 the schematic fine structures,
derived from the ripple parameters, are shown for the first
two measurements. The repeatability of the schematic fine
structure is not perfect, i.e., the DPOAE measurement and/or
the fine structure analysis is not perfectly robust against mea-
surement uncertainties. In few cases the classification algo-
rithm detects one broadband ripple, whereas in the repeated
measurement this ripple is detected as two narrow-band
ripples or vice versa �e.g., Fig. 2, top panel at 1 and 4 kHz�.
In these cases all parameters can vary significantly. Other-
wise the parameters’ ripple width and ripple prevalence seem
to be stable. The parameter ripple height can show some
variations, especially when the DPOAE levels are close to
the noise floor �e.g., Fig. 2, second panel at 1–2 kHz�.

B. Optimization of classification algorithm

The classification algorithm is based on several param-
eters, e.g., the number of frequencies included in smoothing,
the SNRmax criterion, and the ripple height criterion. These
parameters were optimized based on the repeated measure-
ments. The ripple parameters ripple spacing, ripple height,
and ripple prevalence were determined for each of the three
repeated measurements. Standard deviations of ripple param-
eters for these three measurements were calculated for each
subject and then averaged over all eight subjects. For the fine
structure analysis different parameters were tested, i.e., the
number of frequencies included in smoothing �three, five,
seven, and nine values�, the ripple height criterion �3, 5, and
7 dB�, and the SNRmax criterion �0, 3, 5, and 10 dB or no
rejection�. In this way it could be tested, under which condi-
tions ripple parameters could be detected with the lowest
spread. Figures 3–5 show the results of the analysis. When
different rejection criteria are used in the analysis �Figs. 3
and 4�, similar results are obtained for the repeatability of the
analysis method. It was decided to use a ripple height crite-
rion of 3 dB and a SNRmax criterion of 3 dB for the auto-
matic classification algorithm. The number of frequencies
included in smoothing �Fig. 5� has a higher influence on the
repeatability of the algorithm than the rejection criteria, i.e.,

FIG. 1. Derivation of schematic DPOAE fine structure, examples for two
subjects. Top panel: DPOAE fine structure �black line�, noise floor �dotted
gray line�, smoothed DPOAE fine structure �gray line�, maxima and minima
�white circles�, and maxima of rejected ripples �black circles�. Lower panel:
schematic representation of the fine structure ripples.

FIG. 2. Repeated DPOAE fine structure measurements for three subjects:
two successive measurements �thin lines�, one repetition after 4 weeks
�thick line�, the noise floor of the measurement �gray�. Schematic presenta-
tion of DPOAE for two measurements without probe reinsertion �right or-
dinate�.
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the standard deviations show variations from each other de-
pending on how many frequencies are included in data
smoothing. The smoothing of five frequencies results in a
relatively low standard deviation of all parameters and was
therefore chosen for further analysis.

DPOAE recordings can have values very close to or
below the noise floor. For the determination of the ripple
height the level difference between maxima and minima are
taken. The minima often lie below the estimated noise floor
of the measurement, therefore the levels at minima are very
sensitive to noise, and the repeatability of the DPOAE level
at minima is rather low. It can be discussed whether mea-
surements below the noise floor should be taken into account
in the analysis. In many cases there are ripples with a maxi-
mum value far above the noise floor and minima with values
below the noise floor. In most cases these ripples are repeat-
able and are therefore considered to be true ripples �e.g., Fig.
2, second panel at 1–2 kHz�. Therefore it was decided not to
reject these ripples and accept them, if the level at the maxi-
mum is 3 dB above the noise floor �SNRmax criterion
=3 dB�. Since the levels at minima are rather uncertain, the
ripple height is not highly repeatable, which has to be kept in
mind in the further analysis.

C. Presentation of individual data

Figure 6 shows the individual data for 15 randomly se-
lected subjects. The figures show the DPOAE fine structure
and the schematic fine structure, which is derived from the
calculation of ripple spacing, height, and center frequency of
the ripples, as described in Sec. II D. It can be seen that the
characteristics of DPOAE fine structure exist for all subjects.
The fine structure is not evenly pronounced over the mea-
sured frequency range, i.e., for most subjects there are nar-
row frequency ranges, in which the fine structure is more

FIG. 3. Standard deviations �STD� of three repeated measurements �aver-
aged over eight subjects� for derived parameters ripple spacing �top panel�,
ripple height �mid panel�, and ripple prevalence �lower panel�. The SNRmax

criterion is varied �no rejection=all data, 0, 3, 5, and 10 dB� for a fixed
frequency smoothing of 5 and a ripple height criterion of 3 dB.

FIG. 4. Standard deviations �STD� of three repeated measurements �aver-
aged over eight subjects� for derived parameters ripple spacing �top panel�,
ripple height �mid panel� and ripple prevalence �lower panel�. The ripple
height criterion is varied �3, 5, and 7 dB� for a fixed frequency smoothing of
5 and a SNRmax criterion of 3 dB.

FIG. 5. Standard deviations �STD� of three repeated measurements �aver-
aged over eight subjects� for derived parameters ripple spacing �top panel�,
ripple height �mid panel�, and ripple prevalence �lower panel�. The fre-
quency smoothing is varied �three, five, seven, or nine frequencies� for a
fixed SNRmax criterion of 3 dB and a fixed ripple height criterion of 3 dB.
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pronounced than in other frequency regions. Some subjects
have fine structures with ripple heights up to 32 dB, whereas
the ripple heights of other subjects is very low over the mea-
sured frequency range. The letter A or B in the upper left
corner of each figure indicates whether a subject belongs to
group A or group B. Subjects of group A have slightly better
hearing thresholds than subjects of group B. A detailed
analysis of these two groups is described in Sec. III E.

D. Analysis of DPOAE fine structure

The fine structure parameters ripple spacing, ripple
height, and ripple prevalence were determined for each sub-

ject over the measured three octaves and averaged over all 50
subjects. In Figs. 7–9 the results of the fine structure analysis
are illustrated.

The ripple spacing is plotted in Fig. 7 as a function of
the primary frequency f2. Means and standard deviations
over the 50 subjects are plotted in 1

8-oct bands. The figure
also contains data from literature. The ripple spacing found
in this study increases from 100 Hz at the lowest frequency
to 300 Hz at the highest frequencies. This corresponds to a
decrease from 1

8 to 3
32 oct. The ripple spacings found in this

study agree very well with the ripple spacings found in the

FIG. 7. Mean ripple spacing of 50 subjects in 1
8 -oct bands. Errorbars are

standard deviations between subjects. Gray bars: reference data from previ-
ous studies.

FIG. 8. Mean ripple height of 50 subjects in 1
8 -oct bands. Errorbars are

standard deviations between subjects.

FIG. 9. Mean ripple prevalence of 50 subjects in 1
3 -oct bands. Errorbars are

standard deviations between subjects.

FIG. 6. DPOAE fine structures �black line, left ordinate� with noise floor
�gray line, left ordinate� and schematic DPOAE �right ordinate� of 15 ran-
domly selected subjects. The upper left corner indicates whether subjects
belong to group A or group B; subjects belonging to group A having better
hearing thresholds than subjects of group B.
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literature. Engdahl and Kemp �1996� measured DPOAE fine
structures with a ripple spacing of 157 Hz at 1.8–2.6 kHz,
202 Hz at 2.6–3.4 kHz, and 240 Hz at 3.4–4.2 kHz. He and
Schmiedt �1993� measured frequency spacings of 3

32 oct at
3–6 kHz and 1

8 oct at 2 kHz, and Heitmann et al. �1996�
found ripple spacings of 0.078 octaves corresponding to
180 Hz at 2–4 kHz.

Figure 8 shows the ripple height as a function of f2. The
spread of ripple heights between subjects is high; ripples
with heights between 0 dB and up to 32 dB are found. On
average the height of the ripples is between 6 and 9 dB. In
the mid frequency range �1.5–3 kHz� the ripples are slightly
higher.

The prevalence of ripple fine structure is plotted in Fig.
9. On average the 50 subjects have two to three ripples per
1
3 -oct band. Ripples are most prevalent in the mid frequency
range �at 2.5 kHz�.

E. Group differences

The 50 subjects had all normal-hearing thresholds with
hearing levels below 25 dB. If the DPOAE reflects early
stages of hearing loss, it might be possible to further catego-
rize the group of subjects. The subjects were therefore di-
vided into two groups. Group A consists of 39 subjects and
group B of 11 subjects, where the subjects of group B have
hearing levels exceeding 10 dB for at least two frequencies.
The hearing levels for the subjects of each group can be seen
in Fig. 10. The mean hearing levels for subjects of group B
are slightly raised in the measured frequency range compared
to the hearing levels for subjects of group A.

The overall DPOAE levels for subjects of group A and
group B are plotted in Fig. 11. Subjects of group B have
significantly lower DPOAE levels than subjects of group A
over the measured frequency range. The ripple parameters
ripple spacing, height and prevalence were calculated for the
subjects of the two groups. Subjects of group A have broader
fine structure ripples than subjects of group B �Fig. 12�.
Group B subjects have higher ripples �Fig. 13� and a higher
prevalence of DPOAE fine structure �Fig. 14�. The latter dif-
ference is, however, not significant �see ANOVA Table I�.

IV. DISCUSSION

The fine structure characteristics found in this study sub-
stantially agree with the characteristics found by other au-
thors �Engdahl and Kemp, 1996; He and Schmiedt, 1993;

Heitmann et al., 1996�. Fine structures with ripple heights of
up to 32 dB and ripple spacings around 1

8 to 3
32 oct were

found. Small differences between results might be caused by
the choice of DPOAE measurement parameters, the fre-
quency resolution of DPOAE measurements, and the way the
fine structure characteristics are calculated.

Different methods can be chosen to measure the ripple
spacing. Some authors determined the ripple width from the
maxima-to-maxima distance of the ripples �He and
Schmiedt, 1993�. Another possibility could have been to de-
termine the equivalent rectangular bandwidth �ERB�, as de-
scribed by Moore �2003�. The ERB uses all information on
the ripple to describe it, whereas, e.g., ripple spacing be-
tween maxima or minima is affected by the accuracy of the
determination of a few points in the measurements. In this
work the ripple spacing was calculated from the minimum-
to-minimum distance. The repeated measurements have
shown that the frequency locations of minima are highly

FIG. 10. Mean �gray line� and individual �black lines� hearing levels and
standard deviations for subjects of group A �left panel� and group B �right
panel�. Subjects belonging to group A have better hearing thresholds than
subjects of group B.

FIG. 11. Mean DPOAE levels and standard deviations for subjects of group
A and group B. Subjects belonging to group A have better hearing thresholds
than subjects of group B.

FIG. 12. Ripple spacing in 1
8-oct bands for subjects for group A �black line�

and group B �gray line�. Subjects belonging to group A have better hearing
thresholds than subjects of group B. Errorbars are standard deviations be-
tween the subjects.

276 J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 K. Reuter and D. Hammershøi: DPOAE fine structure



repeatable. Therefore a relatively accurate determination of
ripple spacing is possible by taking the distance between
neighboring minima �when a sufficiently high-frequency
resolution of the DPOAE measurement is used to find the
right maxima and minima locations�.

For the determination of ripple height the level differ-
ence between the maximum and the mean of the minima
levels is determined. The minima often have levels below the
noise floor, which means that their levels are not very reli-

able, and therefore the accuracy of the determination of
ripple height may depend on the level of the noise floor. For
the classification algorithm this calculation was evaluated to
be the best approximation of ripple height. For a better de-
termination of ripple height the DPOAE measurements
should be performed with a longer average time, i.e., a better
SNR.

Measurements of DPOAE fine structure with different
primary levels have shown that the prevalence of fine struc-
ture depends on the choice of primary levels. High primary
levels give less pronounced fine structure than lower level
primaries for some subjects, i.e., the fine structure flattens
out with increasing primary levels �He and Schmiedt, 1993;
Mauermann et al., 1997b�. The calibration of the primary
levels in most measurement systems is performed in the ear
canal. Depending on the calibration and the transmission
characteristics of the middle ear the same primary levels
might result in different stimulation strengths of the basilar
membrane for different subjects, i.e., for subjects with very
good middle ear transmission the primary levels of L1 /L2

=65/45 dB might be chosen relatively high with the risk of
flattening possible fine structures, whereas for subjects with
lower middle ear transmission the same primary levels might
result in less stimulation strength of the basilar membrane.
Therefore it might be necessary to optimize the primary lev-
els for each subject individually.

The results of this study show that subjects with normal
hearing thresholds can have different prevalence of DPOAE
fine structure. Subjects with good hearing thresholds might
have little fine structure, whereas subjects with raised hear-
ing thresholds might have a more pronounced fine structure.
All subjects have hearing thresholds in the range of normal
hearing, but a “raised” threshold according to the authors’
definition, when the hearing level exceeds 10 dB for at least
two tested frequencies. The hearing levels are below 20 dB
for most of the subjects. There are always some uncertainties
in the hearing threshold measurements, i.e., it is not certain
that group A subjects have better hearing abilities than sub-
jects of group B. A comparison of overall DPOAE levels of
the two groups �Fig. 11� shows that the DPOAE levels are
significantly lower for group B subjects than for group A
subjects. This DPOAE level difference supports the idea that
there is a difference in the state of the hearing, although it is
not certain.

By dividing the normal-hearing subjects into two
groups, it could be investigated whether there is a systematic
change in the DPOAE fine structure—either an increase or
decrease of the fine structure—as it is suggested in the lit-

FIG. 13. Ripple height in 1
8 -oct bands for subjects of group A �black line�

and group B �gray line�. Subjects belonging to group A have better hearing
thresholds than subjects of group B. Errorbars are standard deviations be-
tween the subjects.

FIG. 14. Number of ripples per 1
3 -oct bands for subjects of group A �black

line� and group B �gray line�. Subjects belonging to group A have better
hearing thresholds than subjects of group B. Errorbars are standard devia-
tions between the subjects.

TABLE I. Unbalanced two-way-ANOVA p-values. Tested parameters:
DPOAE, ripple spacing �RS�, ripple height �RH�, and ripple prevalence
�RP�.

Source DPOAE level RS RH RP

Frequency 0b 0b 0b 0b

Group 0b 0.0003b 0.0014b 0.0444a

Frequency � Group 1 0.029a 0.4484 0.0209a

ap�0.05.
bp�0.01.
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erature. A difference between the two groups of subjects was
found for the ripple spacing of DPOAE fine structure: group
A subjects have significantly broader ripples than subjects of
group B. Group B subjects have generally lower DPOAE
levels than group A subjects and therefore a lower SNR and
a lower repeatability of DPOAE measurements. Low-level
DPOAE recordings might have small amplitude variations
that are caused by measurement uncertainty. These small
level variations might be interpreted as ripples by the auto-
matic classification algorithm. When in the analysis all
ripples with spacing less than 100 Hz are filtered out for all
subjects, then there is �not surprisingly� no significant differ-
ence in ripple spacing between the two groups, but the dif-
ference in ripple height is still significant. It might be argued
whether these narrow ripples are “true” ripples or caused by
measurement uncertainty. The difference in ripple spacing
between the two groups of subjects still exist over the entire
measured frequency range, also at high frequencies, where
the SNR of the DPOAE measurement is relatively good.
Thus it seems unlikely that the differences observed are due
to measurement uncertainties.

V. CONCLUSION

DPOAE fine structures with a fixed-level paradigm have
been determined in 50 normal-hearing subjects. A classifica-
tion algorithm has been developed that finds individual
ripples in the DPOAE. The fine structures are individual and
stable over time, i.e., the locations of maxima and minima
are highly repeatable. Fine structure ripples with a height of
up to 32 dB were determined. On average the ripple spacing
decreases with increasing frequency from 1

8 oct at 1 kHz to
3

32 oct at 5 kHz. A prevalence of two to three ripples per 1
3

oct band was found. In this study the 50 normal-hearing
subjects were divided in two groups, the subjects of group A
having slightly better hearing thresholds than the subjects of
group B. Group A subjects show on average significantly
higher DPOAE levels than subjects of group B. The subjects
of group B have generally higher, but more narrow, ripples.
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Low-level otoacoustic emissions may predict susceptibility
to noise-induced hearing lossa)
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In a longitudinal study with 338 volunteers, audiometric thresholds and otoacoustic emissions were
measured before and after 6 months of noise exposure on an aircraft carrier. While the average
amplitudes of the otoacoustic emissions decreased significantly, the average audiometric thresholds
did not change. Furthermore, there were no significant correlations between changes in audiometric
thresholds and changes in otoacoustic emissions. Changes in transient-evoked otoacoustic emissions
and distortion-product otoacoustic emissions were moderately correlated. Eighteen ears acquired
permanent audiometric threshold shifts. Only one-third of those ears showed significant otoacoustic
emission shifts that mirrored their permanent threshold shifts. A Bayesian analysis indicated that
permanent threshold shift status following a deployment was predicted by baseline low-level or
absent otoacoustic emissions. The best predictor was transient-evoked otoacoustic emission
amplitude in the 4-kHz half-octave frequency band, with risk increasing more than sixfold from
approximately 3% to 20% as the emission amplitude decreased. It is possible that the otoacoustic
emissions indicated noise-induced changes in the inner ear, undetected by audiometric tests.
Otoacoustic emissions may therefore be a diagnostic predictor for noise-induced-hearing-loss
risk. �DOI: 10.1121/1.2204437�

PACS number�s�: 43.64.Jb, 43.64.Wn �BLM� Pages: 280–296

I. INTRODUCTION

Evoked otoacoustic emissions �OAEs� are sounds pro-
duced by the inner ear in response to acoustic stimulation
�Kemp, 1978�. These sounds can be measured in the ear
canal with a low-noise microphone. OAEs are thought to be
generated by the outer hair cells �OHCs�, which are suscep-
tible to noise damage �e.g., Liberman et al., 1986; Nordmann
et al., 2000; Rask-Andersen et al., 2000�. Diminished OAE
amplitudes may be an early warning sign of incipient noise-
induced hearing loss �NIHL�, and therefore they may have a
role to play in hearing-conservation programs.

Cross-sectional studies have shown that OAEs are sen-
sitive indicators of permanent noise-induced damage to the
inner ear in groups of noise-exposed people, with lower
OAE levels associated with higher audiometric thresholds
�e.g., LePage and Murray, 1993; LePage et al., 1993; LePage
and Murray, 1998; Desai et al., 1999; Mansfied et al., 1999;
Attias et al., 2001�. Furthermore, noise-exposed people tend
to have lower OAEs than people with similar audiometric
thresholds but no noise exposure �Bicciolo et al., 1993;
LePage and Murray, 1993; LePage et al., 1993; Murray and
LePage 1993; Attias et al., 1995, 1998; Xu et al., 1998;
Desai et al., 1999; Attias et al., 2001�.1 This finding has led
to the hypothesis that, in individuals, OAEs may decrease
prior to changes in audiometric thresholds. However, a cross-

sectional design means the purported progression of changes
in OAEs due to noise exposure and the relationship to
changes in audiometric thresholds cannot easily be demon-
strated in individual ears.

Longitudinal studies have shown that permanent
changes in OAEs and permanent changes in audiometric
thresholds do not necessarily occur together, both for groups
of noise-exposed people and for noise-exposed individuals
�Engdahl et al., 1996; Murray et al., 1998; Murray and
LePage, 2002; Lapsley Miller et al., 2004; Konopka et al.,
2005; Seixas et al., 2005a, b�. Typically, group changes in
OAEs are seen, but often there are no group changes in au-
diometric thresholds. Studies that have considered changes
in individual ears have also found that permanent threshold
shifts �PTSs� do not necessarily correlate with changes in
OAEs �Murray et al., 1998; Murray and LePage, 2002; Laps-
ley Miller et al., 2004�. The actual progression of OAE
changes and hearing loss in individuals has not been docu-
mented to date, and the existing data are ambiguous and
inconsistent, partly for methodological reasons. These rea-
sons include �a� noise exposures that were not severe enough
to permanently elevate audiometric thresholds; �b� study du-
rations that were not long enough to measure slowly pro-
gressing hearing loss; �c� OAE stimulus levels that were too
high to optimally detect OAE changes �Sutton et al., 1994;
Marshall and Heller, 1998; Marshall et al., 2001�; �d� diffi-
culty getting volunteers who had not been recently exposed
to noise �i.e., baseline measurements were contaminated by
temporary threshold shifts �TTS��; �e� difficulty getting an
appropriate age-matched and sex-matched control group; �f�
getting volunteers without previous noise exposure; �g� sepa-
rating out the effects of aging and NIHL; and �h� achieving

a�Preliminary results have been reported at the Association for Research in
Otolaryngology Midwinter Meeting, St. Petersburg Beach, FL, January
2002, and the International Military Noise Conference, Baltimore, MD,
April 2001.

b�Electronic mail: judi@psychophysics.org
c�Now at the Department of Cognitive and Linguistic Sciences, Brown Uni-

versity, Providence, RI 02912.
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sufficiently low test-retest variability �especially in field set-
tings� to enable small changes in audiometric thresholds and
OAEs to be detected.

It is unclear whether diminished OAEs are predictive of
eventual NIHL, especially within an individual. The ideal
study would follow a large number of volunteers, many of
whom would eventually get PTS, over a period of years.
Many subjects are needed because the incidence of NIHL is
low in any one year, even in severely noise-exposed popula-
tions. To date, no one has amassed enough PTS cases to
identify the best predictors. This question can be addressed
in a more limited way by testing two points in time �before
and after a particular noise exposure� to determine whether
those with low amplitude OAEs on the preexposure test are
more at risk for NIHL as measured postexposure. While this
is not as desirable as a long-term multi-measurement longi-
tudinal study because it does not provide information about
why the OAE is at a low level, such a study can provide
some information about which OAE parameters and proper-
ties seem to be the most predictive of PTS. In most popula-
tions, NIHL is a gradual process, and age can be a confound-
ing factor, so studying this issue is more easily accomplished
in a young population exposed to high levels of noise. One
such population is the crew of an aircraft carrier.

An aircraft carrier, especially during flight operations, is
one of the noisiest working environments known �Yankas-
kas, 1999; Yankaskas and Shaw, 1999�. This environment
puts sailors at risk for NIHL because even when using hear-
ing protection as recommended, noise dosages still can ex-
ceed risk limits.2 Naval hearing-conservation regulations
mandate single hearing protection when noise levels exceed
84 dBA or impulse noise exceeds 140 dB pSPL, and double
hearing protection �earplugs plus muffs or cranial helmets�
when levels exceed 104 dBA �Navy Occupational Health
and Safety Program, 1999�. Double hearing protection ide-
ally can provide attenuation up to 30 dB, but cannot provide
sufficient attenuation to remove the risk of NIHL in the ex-
treme noise levels present on an aircraft carrier. Furthermore,
unlike many noise-hazardous industrial environments, there
may be no truly quiet time for ears to recover from these
shipboard exposures. This also implies that damage-risk cri-
teria, which assume a daily quiet recovery time �Passchier-
Vermeer, 1993�, may not apply to this population. Poor hear-
ing protection usage �Bjorn et al., 2005�, coupled with very
high noise levels and with little quiet time for recovery,
means sailors on aircraft carriers are at high risk for noise-
induced hearing loss.

The main aim of the present study was to assess changes
in audiometric thresholds and OAEs in sailors after 6 months
of hazardous noise exposure on an aircraft carrier. A modi-
fied test battery was used, based on earlier studies �Sutton et
al., 1994; Kummer et al., 1998; Marshall and Heller, 1998;
Lapsley Miller et al., 2004�, which indicated that lower-level
OAE stimuli were more sensitive to NIHL. The hypotheses
were that �a� group average audiometric thresholds would
increase �worsen�, and group average OAE amplitudes
would decrease �worsen�; �b� individual cases of noise-
induced PTS would be associated with significant emission
shifts �SESs�, but there would be more sailors with SESs

than PTSs, and �c� ears with low-level or absent OAEs at
predeployment testing would be more likely to show PTS at
postdeployment testing.

II. MATERIALS AND METHODS

A. Volunteers

Audiometric thresholds and OAEs were measured in
338 sailors �35 women, median age 22 years, range 18 to 46
years; 303 men, median age 22 years, range 18 to 41 years�
before and after 9 months on a Nimitz-class aircraft carrier,
including 6 months at sea. Approximately 47% of the sailors
were from the Air Department, who worked around aircraft
and their launch and recovery mechanisms on or below the
flight deck, as well as in the hangar bays; 19% were from the
Engineering Department, who worked in various locations
below deck; 32% were from the Reactor Department, who
worked in the machinery spaces; and 2% were from other
departments. Additionally, a control group of 28 volunteers
�sailors and research staff; 8 women, median age 31 years,
range 20 to 53 years; 20 men, median age 26 years, range 20
to 47 years� completed an identical protocol with no inter-
vening noise exposure between pre- and posttesting. The
posttest for the control group occurred 20 min to 2 days after
the predeployment testing. A suitable age- and sex-matched
control group that could be noise-free over 9 months was not
available.

B. Stimuli and equipment

Pure-tone audiograms were obtained at frequencies 0.5,
1, 2, 3, 4, and 6 kHz using a modified Hughson-Westlake
procedure �with the usual 10-dB descending and 5-dB as-
cending steps�. Four microprocessor-controlled audiometers
were used �three Tremetrics RA400 and one RA500�, all
with TDH 39 earphones and MX-41/AR cushions, and one
Beltone 120 manual audiometer, with TDH 50P earphones
and MX-41/AR cushions. For the most part, the Tremetrics
audiometers were used in automated mode. Middle-ear pres-
sures were estimated from the peak of an immitance tympa-
nogram with a 226-Hz tone using a Grason Stadler GSI 33
version 2 analyzer at a sweep speed of 12.5 daPa/s to mini-
mize hysteresis.

OAEs were measured with the ILO292 Echoport system
�Otodynamics Ltd., England�, using the distortion-product
OAE �DPOAE� probe. It was covered by an acoustic-
immitance probe tip, which had been enlarged using a grind-
ing tool, to allow better placement and manipulation in the
ear canal.

C. OAE test battery

Transient-evoked OAEs �TEOAEs� evoked with a
74 dB pSPL click �abbreviated herein to TEOAE74� were
measured in nonlinear mode, where responses to three clicks
at one polarity and one click 9.5 dB higher with opposite
polarity were added together to reduce linear artifact from
the stimulus �Bray, 1989�. TEOAEs were collected and av-
eraged until 260 low-noise averages were obtained.3 The re-
sults were windowed, filtered, and analyzed into half-octave
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bands �which is optimal according to Marshall and Heller
�1996��. At predeployment testing, every attempt was made
to get a flat stimulus spectrum during calibration. At postde-
ployment testing, every attempt was made to get the same
stimulus pattern during calibration as in predeployment test-
ing.

In order of presentation, DPOAEs were measured with
stimulus levels L1 /L2=57/45, 59/50, 61/55, and
65/45 dB SPL �abbreviated herein to DP57/45, DP59/50,
DP61/55, and DP65/45�. The first three levels specified a
DPOAE I/O function �Kummer et al., 1998�; the fourth level
is sensitive to TTS �Marshall et al., 2001�. For all stimulus
levels, the f2 / f1 ratio was 1.22, with f2=1.8, 2.0, 2.2, 2.5,
2.8, 3.2, 3.6, 4.0, and 4.5 kHz.4

Individual in-the-ear calibration was used for both
TEOAEs and DPOAEs.

D. Procedure

All OAE and audiometric testing occurred in single-
walled sound-attenuating booths. OAE testing was done pier-
side, near the ship, in a mobile test van. Most audiometric
testing was done in the medical department on the ship,
which was docked at the pier, but some testing was done in
the mobile van to expedite testing as many volunteers as
possible. The left ear was tested first. At predeployment test-
ing, volunteers were screened for clear ear canals �cerumen
was removed if present�, audiometric thresholds of
�25 dB HL from 0.5 to 3 kHz and �30 dB HL at 4 kHz,
and peak immitance within the range of ±50 daPa atmo-
spheric pressure, with grossly normal amplitude, slope, and
smoothness of the tympanogram. 85% of the ears had normal
audiometric thresholds, using a strict criterion of
�15 dB HL at 1 to 4 kHz. If the definition of normal is
relaxed to include thresholds at 20 dB HL �which is often
used for hearing screening using OAEs, e.g., Gorga et al.,
1993�, 98% of the ears had normal thresholds. There was a
greater incidence of slight hearing losses at higher frequen-
cies. At 1 kHz, 98% had thresholds �15 dB HL and 2% had
20 dB HL thresholds. At 2 kHz, 97% had thresholds
�15 dB HL and 2% had 20 dB HL thresholds. At 3 kHz,
94% had thresholds �15 dB HL, 5% had 20 dB HL thresh-
olds, and 1% had 25 dB HL thresholds. At 4 kHz, 90% had
thresholds �15 dB HL, 7% had 20 dB HL thresholds, 1%
had 25 dB HL thresholds, and 1% had 30 dB HL thresholds.
These percentages were similar for the group that got PTS
during the deployment and the group that did not. Volunteers
who did not meet screening criteria did not continue in the
study.

At postdeployment testing, volunteers were asked to
complete a detailed noise history covering the previous 9
months. They then underwent the same testing as for prede-
ployment testing. At that time, they were screened only for
peak immitance within ±50 daPa atmospheric pressure, and
in all cases the tympanometric peak was within this range
shortly before OAE testing.

During postdeployment data collection, the Navy
hearing-conservation significant-threshold-shift �STS� crite-
ria at that time of the study �a shift of at least 15 dB at 1, 2,

3, or 4 kHz, or an average shift of at least 10 dB at 2, 3, and
4 kHz� were used to detect changes in audiometric thresh-
olds in individuals �Navy Occupational Health and Safety
Program, 1999�. STSs were confirmed with manual audiom-
etry, immediately if possible, or as soon as possible thereaf-
ter �up to 9 days�. If the volunteer had been noise-free and
the STS was confirmed, it was considered a PTS. If the vol-
unteer had recently been exposed to noise, they were asked
to return for a 14-h noise-free follow-up to see if their STS
was permanent or temporary.

E. Data definitions, cleaning, and reduction

Because the testing was conducted in a military working
environment, some of the data were unavoidably affected by
background ambient and electrical noise, despite testing in a
sound-attenuating booth calibrated to ANSI standards
�ANSI, 1991� and using a power-line conditioner. Data-
collection logistics meant that much of the OAE testing was
done using a hook-up to the naval base’s mains power supply
rather than batteries. Once the problem was identified, the
equipment was run on battery as much as possible. The short
testing time available for each volunteer meant that it was
not always possible to obtain clean data. Data points and/or
test conditions contaminated with extreme stimulus levels,
bad calibrations, high noise levels, large differences in noise
level between tests, or many unexplained outliers were re-
moved from the data set in an objective fashion, using the
same elimination rules across the entire dataset of all
volunteers.5

An OAE was considered present if, for TEOAE74, the
amplitude was greater than 0 dB SNR above the noise level,
and, for DPOAEs, the amplitude was greater than the noise
level, which was defined as two standard deviations above
the noise floor.

For the remaining “good” frequencies and levels, the
percentage of measurable OAEs was calculated �i.e., those
OAE amplitudes with good SNR� and any frequencies where
less than 70% of OAEs were measurable were dropped
�TEOAE74 at 0.7 and 5.7 kHz�.

Although the actual criteria used were liberal at each
stage of screening, a large amount of data was rendered un-
usable. Losing DP61/55 and the two DPOAE frequencies �see
footnote 5� meant that planned analyses involving DPOAE
input-output functions and half-octave analyzed DPOAEs
had to be dropped. The remaining test conditions were
TEOAE74, which was analyzed into half-octave bands cen-
tered at 1.0, 1.4, 2.0, 2.8, and 4.0 kHz, and DP65/45, DP59/50,
and DP57/45 at 1.8, 2.0, 2.5, 2.8, 3.2, 3.6, and 4.0 kHz.

For some cases, a predeployment OAE was measurable,
but the postdeployment OAE was below the noise level.
These postdeployment OAE amplitudes with bad SNR were
substituted with the noise level in some circumstances �simi-
larly to Lapsley Miller et al. �2004��. This occurred only if
the noise level was below the predeployment OAE amplitude
�otherwise, a high noise level may masquerade as an increase
in OAE amplitude�. This enabled the use of more data, such
as the important cases where a normal OAE at predeploy-
ment testing disappeared below the noise level by postde-
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ployment testing, with the caveat that true decreases in OAE
amplitude may have been underestimated. For TEOAE74, 6%
of postdeployment measurements were replaced with the
noise level. For DPOAEs, 5% of postdeployment measure-
ments were replaced with the noise level.

For the susceptibility analyses, it was of interest to know
if low or absent OAEs at predeployment increased the
chance of PTS at postdeployment. Some of the analyses re-
quired estimating amplitudes for missing predeployment
OAEs. To do this, the noise level was substituted for missing
OAEs, providing the noise floor was not high. A noise level
was considered acceptably low if it was within the tenth
percentile of the corresponding OAE amplitude �not the
noise floor� based on the group. Again, this process is con-
servative because it overestimates the actual amplitude of the
OAE.

This research was conducted in compliance with all ap-
plicable federal regulations governing the protection of hu-
man subjects in research.

III. RESULTS

Table I provides a breakdown of the number of ears
contributing to each analysis, and whether the ears were
noise exposed or controls. The numbers varied at each test
frequency, OAE level, and OAE type because all good data
were used. The exception was for the ANOVAs, where data
from 75 volunteers with complete data sets for both ears
were used.

A. Group OAE and audiometric thresholds before and
after noise exposure

The primary interest was to see if there were any
changes in audiometric thresholds or OAEs between pre- and
postdeployment tests. Of secondary interest was whether
these changes differed across frequency, stimulus level �for
DPOAEs�, or ears. There were not enough female volunteers
to group by sex.

Separate, repeated-measures ANOVAs were conducted
on audiometric threshold, TEOAE, and DPOAE data for the

FIG. 1. Average group audiometric thresholds for left and right ears and
pre- and postdeployment tests for the subgroup of 75 noise-exposed sailors
with complete data sets used in the ANOVA. Error bars indicate one stan-
dard error of the mean. Frequency is plotted on a log2 scale. Data points are
offset either side of the labeled frequency to aid interpretation.

TABLE I. The number of ears in each group that contributed to each analysis, listed by the section number. The
number in parentheses is the total number of volunteers in the group. The numbers varied at each test frequency,
OAE level, and OAE type because all good data were used. The exception was for the ANOVAs where
volunteers were required to have complete OAE data sets for both ears at 2, 3, and 4 kHz.

Analyses
No. of ears
�volunteers� Group Notes

III A ANOVA 150 �75� Noise Ear was a factor in ANOVAs.
III B Correlations among changes
in audiometric
thresholds and changes in OAEs

169–338 �338� Noise The left and right ears were in
separate analyses.

III C 1 Forming STS and SES
criteria

33–56 �28� Control Ears were pooled across
volunteers.

III C 2 Applying STS and SES
criteria to noise-exposed and
control groups

Noise:
473–675 �338�

Control:
33–56 �28�

Noise and Control Noise and control groups were
analyzed separately. Within

groups, ears were pooled across
volunteers.

III C 3–4 Identifying and
describing PTS cases

18 �15� Noise Both men and women were
analyzed but no woman got PTS.

III C 4 Correlations between
SES status and PTS status

PTS: 10–17
non-PTS:
473–572

Noise PTS and non-PTS volunteers
were in the same analysis. Ears
were pooled across volunteers.

III C 4 Correlations among
SESs for PTS ears

15 �12� Noise Three ears were not included due
to missing data.

III D Susceptibility PTS: 16–18
non-PTS:
524–559

Noise Only data from the male
volunteers were used. Ears were

pooled.
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subgroup of 75 volunteers with “complete” data sets �8
women, median age 21 years; 67 men, median age 22 years�.
To maximize the number of volunteers with complete data,
only the frequencies 2, 2.8 �or 3 for audiograms�, and 4 kHz
were included �i.e., there could be missing data at other fre-
quencies�. By selecting volunteers with complete data, a bias
may have been introduced, because those volunteers with
more missing data may have more noise-induced damage.
However, by using complete data sets, comparisons across
OAE stimulus types and frequencies could be more fairly
made.

Figure 1 shows group average audiometric thresholds
for left and right ears and pre- and postdeployment tests. A
three-way, repeated-measures ANOVA was conducted for au-
diometric thresholds �test: pre- versus postdeployment; ear:
left versus right; and frequency: 2, 3, and 4 kHz�. There was
no significant change in audiometric thresholds �main effect�
between pre- and postdeployment tests �F1,74=0.05, ns�.
There were, however, significant differences between ears
�F1,74=5.82, p�0.05� and across frequency �F2,148=3.68, p
�0.05�. There was also a two-way interaction for test-by-
frequency �F2,148=3.32, p�0.05�. Bonferroni post hoc t-test
comparisons were used to establish which frequencies con-
tributed to the test-by-frequency, two-way interaction. The
familywise significance level was p�0.05, so, for three

comparisons, p�0.017 was used. None were significant.
Figure 2 shows the group average TEOAE amplitudes

for left and right ears and pre- and postdeployment tests. A
three-way, repeated-measures ANOVA was conducted for
TEOAE74 amplitude �test: pre- versus postdeployment; ear:
left versus right; and frequency: 2, 2.8, and 4 kHz�. All three
factors showed significant main effects. Particularly, there
was a 0.66-dB decrease in TEOAE74 amplitude between pre-
and postdeployment testing �F1,74=12.3, p�0.05�. Ears also
differed �F1,74=8.6, p�0.05� as did frequency �F2,148

=4.4, p�0.05�. There were two significant two-way interac-
tions: test-by-frequency �F2,148=19.5, p�0.05� and ear-by-
frequency �F2,148=3.2, p�0.05�. Bonferroni post hoc t-test
comparisons were used to establish which frequencies con-
tributed to the test-by-frequency, two-way interaction. The
familywise significance level was p�0.05, so, for three
comparisons, p�0.017 was used. There was a significant
1.0-dB decrement in TEOAE74 amplitude at 4 kHz.

Figure 3 shows the group average DPOAE amplitudes
for each level, and pre- and postdeployment tests �ears com-
bined�. A four-way, repeated-measures ANOVA was con-
ducted for DPOAE amplitude �test: pre- versus postdeploy-
ment; ear: left versus right, level: stimulus levels of 65/45,
59/50, and 57/45 dB SPL; and frequency: 2, 2.8, and
4 kHz�. There was a 1.28-dB decrement in DPOAE ampli-
tude between pre- and postdeployment testing �F1,74

=27.4, p�0.05�. There were also main effects for level
�F2,148=190.8, p�0.05� and frequency �F2,148=24.2, p
�0.05� but not for ear �F1,74=0.08,ns�. There were three
significant two-way interactions: test-by-level �F2,148

=9.1, p�0.05�, ear-by-level �F2,148=10.1, p�0.05�, and
level-by-frequency �F4,296=28.4, p�0.05�. Bonferroni post
hoc t-test comparisons were used to establish which of the
three levels contributed to the test-by-level, two-way interac-
tion. The familywise significance level was p�0.05, so, for
three comparisons, p�0.017 was used. Postdeployment
DPOAE amplitudes for DP59/50 andDP57/45 were significantly
lower than predeployment amplitudes �by 1.5 dB�. None of
the three- or four-way interactions were significant.

B. Changes in OAEs and audiometric thresholds:
Correlations

The relationship between changes in OAEs and changes
in audiometric thresholds was assessed using Pearson corre-

FIG. 2. Between pre- and postdeployment, average group TEOAE ampli-
tudes significantly decreased by 1 dB at 4 kHz �combined over ears� for the
75 noise-exposed sailors with complete data sets used in the ANOVA. Left
panel shows average group TEOAE74 amplitudes for left ears; right panel
shows average group TEOAE74 amplitudes for right ears. Error bars indicate
one standard error of the mean. Frequency is plotted on a log2 scale. Data
points are offset either side of the labeled frequency to aid interpretation.

FIG. 3. Between pre- and postdeploy-
ment, average group DPOAE ampli-
tudes for DP59/50 and DP57/45 signifi-
cantly decreased by 1.5 dB for the 75
noise-exposed sailors with complete
data sets used in the ANOVA. Left
panel shows average group DP65/45,
middle panel shows average group
DP59/50, and right panel shows average
group DP57/45 amplitudes. Plots are av-
eraged over ears. Error bars indicate
one standard error of the mean. Fre-
quency is plotted on a log2 scale. Data
points are offset either side of the la-
beled frequency to aid interpretation.
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lation coefficients for the arithmetic difference between pre-
and postdeployment OAE amplitudes and audiometric
thresholds, for all the valid data at every test, level, and
frequency. The number of volunteers contributing to each
correlation ranged from 169 to 338. Right and left ears were
considered separately.

1. Correlations between changes in audiometric
thresholds and changes in TEOAEs

There was no correlation greater than 0.22 at any fre-
quency, and most were not statistically significant at p
�0.05.

2. Correlations between changes in audiometric
thresholds and changes in DPOAEs

There was no correlation greater than 0.19 at any fre-
quency or stimulus level, and most were not statistically sig-
nificant at p�0.05.

3. Correlations between changes in DPOAEs and
changes in TEOAEs

Generally, the strongest correlations were from 0.5 to
0.6 �statistically significant at p�0.05�, which occurred for
same-frequency combinations and for TEOAE74 frequencies
0.5 to 1 octave lower than the DPOAE frequency. This may
reflect separate correlations with the two DPOAE compo-
nents, with the reflection source originating from the 2f1-f2

place and the distortion-source originating from near the f2

place �both with a frequency of 2f1-f2�. Sometimes the cor-
relation was highest when the 2f1-f2 frequency was in the
same TEOAE74 half-octave and sometimes when the f2 fre-
quency was in the same TEOAE74 half-octave, but the dif-
ferences were not great, and many cases showed similar cor-
relations across two or three TEOAE74 half-octaves.
Correlations between TEOAE74 and DPOAEs showed no
consistent pattern across DPOAE stimulus level. In general,
DP57/45 and DP59/50 showed stronger correlations with
TEOAE74 than DP65/45. The strongest correlations tended to
be for TEOAE74 at 1 or 1.4 kHz with DPOAEs at 1.8 kHz
�the lowest DPOAE frequency�, regardless of stimulus level.

There was no evidence that changes in OAEs were cor-
related with changes in audiometric thresholds. Although
DPOAEs and TEOAEs did tend to shift together, the corre-
lation was only moderate. Furthermore, there was little-to-no
correlation between left and right ears for either audiometric
thresholds or OAEs, even for the same test type and fre-
quency. The lack of correlation between changes in audio-
metric threshold and changes in OAEs may be due to the
small number of ears that actually had significant changes in
audiometric threshold or OAEs—the larger number of non-
PTS ears, where changes are just due to test-retest variability,
may have swamped any effect. This was investigated further
by considering the OAEs of the PTS ears.

C. Association between changes in audiometric
threshold and changes in OAEs in individuals

Note that a +STS and a −STS indicate a worsening of
audiometric thresholds and OAE amplitude, respectively,

whereas a −STS and a +STS indicate an improvement of
audiometric thresholds and OAE amplitude, respectively.
The plus or minus sign comes from subtracting the prede-
ployment test result from the postdeployment test result.

1. Standard error of measurement used to define
individual significant shifts

Criteria based on the SEMEAS were used to detect signifi-
cant audiometric thresholds and OAE shifts between pre-
and postdeployment tests �similarly to Lapsley Miller and
Marshall, 2001; Marshall et al. 2001, 2002; Lapsley Miller et
al., 2004�,6 for each frequency of interest from the group of
28 control volunteers, who had received no intervening noise
exposure �see Table I; 56 ears were included for audiometric
thresholds and between 29 to 43 ears for OAEs, because only
OAEs with good SNR at both pre- and postdeployment were
used�.7

Tables II and III summarize SEMEAS and the resulting
STS and SES criteria, respectively, for each frequency of
interest.

2. STS and SES cases identified using derived
criteria

Table IV shows the percentage of STSs detected and
Table V shows the percentage of SESs detected when apply-
ing the derived criteria to the data set of 338 volunteers. The
percentages are relative to the amount of good data �i.e., after
removing the cases with poor calibrations, etc., as described
earlier�. Virtually no STSs were detected in the control
group, but more were detected in the noise-exposed group.
Nearly as many −STSs �improvement of audiometric thresh-
olds� were seen as +STSs �deterioration of audiometric
thresholds�, except for the averaged frequencies of 2 and
3 kHz, and 2, 3, and 4 kHz. This indicated that the test-retest
variability was too great to reliably see noise-induced
audiometric-threshold shifts at single frequencies, and it was
only when a wider frequency band was examined that sig-
nificant noise-induced changes were apparent. The STS cri-
terion for 6 kHz was deemed too large �at 25 dB� to reliably
detect shifts at this frequency and was therefore not used. For
subsequent analyses, data for ears with STS were used only

TABLE II. Significant threshold shift �STS� criteria calculated from the
control group �56 ears�. Shown for each audiometric frequency and some
averaged frequency combinations are the group average threshold shifts
�postdeployment-predeployment�, the standard error of measurement
�SEMEAS�, the resulting STS criteria, and the Navy STS criteria, which was
used to diagnose PTS onsite.

Frequency
�kHz�

Average shift
�dB�

�SEMEAS

�dB�
STS
�dB�

Navy STS
�dB�

1 −1.3 2.8 15 15
2 −0.2 2.1 15 15
3 −1.6 3.4 15 15
4 −0.2 3.8 20 15
6 −1.1 5.5 25 ¼
Mean 2 and 3 −0.9 2.4 10 ¼
Mean 3 and 4 −0.5 2.8 12.5 ¼
Mean 2, 3 and 4 −0.5 2.2 8.3 10
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if the STS was confirmed to be PTS �with a repeat audio-
gram showing the STS was maintained, noise-free for at
least 14 h prior to testing, and a noise history consistent with
hazardous noise exposure�. The data sets for ears with no
STS were used for comparison with the PTS ears. OAEs, on the other hand, showed more evidence of

noise-induced changes. Table V summarizes the percentage
of SESs found for each OAE type, level, and frequency, for
both the noise-exposed group and for the control group.
Shown is the percentage of good data relative to all data �i.e.,
the percentage of pre- and postdeployment measurement
pairs that could be used to calculate differences�, the percent-
age of −SESs �deterioration of OAEs�, and the percentage of
+SESs �improvement of OAEs�, both relative to the amount
of good data. There was little difference between the percent-
ages of +SESs for noise-exposed and control groups, indicat-
ing that many increments were just due to variability �even
though it is theoretically possible for OAEs to increase in
amplitude with noise damage�. There were, however, more
−SESs for the noise-exposed group, compared to the control
group, indicating the effects of noise exposure on the OAEs.
There does not appear to be any indication that higher fre-
quencies showed more OAE changes, as might have been
expected.

TABLE III. DP57/45 ,DP59/50 ,DP65/45, and TEOAE74 significant emission
shift �SES� criteria. Shown for each single DPOAE frequency and half-
octave TEOAE band are the number of control-group ears going into the
calculation, SEMEAS, and the resulting SES criterion.

OAE type
Frequency

�kHz� Ears
SEMEAS

�dB�
SES
�dB�

DP57/45 1.8 41 2.3 6.9
2.0 33 2.7 8.0
2.5 39 1.9 5.7
2.8 34 2.6 7.8
3.2 37 2.1 6.3
3.6 39 2.7 8.2
4.0 38 1.7 5.2

DP59/50 1.8 40 2.2 6.5
2.0 39 2.9 8.5
2.5 38 2.3 7.0
2.8 38 2.6 7.9
3.2 36 2.5 7.5
3.6 39 2.2 6.5
4.0 35 2.0 6.1

DP65/45 1.8 42 2.0 6.1
2.0 42 1.9 5.6
2.5 39 1.5 4.6
2.8 40 1.7 5.1
3.2 43 1.8 5.4
3.6 43 1.6 4.7
4.0 42 1.9 5.7

TEOAE74 1.0 40 2.5 7.5
1.4 46 2.0 6.1
2.0 40 1.1 3.2
2.8 39 1.3 3.8
4.0 35 1.2 3.7

TABLE IV. Percentage of significant threshold shifts �STSs� detected with
the derived criteria based on the SEMEAS, for the noise-exposed group �n
=338� and for the control group �n=28�. Shown are the percentages of good
data, the percentages of +STSs �deterioration in audiometric thresholds�,
relative to the good data, and the percentage of −STSs �improvement in
audiometric thresholds�, relative to the good data.

Noise-exposed ears Control ears

Frequency �kHz�
Good

data �%�
+STS
�%�

−STS
�%�

Good
data �%�

+STS
�%�

−STS
�%�

1.0 100 1 1 100 0 0
2.0 100 2 0 100 0 0
3.0 100 1 1 100 0 0
4.0 100 1 1 100 2 0
6.0 100 1 1 100 2 0
Mean 2 and 3 100 3 1 100 0 0
Mean 3 and 4 100 2 2 100 0 0
Mean 2, 3, and 4 100 5 1 100 0 0

TABLE V. Percentage of significant emission shifts �SESs� for each OAE
type detected with the derived criteria based on the SEMEAS, for the noise-
exposed group �n=338�, and for the control group �n=28�. Shown are the
percentages of good data, the percentages of −SESs �decrease in OAE am-
plitude�, relative to the good data, and the percentage of +SESs �increase in
OAE amplitude�, relative to the good data.

Noise-exposed ears Control ears

Test
Frequency

�kHz�
Good

data �%�
−SES
�%�

+SES
�%�

Good
data �%�

−SES
�%�

+SES
�%�

DP57/45 1.8 75 11 2 72 5 2
2.0 72 6 2 64 3 3
2.5 70 12 3 71 2 0
2.8 73 5 2 62 3 6
3.2 74 8 3 69 5 0
3.6 76 3 2 72 2 0
4.0 80 13 6 69 0 8

DP59/50 1.8 79 10 3 72 5 0
2.0 79 4 2 74 0 2
2.5 75 6 2 69 5 3
2.8 77 5 1 69 0 3
3.2 79 6 2 67 0 5
3.6 80 7 4 69 5 3
4.0 83 9 4 62 3 3

DP65/45 1.8 83 7 2 74 0 5
2.0 83 8 4 74 2 0
2.5 82 12 4 72 7 0
2.8 83 11 3 69 0 3
3.2 86 7 3 74 2 0
3.6 86 10 6 76 2 0
4.0 88 6 4 74 5 2

TEOAE74 1.0 85 5 1 75 5 2
1.4 88 5 2 82 2 4
2.0 81 12 7 75 5 0
2.8 75 8 4 70 0 3
4.0 71 12 3 68 0 5
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3. Permanent threshold shifts

Fifteen sailors �18 ears� were diagnosed with PTS �3
bilateral, 10 left ears, 2 right ears�; this is 4.4% of sailors
who were tested postdeployment. Their median age was 24
years �compared with 22 years for the group of sailors with
no shifts�, median length of service was 3.5 years �compared
with 3 years for the group of sailors with no shifts�, and all
were male. Figure 4 shows the average audiograms for pre-
and postdeployment for the 18 PTS ears and for the group of
sailors with no shifts in either ear �599 ears�. The PTS ears
had slightly better audiometric thresholds at predeployment,
but increased thresholds at postdeployment, especially in the
2- to 4-kHz range. Two volunteers with PTS at 4 kHz were
diagnosed with an STS using the Navy criterion of 15 dB,
which is less strict than the derived criterion of 20 dB. Both,
however, had follow-up audiograms confirming the shift, so
they were included in the PTS group. Most PTSs were on the
order of 15 dB, with the largest being 25 dB.

From the noise histories of the volunteers with PTS,
there were no particular commonalities among the noise ex-
posures, other than there being proportionally more sailors
with PTS from the reactor department �11%�, compared with
the air �4%� and engineering �3%� departments.

Thirteen of the 15 sailors with PTS had incomplete data
sets, so only the data for two sailors with PTS contributed to
the subset of 75 sailors used for the ANOVA reported in the
previous section. The data sets tended to be incomplete due
to the absence of OAEs rather than measurement problems.
This tendency for absent OAEs among the PTS cases is ex-
amined later.

4. Pattern of SESs for the 18 PTS ears

For TEOAE74, 11 ears showed no changes �though there
were some missing data for seven ears�, five ears showed
changes in one half-octave band �though only one ear had no
missing data�, one ear showed changes across more than one
band and also had some missing data, and one ear had es-
sentially no measurable OAEs. For DPOAEs, generalizing
over level, seven ears had no OAE changes at any level, four

ears had OAE changes at all levels �though not necessarily at
the same frequency�, three ears had some OAE changes but
not at all levels, one ear had essentially no OAEs, and three
ears had no usable data at any frequency. There were many
missing data �due to bad calibrations, etc.�, so potentially
some OAE shifts were not detected. Excluding the cases
where all data were missing due to measurement problems or
where OAEs were absent at most frequencies at predeploy-
ment, 31% of PTS ears showed at least one SES in TEOAEs,
and 50% of PTS ears showed at least one SES in DPOAEs
�across levels�. However, many of these SESs were improve-
ments in OAE amplitude, many were not in the same fre-
quency band as the PTS, and there was only some consis-
tency between changes in TEOAEs and changes in DPOAEs.
Consistency among changes within DPOAE levels was also
not high.

The nonparametric phi coefficient �Siegel, 1956� was
used as a measure of association for the 2�2 cross-tabulated
tables of PTS ears versus non-PTS ears �at any frequency�
versus ears with and without SESs �at any frequency� to
determine whether PTSs and SESs tended to occur together
�PTS ears: n=10 to 17; non-PTS ears: n=473 to 572�. The
phi coefficient can be interpreted similarly to a correlation
coefficient and can be used for small data sets. Because of
the small number of PTS cases and the large amount of miss-
ing data, an ear was considered to have an SES if there was
an SES at any frequency within an OAE type and level. Ears
with no measurable SESs �due to missing data� were ex-
cluded. There was no correlation between PTS status and
SES status for any OAE type.

To investigate if there was an association between
TEOAE SESs and DPOAE SESs in the PTS ears, each PTS
ear �excluding the three cases with extensive missing data�
was flagged as having either �a� no SESs at any frequency or
�b� at least one SES at any frequency, for the conditions
TEOAE74, DP57/45, DP59/50, and DP65/45. The phi coefficient
was again used as a measure of association for the resulting
six 2�2 cross-tabulated tables. Phi was 0.58 for TEOAE74

versus DP57/45; 0.70 for TEOAE74 versus DP59/50; and 0.87
for TEOAE74 versus DP65/45. It is fair to say that when there
was an SES for one OAE type, then there was often an SES
for the other OAE type. Similarly, among the DPOAE levels,
the association between levels DP57/45 and DP59/50 was 0.80,
between DP57/45 and DP65/45 was 0.87, and between DP59/50

and DP65/45 was 0.93. DPOAE SESs and TEOAE SESs were
associated with each other in the PTS ears, indicating that the
SESs for the PTS ears were unlikely to be due to random
fluctuations. However, this does not indicate that these SESs
are related to the PTSs; it merely reinforces the finding from
Sec. III B 3 that SESs across OAE type are related.

5. Summary of changes in audiometric thresholds and
concomitant changes in OAEs

Although there is no compelling relationship between
changes in audiometric thresholds and changes in OAEs,
there is an association among changes in OAEs across OAE
types, levels, and frequencies.

The number of PTS cases with low-level or absent
OAEs was notable. If an OAE is already low level, it is

FIG. 4. Average audiometric thresholds for PTS ears �n=18� and non-PTS
ears �n=559� for the volunteers with no shifts in either ear. Audiometric
thresholds for PTS ears were, as expected, worse at postdeployment, with
the biggest increases in threshold at 2 to 4 kHz. Error bars indicate one
standard error of the mean and are smaller than the symbols for the non-PTS
ears.
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unlikely that further changes will be detected. A possible
explanation is that noise damage prior to this study left many
of these ears with subclinical damage, which makes these
ears more likely to acquire hearing loss with further noise
exposure. To investigate this theory, low-level and absent
OAEs at predeployment were examined to see if they were
predictive of PTS.

D. Predictors of susceptibility to PTS

Earlier observations suggested that low-level or absent
OAEs were more likely among the PTS ears. PTS risk �de-
fined by likelihood ratios and positive predictive values� was
estimated as a function of predeployment OAE level, with
OAE levels converted into percentiles to enable comparison
across OAE types.8 By considering all possible percentiles, a
prediction of PTS risk for any OAE amplitude is possible.
Because no female sailors got PTS, this analysis was re-
stricted to data from the male sailors. The greatest number of
ears with good data was used for each condition, so the num-
ber of ears varied across conditions. As the total number of
ears and the number of PTS ears were not constant across

conditions, some caution must be taken in interpreting the
results, particularly in comparing the advantage of various
stimuli in predicting susceptibility.

In medical diagnostics, the likelihood ratio is a ratio of
two probabilities: the probability of a particular test result
among patients with a condition to the probability of that
particular test result among patients without the condition
�Zhou et al., 2002�. Here, the likelihood ratio indicates the
relative probability that a predeployment OAE amplitude
was below a given percentile in the group of ears that sub-
sequently got a PTS, relative to the same result in the group
of ears that did not subsequently get a PTS. For instance, a
likelihood ratio of 1 would indicate that a particular prede-
ployment test result was equally likely to occur for ears that
subsequently got PTS and ears that did not get PTS. A like-
lihood ratio of 4 for a particular test result indicates the result
was four times more likely among ears that got PTS than
ears that did not get PTS. The likelihood ratio does not take
the base rate �a priori probability� of PTS into account.

A cutoff defined by an OAE percentile can be applied as
a diagnostic criterion for PTS risk. This cutoff is independent
of the actual condition �presence or absence of PTS�, and it is

FIG. 5. �Color online� The likelihood ratio by percentile for each OAE test and frequency. For many OAE conditions, the likelihood of a PTS ear having an
OAE level below the percentile criterion, compared with having an OAE level above the percentile criterion, increased as the percentile criterion �based on
OAE amplitude� decreased. Not all OAE tests had measurements made at the same frequency; note that TEOAEs are half-octave band and DPOAEs are
single-frequency measurements.
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of interest to find an optimal cutoff value. For any specific
percentile cutoff value, the likelihood ratio is defined as the
ratio of the probability that a test result was below the cutoff
given there was a PTS to the probability that a test result was
below a percentile cutoff given there was not a PTS. For
readers familiar with the theory of signal detectability and
ROC analysis, this is equivalent to the ratio of the hit rate
and false-alarm rate, though the data are transformed so that
the PTS group is the “signal” and the non-PTS group is the
“noise.”

Figure 5 shows likelihood ratio as a function of percen-
tile cutoff for each OAE and test frequency. For TEOAEs,
there were 16 to 18 PTS ears and 524 to 559 non-PTS ears
included in the analysis. For DPOAEs, there were 16 PTS
ears and 546 to 550 non-PTS ears included in the analysis.
For many cases, there was a clear trend of increasing risk
with decreasing percentile cutoff. TEOAE74 at 4, 2.8, and
1 kHz are the clearest cases—each shows that low-level
TEOAE amplitudes were more likely among the ears that
subsequently developed PTS in this population and noise
environment. The risk starts to increase as the TEOAE am-
plitude moves below the 25th percentile. DPOAEs show a
similar trend to TEOAEs, but they are not as consistent, nor
do they reach as high a likelihood ratio.

The positive predictive value �PPV� �Zhou et al., 2002�,
on the other hand, is the conditional probability of an ear

from this population getting PTS within 9 months in this
particular noise environment, given a test result of a low-
level OAE. The PPV is also known as the a posteriori con-
ditional probability: P�PTS �OAE�cutoff�, and it takes the
base rate of PTS into account. PPVs are more useful than
likelihood ratios for diagnosticians, because they can be used
to estimate the probability of getting a PTS for a given popu-
lation, timeframe, and noise environment.9

Figure 6 shows the best three TEOAE74 frequencies and
the best two DPOAE frequencies from Fig. 5, replotted as
PPV. The base rate for an ear incurring PTS is approximately
3%.10 For ears with results in the low percentiles, the risk of
PTS increases to between 17% and 20% for the best TEOAE
conditions and to between 14% and 17% for the best
DPOAE conditions, depending on the percentile cutoff cho-
sen.

LePage and Murray have also considered low-level
TEOAEs as a predictor for hearing loss, based on their cross-
sectional data set. They used an empirically derived TEOAE
measure: coherent emission strength �CES, dB SPL�, which
represents the noise-free part of the TEOAE �LePage and
Murray, 1993; LePage et al., 1993; LePage, 1998�. CES is a
reweighting of the average TEOAE wide-band response by
the square of the reproducibility �when linearly rescaled and
transformed from �−1:1� to �0:1��. For comparison, PPVs
were calculated for the TEOAE data using CES and the
TEOAE wide-band response, and compared to the best per-
forming 4-kHz half-octave band �see Fig. 7�. There were 563
non-PTS ears and 17 PTS ears contributing to the analysis.
Data for eight ears were removed �including one PTS case�
because the noise level was too high. The noise level was
substituted for wide-band TEOAEs that were less than 0 dB
SNR. No substitutions were made for CES, because this
method allows for the use of TEOAEs with SNR less than
0 dB. Figure 7 shows PPVs for CES, wide-band TEOAEs,
and 4-kHz half-octave TEOAEs. CES and wide-band
TEOAEs were almost identical in their ability to predict
PTS, and both were substantially worse than 4 kHz
TEOAEs. The performance of CES and wide-band TEOAEs
were similar to the best DPOAEs shown in Fig. 6. Focusing
on the area most likely to be damaged by noise �4 kHz and
above� increases the predictability for TEOAEs. The predict-

FIG. 6. �Color online� The positive predictive value �PPV� of a low-level
OAE amplitude increased as the percentile criterion defining a low-level
OAE amplitude decreased. PPV is the probability that a predeployment
OAE amplitude was predictive of subsequent PTS. Shown are the PPVs, as
a function of OAE percentile criterion, for the five OAE tests and frequen-
cies that were most predictive of subsequent PTS. TEOAEs are shown in the
top panel and DPOAEs in the bottom panel. These data should be viewed as
indicative only; the jaggedness is caused by the small number of PTS cases
contributing to the analysis. However, the general tendency is for TEOAEs
to provide more predictive power than DPOAEs.

FIG. 7. �Color online� Positive predictive values �PPVs� as a function of
percentile criterion for TEOAEs: half-octave 4 kHz, coherent emission
strength, and the wideband TEOAE response. There is essentially no differ-
ence between CES and the wideband TEOAE, whereas the half-octave
TEOAE at 4 kHz is a substantially better predictor of subsequent PTS.
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ability for DPOAEs at 4 kHz, on the other hand, is slightly
worse than CES and wide-band TEOAEs, especially at the
lowest percentiles.

These predictors are based on a small number of PTS
cases, and they should be treated as indicative only. The
predictors are very much dependent on the specific popula-
tion, elapsed time �only 9 months in this study�, and noise
environment studied. However, these data show promising
signs that OAEs may be used as predictors for susceptibility
to PTS.

E. Summary of main findings

�1� Average audiometric thresholds did not change be-
tween pre- and postdeployment testing, but both av-
erage TEOAE and DPOAE amplitudes decreased for
the group of 75 sailors with relatively complete data
sets.

�2� There was no correlation between changes in audio-
metric thresholds and changes in OAEs for the entire
group of noise-exposed sailors. There were, however,
significant correlations between changes in OAEs
across OAE types.

�3� Fifteen sailors �18 ears� were diagnosed with PTS. It
was expected that significant changes in audiometric
thresholds would be mirrored with significant changes
in OAEs, but this was not the case in the majority of
ears. Instead, the main observation was that PTS ears
had many low-level or absent OAEs.

�4� There was no correlation between ears with PTS and
without PTS and ears with SES or without SES.
There was, however, a correlation among SESs across
OAE types for the PTS ears, indicating that the SESs
were probably not random fluctuations.

�5� Low-level and absent predeployment OAEs were pre-
dictive of postdeployment PTS.

�6� The best predictor of postdeployment PTS was prede-
ployment TEOAE amplitude at 4 kHz, with lower
amplitudes indicating increased risk.

IV. DISCUSSION

A. Why did PTS occur?

PTS occurred due to a combination of high noise levels
and imperfect hearing protection usage. Fifteen sailors had a
documented PTS in at least one ear after 6 months’ deploy-
ment on an aircraft carrier, despite an active hearing-
conservation program and the use of hearing protection. As
reported earlier, the noise levels on aircraft carriers often
exceed the maximum noise reduction ability of hearing pro-
tection. Furthermore, from the self-reported noise-exposure
histories in the current study, the majority of sailors with
PTS used hearing protection inconsistently. However, many
sailors without PTS were also poor users of hearing protec-
tion. It was common for sailors to report using only single
hearing protection in situations where double hearing protec-
tion was required. Sometimes no hearing protection was used
when single hearing protection was required. It is also likely
that many were not fitting hearing protection correctly. In a
study across multiple platforms �aircraft carriers and am-

phibious assault ships�, the vast majority of sailors omitted
their earplugs some or all of the time, and did not insert them
to a proper depth �Bjorn et al., 2005�. It is likely that these
results generalize to the population of the current study, and
it is therefore of no surprise that there was documented PTS.

B. Derived STS and SES criteria

It was important to develop site-specific STS criteria in
the current study, because the Navy STS criteria used at the
time were not based on test-retest reliability measurements.
The STS criteria were identical to the Navy criteria at 1, 2,
and 3 kHz, but were larger at 4 kHz and smaller at the av-
erage of 2, 3, and 4 kHz. In comparison to previously pub-
lished studies, the STS criteria were larger at 4 and 6 kHz
than the criteria developed in Lapsley Miller et al. �2004�.
The TEOAE criteria were smaller than in this earlier study,
possibly because the testers were more experienced, and pos-
sibly because every attempt was made to match the postde-
ployment stimulus waveform and spectrum to the predeploy-
ment waveform and spectrum by manipulating the angle and
depth of the probe in the volunteer’s ear. DPOAEs were not
comparable because here they were based on measurements
at individual frequencies, rather than averaged within half-
octave bands. However, they were comparable to those re-
ported elsewhere �Franklin et al., 1992; Beattie and Bleech,
2000; Seixas et al., 2005b�. OAE reliability depends on the
measurement paradigm and equipment, therefore the values
from the current study may not generalize to other settings.

C. Relationships between PTS and SES

As summarized in the introduction, cross-sectional hu-
man studies and longitudinal animal studies all indicate, for
various reasons, that there should be a relationship between
noise-induced PTS and SES. However, longitudinal human
studies have yet to offer a clear-cut picture. Differences in
noise exposures during the study, differences in prior noise
exposures, hearing-protection usage, age, sex, and individual
susceptibility all mean that each person is at a different stage
in developing noise-induced inner-ear changes and noise-
induced hearing loss. In the current study, there were sailors
with no changes in OAEs or audiometric thresholds, changes
in OAEs but not audiometric thresholds, changes in audio-
metric thresholds but not OAEs, and changes in OAEs and
audiometric thresholds. Can all these scenarios be accounted
for by current theories, or is it a sign that there is no rela-
tionship between OAEs, audiometric thresholds, and noise-
induced change?

1. No changes in OAEs or audiometric thresholds

Out of the 338 noise-exposed sailors, only 12 �3.6%�
had no measurable changes in audiometric thresholds or in
any of their OAEs in either ear. A further 44 �13%� had no
measurable changes, but also had some missing OAE data.
All the other sailors had at least one significant shift in either
audiometric thresholds or OAEs, though many of these are
likely to be false positives. Why did some sailors have no
changes? They may have been better users of hearing pro-
tection. They may have been lucky to not be as severely
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noise exposed, and so avoided any noise-induced damage.
They may have had particularly tough ears �Cody and Rob-
ertson, 1983� or toughened ears �in laboratory rodents, inter-
mittent noise exposure may increase resistance to noise dam-
age �Henderson et al., 1993��. There are likely to be some
undetected changes �false negatives�, in part due to missing
OAE data �from bad calibrations, high noise, etc.� and also
due to test-retest variability. However, there were proportion-
ally more ears in the control group with no changes across
any of the measures, suggesting that the noise-exposed group
did indeed have more changes due to noise exposure.

2. Changes in OAEs but not audiometric thresholds

More ears showed significant OAE shifts than perma-
nent threshold shifts in the noise-exposed group. Further-
more, the ANOVAs indicated no group changes in audiomet-
ric thresholds, but small, significant, decreases in group OAE
levels for the 75 volunteers with complete data sets.11 This is
mostly consistent with the other longitudinal studies in the
literature where small group decreases in OAEs are often
seen, but concomitant changes in group audiometric thresh-
olds are not �Engdahl et al., 1996; Seixas et al., 2005a�.
Konopka et al. �2005� found an approximately 2-dB decrease
in TEOAEs, but the only significant changes in audiometric
thresholds were at 10 and 12 kHz �frequencies not normally
measured�. Lapsley Miller et al. �2004� also showed changes
in audiometric thresholds along with changes in OAEs, with
a standard audiometric-frequency range, but this result was
not as clear-cut when considering individual PTS cases. In
comparison, no consistent changes were found among an or-
chestra group over 5 and 9 years �Murray et al., 1998; Mur-
ray and LePage, 2002�, but there were issues with recent
noise exposure and possible TTS at baseline, which would
reduce the magnitude of any audiometric threshold shift.

There are at least four explanations for why there were
more SESs than PTSs: sensitivity of the audiogram, high-
frequency hearing loss, outer-hair-cell redundancy, and age-
related changes. The parsimonious explanation is that OAE
measurements have smaller test-retest variability than audi-
ometry �as measured using a standard clinical protocol and
audiometer�, so smaller noise-induced changes to the inner
ear can be detected. Although the audiometric reliability in
the present study was not as low as possible �because of the
requirement that the Navy’s nonoptimal shipboard audiom-
eters were used�, even in the best of circumstances audiomet-
ric reliability is worse than OAE reliability when comparing
the same frequency band �e.g., Lapsley Miller et al., 2004�.12

Audiometric resolution is similar to OAE resolution if mul-
tiple audiometric test frequencies are combined, but at the
price of a decrease in frequency specificity �11 out of 18 PTS
cases had PTS over an average of two or three frequency
bands�. However, it would be expected that if audiometric
resolution was much lower than OAE resolution, the PTS
cases that were identified should show consistent SESs. This
was not the case—only one-third of PTS cases also showed
SESs �and these SESs were not necessarily consistent with
the PTS�. Differences in resolution cannot explain all the
findings.

Only changes in audiometric thresholds up to 4 kHz
were considered, because of the high test-retest variability at
6 kHz. It is possible that undetected high-frequency hearing
loss at 6 kHz and above affected lower frequency OAEs. The
mechanism by which this occurs is still being debated, but it
could be due to intermodulation distortion of the OAE com-
ponents �Avan et al., 1995; Yates and Withnell, 1999; With-
nell et al., 2000�. Recently, Konopka et al. �2005� reported
group decreases in TEOAEs between 2 and 4 kHz, concomi-
tant with group increases in high-frequency audiometric
thresholds at 10 and 12 kHz, but no significant change in
audiometric thresholds at the TEOAE frequencies.

An alternative theory is that there is outer-hair-cell
�OHC� redundancy such that only some are required for nor-
mal hearing. Animal studies have shown that there can be
extensive OHC loss without changes in hearing thresholds
�e.g., Bohne and Clark, 1982; Hamernik et al., 1989; Alts-
chuler, 1992�, and that OAEs can be more sensitive to the
effects of noise damage to the inner ear than pure-tone
thresholds �Hamernik et al., 1996�. LePage and Murray
�1993� argue that because OAEs are a more direct measure-
ment of OHC activity, the loss of some OHCs is more likely
to show up as diminished OAEs levels rather than as hearing
loss. OAEs would therefore show noise-induced changes
prior to hearing loss �i.e., even if audiometric thresholds
could be measured more sensitively, there would not be any
increase in the amount of noise-induced PTS�. This implies
that OAE changes can indicate subclinical NIHL. LePage
�1992� proposes that the ear is able to remap the cochlear
place-to-frequency conversion to avoid gaps in frequency de-
tection because of OHC loss, and hearing loss occurs only
when this ability to remap is exceeded. In their large cross-
sectional study, Le Page and Murray found that coherent
emission strength �CES� may decrease by 80% before there
is a change in audiometric thresholds �LePage et al., 1993�.
They concluded that the “pure tone audiogram may not be a
direct measure of cochlear damage so much as a measure of
how much the cochlea can maintain normal performance de-
spite ongoing damage” �LePage et al., 1993�. This is sup-
ported by the current findings that �a� although there were
changes in audiometric thresholds and changes in OAEs, the
two were not related contemporaneously, and �b� ears with
low OAEs have less resistance to hazardous noise and are
more likely to get PTS with continued noise exposure.

Another possibility is age-related OAE changes. Some
studies have shown that OAEs decrease with age, even when
audiometric thresholds are controlled �Dorn et al., 1998;
Cilento et al., 2003, for women but not for men�. Murray and
LePage �1993� hypothesize that the OHC loss that occurs
from birth throughout life causes the aging effect seen with
OAEs, and that noise exposure accelerates the loss of OHCs.
However, the present study was only 9 months long, and the
volunteers were relatively young, so aging is unlikely to be a
major factor.

These four possibilities—lower audiometric sensitivity,
high-frequency hearing loss, OHC redundancy, and age-
related changes—are not mutually exclusive, nor is it pos-
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sible to easily tease out which, if any, is operating here.
However, none of the explanations are contradictory—all
can explain these findings to some extent.

3. Changes in audiometric threshold, but not OAEs

About two-thirds of the PTS ears did not have signifi-
cant OAE changes consistent with their PTS. In most cases,
this was because OAEs were already at low levels or were
absent at predeployment testing. It is possible that OAEs had
already decreased from earlier noise exposures �the large ma-
jority of volunteers had considerable military noise exposure
prior to the study�, and some sailors may also have had low-
level OAEs due to genetics, illness, or environmental factors
such as chemical exposure. Regardless of the cause, having
low-level or absent OAEs was predictive of subsequent
noise-induced hearing loss.

Massive, traumatic noise exposure can simultaneously
affect both audiometric thresholds and OAEs, but here the
largest PTS was only 25 dB, and most were only 15 dB. It is
more likely that changes in OAEs preceded the changes in
audiometric thresholds. By the time the audiometric thresh-
olds were affected, the OAEs may have been sufficiently low
or even absent. It is difficult to measure a change in a low-
level OAE because measurements near or below the noise
floor are not reliable. Even in the ears where PTSs and SESs
occurred together, it is conceivable that the OAEs may have
diminished before the audiometric thresholds, but both may
have changed within the 9 months, so only the final outcome
was observed.

Other explanations as to why some PTS ears showed no
changes in OAEs include interaction of DPOAE sources and
differences in intrasubject variability, though these factors
are probably less influential than missing data. The DPOAE
measured at frequency 2f1-f2 actually consists of two fre-
quency components—both with frequency 2f1-f2, but with
different magnitudes and phases. These two components—
the reflection component and the distortion component—are
thought to be generated from different parts of the cochlea
�Shera and Guinan, 1999�. If a DPOAE was dominated by
the distortion component, then changes in the cochlea at the
source of the reflection component �thought by Shera to be
the more likely indicator of damage� may not show up
�Shera, 2004�. In the current study, the definition of a signifi-
cant OAE shift was based on the group SEMEAS. Some
people exhibit little variation in OAEs over time—some
show a great deal �Marshall and Heller, 1996�. The criteria
used in the current study may have been too strict for some
people with very stable OAEs, therefore missing some SESs.

Finally, damage to structures other than OHCs may have
caused the threshold shift. For example, stria vascularis may
be affected by long-duration exposures �e.g., Bohne and
Clark, 1982�, and inner-hair cells may also be damaged by
noise exposure, but usually not until greater amounts of hear-
ing loss are observed �e.g., Hamernik et al., 1989�.

4. Both audiometric thresholds and OAEs change
together

Only one-third of the PTS ears showed SESs; however,
there was no strong or consistent pattern of SESs across ears,
or across OAE types and frequencies. The ANOVA and cor-
relational analyses gave scant evidence of audiometric
thresholds and OAEs changing concomitantly. Sometimes
OAEs improved when audiometric thresholds diminished or
stayed the same. Although there were some positive SESs,
they were at about the same rate as for the control group, so
they most likely reflected random test-retest variability �al-
though inner-ear damage can in some cases produce an in-
crease in OAE amplitude �Withnell et al., 2000��.

D. Susceptibility

Ears with low-level or absent OAEs were more likely to
get PTS. Low-level or absent OAEs may be a sign of genetic
variability, or, more likely, a sign that these ears had already
experienced subclinical damage from previous hazardous
noise exposures. Although most volunteers had normal hear-
ing at predeployment �some had a slight high-frequency
hearing loss�, most, if not all, had received considerable
noise exposure prior to this study. The PTS ears had slightly
better audiometric thresholds at predeployment compared
with the non-PTS ears �see Fig. 4�, so the initial audiometric
thresholds themselves cannot explain the difference in OAE
levels.

In the current study, TEOAEs were better PTS predic-
tors than were DPOAEs. This may be because normal
DPOAE microstructure has spectral nulls due to the interac-
tion of the two DPOAE sources �e.g., Kalluri and Shera,
2001; Mauermann and Kollmeier, 2004�. Measurements at or
near nulls could easily show low-level DPOAE amplitudes.
For instance, Shaffer et al. �2003� quite clearly showed how
points in the DPOAE microstructure for a normal-hearing
person can fall below norms. This would inflate the number
of low-level DPOAEs seen in healthy ears. Such cases would
not necessarily be predictive of hearing loss. Half-octave
TEOAEs are less affected by fluctuations in microstructure
because they represent the average level over a range of fre-
quencies. A DPOAE design where frequencies were clus-
tered closer together and the resulting amplitudes averaged
may reduce the problem of nulls.

Dancer stated “There would be great interest in finding a
test which predicts individual susceptibility to permanent
threshold shift” �Dancer, 2000, p. 5-1�. It looks promising
that low-level or absent OAEs may indeed form the basis for
such a test. Here, problems inherent with many previous sus-
ceptibility tests were bypassed in that the measurements
were made on ears that developed PTS, rather than using
TTS as a substitute �Ward, 1965; Humes, 1977�. This is im-
portant since the mechanisms underlying TTS and PTS are
different �e.g., Saunders et al., 1985; Slepecky, 1986; Nord-
mann et al., 2000�.

Using low-level OAEs to measure PTS susceptibility is
not like using a gene marker, which is stable and innate.
Instead, an OAE reflects the current state of the inner ear
which is likely a result of both genetic susceptibility and

292 J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Lapsley Miller et al.: Otoacoustic emissions predict hearing-loss risk



acquired susceptibility. Susceptibility to NIHL probably var-
ies over time depending on factors such as noise exposure,
illness, chemical exposure, and age. It will not be enough to
take just one measurement at one point in time to determine
susceptibility. Instead, personnel will require regular moni-
toring to see if their susceptibility is changing as they con-
tinue to accumulate OHC damage. With more data—
especially longitudinal data over a longer timeframe and
information about the outcome costs—optimal criteria for
risk detection can be developed.

In the future, OAEs may also be used in other ways to
gauge susceptibility to NIHL. For instance, the reflex
strength of the auditory efferent medial olivocochlear sys-
tem, whose fibers synapse primarily on the outer hair cells,
may indicate NIHL susceptibility. One of the suggested
physiological functions of the efferent system has been pro-
tection from acoustic overexposure �Cody and Johnstone,
1982; Reiter and Liberman, 1995; Maison and Liberman,
2000; Luebke and Foster, 2002�. Maison and Liberman
�2000� predicted susceptibility to NIHL from the strength of
the auditory efferent reflex, as measured with ipsilateral
DPOAE adaptation. Guinea pigs with a high reflex strength
exhibited only small or no PTS whereas guinea pigs with a
low reflex strength exhibited PTS. Muller et al. �2005�
showed that measuring DPOAE amplitude changes in hu-
mans with a contralateral AER elicitor �which is easier to
measure in humans� is also a suitable measure for determin-
ing AER strength. Others have suggested using TEOAEs
�e.g., Berlin et al., 1995� or stimulus-frequency otoacoustic
emissions �e.g., Guinan et al., 2003�. No matter which OAE
type is used, the challenge is to develop a clinical test that
shows a large range of auditory efferent reflex strength
across people, relative to the intrasubject test-retest reliabil-
ity, to be able to validly distinguish people with large and
small efferent reflex strength. Such a test must also be fast
for use in clinical and field settings.

In the future, measuring both auditory efferent reflex
strength and absolute OAE amplitude in normal-hearing ears
may provide powerful indications of individual NIHL risk
before significant hearing loss has occurred.

E. Conclusions

When sailors are exposed to hazardous levels of ship-
board noise, OAEs show the accumulated damage to the in-
ner ear before hearing loss shows up in an audiogram. More-
over, diminished OAEs are predictive of subsequent hearing
loss if the sailor remains in the noise-hazardous environment.
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1These studies tend not to consider whether noise-exposed people with nor-
mal OAEs have similar audiometric thresholds to non-noise-exposed
people with normal OAEs. Therefore, it is not entirely clear that OAEs are
providing an advantage in detecting the early stages of NIHL.

2On a Nimitz-class aircraft carrier, flight-deck noise produced from aircraft
launches ranges from 126 to 148 dBA peak depending on the proximity to
the aircraft. The arresting gear and water brakes, as well as tools such as
needle guns, grinders, and hydro-blasters, generate noise levels around
94 dBA peak in work and berthing areas. Sound levels in the hangar bay
under the flight deck can exceed 120 dBA peak during flight operations.
Other noisy areas include the main propulsion machinery space, machinery
rooms, �work� shops, and the laundry, which is located above the propel-
lers. Many of the berthing spaces are directly below the flight deck—some
sailors even wear hearing protection while sleeping. Dosimetry data from a
Nimitz-class aircraft carrier, reported by Rovig et al. �2004�, showed 8-h
time-weighted averages �using an 85 dBA damage-risk criterion with a
3 dB exchange rate� of 109 dBA �ranging from 96 to 120 dBA� for flight
deck crew and 92 dBA �ranging from 79 to 98 dBA� for engineering crew.
The average workday was 11.5 h. Unweighted peak noise levels were regu-
larly clipped by the dosimeter’s 150 dB SPL ceiling, so these noise levels
are underestimated. Rovig et al. �2004� also found that in sailors with 4 or
more years of service, 30% of flight deck crew and 37% of engineering
crew had audiometric thresholds greater than 25 dB HL �at 1, 2, 3, or
4 kHz�, compared with 5% of administrative crew. Many sailors reported
not wearing double hearing protection because they felt it jeopardized
speech communication.

3The noise-rejection level was set at 4 mPa by default, but was usually
adjusted by the tester to approximately one standard deviation above the
mean of the noise-level histogram, which was usually lower than 4 mPa.

4Each frequency was measured three times with 15 subaverages and then
averaged. The frequencies where DPOAEs had a signal-to-noise ratio
�SNR� less than 3 dB were automatically retested until the test time �50 s�
expired. The noise-rejection level was set at 5 mPa.

5TEOAE74 stimulus levels were considered on-target if they were within
±4 dB of 74 dB pSPL �no data points were eliminated; 99.9% of data
points were within ±3 dB of the target�. DPOAE stimulus levels were
considered on target if they were within ±6 dB of the target level, for both
L1 and L2 �1.2% of data were eliminated across all levels and frequencies�.
Sometimes the ILO program could not obtain a good DPOAE calibration
�usually due to standing waves�. In these cases it automatically used an
estimated level instead. The resulting DPOAEs produced many outliers—
either unusually high or low, so all cases where levels were estimated were
dropped from the DPOAE analyses �2.5% of all DPOAE data�. Consider-
ation of outliers showed many more outliers for DP61/55, compared to the
other levels. The reason for this discrepancy could not be traced, so all data
at this level were dropped. Furthermore, all DPOAE data at f2=2.2 and
4.5 kHz were dropped because they were contaminated with a large, inter-
mittent harmonic artifact at these frequencies. Sometimes the artifact el-
evated the noise level and sometimes it appeared to elevate the DPOAE
amplitude, so it was not possible to identify the affected cases by just
looking for high noise levels. When considering changes in OAEs, some
outliers appeared to be due to large differences in the noise floor between
pre- and postdeployment testing. Therefore, the cases where the absolute
average difference between the pre- and postdeployment noise levels was
larger than 3.5 dB �when averaged across 2.5 to 3.6 kHz for DPOAEs, and
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when averaged across the half-octave bands centered at 2, 2.8, and 4 kHz
for TEOAE74� were removed. This affected 2.8% of TEOAE74 measure-
ments and 6.5% of DPOAE measurements.

6The SEMEAS can be used to specify the magnitude of a statistically signifi-
cant change within an individual �Ghiselli, 1964� and is defined as

SEMEAS=�1
2 �s1

2+s2
2��1−r� where s1

2 and s2
2 are the pre- and postdeployment

variances, and r is the correlation between pre- and postdeployment tests.
Because the focus here is on the difference between pre- and postdeploy-
ment testing, �SEMEAS is defined as �2SEMEAS �Beattie, 2003; Beattie et
al., 2003�. Multiplying �SEMEAS by an appropriate multiplier then gives the
desired confidence interval. Here a multiplier of 2.12 is used, which gives a
98% confidence interval.

7The STS criteria were adjusted by adding the group average audiometric
thresholds to account for a slight mean shift �most likely a practice effect�.
For individual ears, the resolution of the audiogram was 5 dB for single
frequencies, and, due to averaging, 2.5 dB for the average of 2 and 3 kHz
and the average of 3 and 4 kHz, and 1.66 dB for the average of 2, 3, and
4 kHz. In other words, the smallest change that can be detected is defined
by the resolution. Each STS criterion was adjusted accordingly by rounding
up to the next largest step. Since STS criteria are usually specified as
inclusive �i.e., �X dB, rather than �X dB�, another resolution step was
added to give the STS criteria reported in Table II. For example, the
�SEMEAS for the average of 2, 3, and 4 kHz was 2.16 dB and the minimum
resolution is 1.66 dB. Converting into an STS criterion for the 98% confi-
dence interval gives 2.12�2� SEMEAS=6.48 dB; rounding up to the next
resolution step gives 6.66 dB, and then another step to 8.33 dB gives the
inclusive criterion. Resolution was not an issue for SESs because the
SEMEAS were orders of magnitude larger than the measurement resolution.

8The percentiles were calculated from the predeployment OAE data for the
entire group of noise-exposed male sailors �606 ears, 303 volunteers�, in-
cluding the PTS ears and ears with absent OAEs, where noise levels were
substituted to quantify absent OAEs, providing the noise level was low �as
described earlier�. Any ears with absent OAEs with noise levels higher than
the cutoff were not included in these analyses. OAE amplitudes were con-
verted to percentiles for each TEOAE and DPOAE level and frequency.
Percentiles were calculated for left and right ears separately and for all ears
combined. For the same percentile, OAE amplitude differed by up to
2.4 dB between the left and right ears.

9The PPV can be related to the likelihood ratio by using odds ratios where
the a posteriori odds are equal to the a priori odds multiplied by the
likelihood ratio �Zhou et al. 2002�. In the current scenario, PPV/ �1
−PPV�=likelihood ratio� P�PTS� / P�no PTS�. Other formulations and re-
lationships may be derived using Bayes’ theorem for conditional probabili-
ties.

10This PTS rate is the percentage of ears with PTS and without high noise
floors. It differs from the earlier PTS rate, which was the percentage of
sailors with PTS.

11Because only 75 volunteers had complete data sets across 2 to 4 kHz, a
further ANOVA was conducted for the group of 206 volunteers with com-
plete data sets at just 4 kHz for TEOAEs and audiometric thresholds, to
see if the larger group showed any changes between pre- and postdeploy-
ment. The two-way, repeated-measures ANOVA for TEOAE amplitude
�test: pre- versus postdeployment; ear left versus right� showed a 0.95-dB
decrement between pre- and postdeployment testing �F1,205=49.2, p
�0.05�, but no significant difference between ears, and no significant in-
teraction. The two-way, repeated-measures ANOVA for audiometric
thresholds �test: pre- versus postdeployment; ear left versus right� showed
no significant effect for test, but a significant difference between ears
�F1,205=24.8, p�0.05�. The interaction was not significant. Even with the
increased numbers, there was no significant change in audiometric thresh-
olds.

12The ability to detect a PTS or SES is dependent on the test-retest reliabil-
ity. Poorer reliability results in a larger criterion to decide that a significant
shift has occurred. For example, compare the OAE and hearing-threshold
criteria for 4 kHz from Tables II and III. To make this a fair comparison
between OAEs and audiometric thresholds, the SES criteria are multiplied
by 2.5 to convert them into “equivalent dB HLs” �Marshall and Heller,
1998� to give criteria of 9.3 dB for TEOAE74, 14.0 dB for DP57/45,
15.2 dB for DP59/50, and 14.2 dB for DP65/45. Both the TEOAE and
DPOAEs are superior to single-frequency audiometric thresholds in their
ability to detect a shift. However, when averaging the audiometric thresh-
old over 2, 3, and 4 kHz, the criterion decreases to be comparable with
TEOAEs at 4 kHz. A closer relationship between changes in OAEs and
audiometric thresholds is found in the laboratory in animal studies and in

human TTS studies �e.g., Marshall and Heller, 1998� when there is more
precise information about both the audiometric changes and the noise that
produced them. Differences in results between TTS studies and PTS stud-
ies could be attributed to the fact that the mechanisms underlying TTS and
PTS differ �e.g., Saunders et al., 1985; Slepecky, 1986; Nordmann et al.,
2000�. However, this conclusion may not be warranted because the preci-
sion of the audiometric and noise measurements is higher for TTS studies.
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The aim of this paper is the introduction and comparison of consistent albeit passive mechanical
models for the whole cochlea. A widely used transmission line filterbank, which hydrodynamically
speaking is a long wave approximation �L model�, suffers from a well-known inconsistency: its
main modeling assumption is not valid within the resonance region, where most of the overall
excitation takes place. In the present paper two approaches to overcome this inconsistency are
discussed. One model is the average pressure �AP� model by Duifhuis, the other is obtained by a
combination of a long and a short wave approximation �LS model�. Considerable differences
between the L and the LS model are observed. All models are compared by inserting them into the
full integral equation obtained from the hydrodynamic equations and the boundary conditions. Here
the LS model fares better than the AP model for small damping, whereas the opposite is true for
higher damping. As expected, the L model fails badly in the resonance region.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2204438�

PACS number�s�: 43.64.Kc, 43.64.Bt �AK� Pages: 297–304

I. INTRODUCTION

Auditory models of the cochlea provide useful tools to
understand the responses of the first station of the pathway,
namely the auditory nerve, to the excitations of the basilar
membrane and allow the investigation of psychoacoustic
phenomena that are based on properties of basilar membrane
mechanics. Widely used practical approaches implemented
to serve as filterbanks are phenomenological ones as given
by the gammatone auditory filters �Aertsen and Johannesma,
1980� and recently developed compressive gammachirp fil-
ters that provide level-dependent modeling in cochlear filter-
ing �Irino and Patterson, 2001�. A second type of approach is
the one-dimensional transmission line model of the cochlea
�Strube, 1985; Giguère and Woodland, 1994; Giguère et al.,
1997�. The advantage of this type of model is that it has a
physiological basis and that it can include nonlinear effects.
It suffers, however, from an inconsistency: the conditions
used for its derivation from a simplified model for the co-
chlea are not fulfilled by its solutions.

In terms of hydrodynamics the one-dimensional trans-
mission line model is a long wave approximation. The appli-
cation of both long and short wave models �L model and S
model� to cochlea dynamics goes back to the work of Ranke
�1950� and Zwislocki �1950, 1953�. The discussion was later
revived by Siebert �1974�, who allied with Ranke and the L
model, and by Schroeder �1975�, who like Zwislocki favored
the S model. To our knowledge no one has suggested a com-

bination of the two models. Either the authors strictly fa-
vored one type of model over the other or saw them as in-
compatible heuristic tools. The first who claimed to have
overcome the debate between S and L models are Viergever
and Kalker �1975�. Their model is based on an average pres-
sure analysis �AP model� and was further elaborated in par-
ticular by Duifhuis �1988�. A recent application of the AP
model on questions of scattering and otoacoustic emissions
is given by Shera et al. �2005�.

In this paper we investigate approximate solutions to a
three-dimensional mechanical model, based on the average
pressure analysis of Duifhuis �1988� �AP model� and on a
solution pasted together from a shallow water �long wave
length� and a deep water �short wave length� solution �LS
model�. These models avoid the inconsistency of the one-
dimensional long wave models �L model�. A comparison of
these three-dimensional models with the widely used one-
dimensional ones allows us to isolate the specific effects of
the more realistic approach.

This paper is organized as follows: In Sec. II we briefly
discuss some basic mechanical features of the inner ear and
of a simplified rectangular model of the cochlea. Next, in
Sec. III, the approximate solutions to the relevant hydrody-
namic equations and further specifications of the model are
given. We discuss the reliability of specific features of the
models in Sec. IV.

a�Electronic mail: sieroka@phil.gess.ethz.ch
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II. MODEL OF THE INNER EAR

A. Geometry of the cochlea

The inner ear allows the transformation of acoustic into
neuronal signals. The acoustically relevant part is the cochlea
with its geometrical and mechanical features. Figure 1 shows
the idealized model of the cochlea which forms the basis of
our theoretical considerations. Here we shall give only a very
short and rough sketch of the main mechanical features and
refer for details to the excellent reviews of de Boer �1980,
1984, 1996� and the literature quoted there.

B. Dynamics

Generally the following approximations �cf. de Boer,
1980� are made:

�i� The friction in the lymph and its compressibility are
neglected; the latter is justified for frequencies for
which the sound wavelength in water is large com-
pared to the linear dimension of the cochlea, that is
for ��40 000 Hz.

�ii� Nonlinear contributions in the hydrodynamic Euler
equations for an ideal liquid are not taken into ac-
count, thus excluding vortex solutions. This is justi-
fied by the smallness of the involved velocities and
displacements.

For simplicity we consider only harmonic time depen-
dence of the signal; in a linear model the general time de-
pendence can be constructed by Fourier transform.

Let p�x ,�� be the hydrodynamic pressure at position x
and the angular frequency �=2��,

p�x,t� = p�x,��ei�t. �1�

Under the assumptions discussed above the velocity is given
by the gradient of the pressure:

v�x,�� =
i

��
�p�x,�� , �2�

and the Laplace equation holds:

�2p�x,�� = 0. �3�

In the following we do not indicate the � dependence of
the pressure and velocity explicitly and denote by p�x ,y ,z�
the difference between the pressure in the upper and lower
chamber at the fixed frequency �:

p�x,y,z� = pu�x,y,z,�� − pl�x,− y,z,�� . �4�

The solution to the Laplace equation is specified by the
boundary conditions, namely that the normal components of
the velocity at walls of the cochlea are zero and that the
normal component of the velocity at the basilar membrane is
determined by the properties of the latter. Usually it is also
assumed that the pressure difference is zero at the heli-
cotrema. We replace this by the condition that only solutions
corresponding to waves traveling to the right are admitted.

C. Model for the cochlea

In the rectangular model of Fig. 1 the following expres-
sion �de Boer, 1984� fulfills the boundary conditions at the
walls of the cochlea, namely vy =0 for y=h and vz=0 at z
= ±b:

p�x,�� = �
n
�

0

� dk

2�
e−ikxp0�k�� cosh�m0�h − y��

cosh�m0h�

+ �
m0 tanh�m0h�cosh�m1�h − y��

m1 tanh�m1h�cosh�m1h�
cos��zn

b
	
 .

�5�

In order to facilitate comparison with two-dimensional
models we have introduced in �5� the constant �. For a three-
dimensional model it is 1 and we have chosen this value in
all applications of this paper. The corresponding two-
dimensional model is obtained by putting �=0.

The basilar membrane is hinged at the borders of the
cochlea, that is vy�x ,0 , ±b�=0. In the following we shall
only consider the principal mode of excitations in the z di-
rection, i.e., we confine ourselves to n=1.

The Laplace equation �3� yields

m0 = �k2 = k; m1 = �k2 + �2/b2 � max�k,
�

b

 . �6�

If the velocity at the middle of the basilar membrane can
be expressed by an impedance 	, one obtains

�yp�x,0,0� = − i��vy�x,0,0� =
2i��

	�x,��
p�x,0,0� . �7�

Equations �5� and �7� yield the integral equation

�
0

�

dk e−ikxQ�k�p̂�k� =
− i��

	�x,���0

�

dk e−ikxp̂�k� , �8�

with the kernel

Q�k� �
1 + �

2

k tanh�kh�m1 tanh�m1h�
�k tanh�kh� + m1 tanh�m1h�

. �9�

The expression p̂�k� is the Fourier transform of
p�x ,0 ,0�:

FIG. 1. Idealized model of the cochlea in side view.

298 J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Sieroka et al.: Semirealistic models of the cochlea



p̂�k� � p0�k��1 + �
k tanh�kh�

m1 tanh�m1h�
 = �
�

�

dx eikxp�x,0,0� .

�10�

The kernel can be simplified to monomial form in the
two limiting cases of long and short waves:

Q  �1 + �

2
hk2 for kh � 1 long waves,

�k�/2 for kh 
 1 short waves.
� �11�

In these limiting cases it is more convenient to work
with differential equations for p�x ,0 ,0� than with the inte-
gral equation �8�. This is achieved by the replacement p̂�k�
→p�x�, k→ i�x, k2→−�x

2. Here we have assumed that the
waves are right moving so that we can replace �k� by k. We
come back to this point in Sec. IV �Fig. 11�.

The local wave vector is defined as

k�x� � i�x log�p�x,0,0�� . �12�

The value of the local wave vector indicates which of
the two conditions of �11� is more appropriate.

We follow the modeling of the impedance for the basilar
membrane discussed extensively in de Boer �1980� and as-
sume it to be of the following form:

2p = − 	�tY = − 	vy ,

	 =
1

i�
�S − �2m + i�R� , �13�

with a transverse stiffness S�x�, a resistance R�x�, and an
effective specific mass m:

S�x� = C0e−�x − a; R�x� = R0e−�x/2, R0 � 0; �14�

all other quantities are taken to be independent of x. The
constant a in the stiffness S�x� has been introduced in order
to get into better agreement with physiological and psychoa-
coustic data for the resonance position �Greenwood, 1990�.
The numerical values of the parameters are given in Sec.
III C.

III. ANALYTICAL SOLUTIONS AND APPROXIMATIONS

A. Long-, short- and combined-wave approximation
„L, S, and LS models…

For kh�1 the kernel in �8� is given by Qhk2 �see
�11��. The expression

pL�x,0,0� =�GL�x�
g�x�

H0
�2��GL�x�� �15�

with

g�x,�� =� 2

1 + �

���

�h�C0e−�x − a − m�2 + i�R0e−�x/2�
,

�16�

GL�x,�� = �
0

x

dx� g�x�� +
2

�
g�0� �17�

is a very good approximate solution for the resulting differ-
ential equation

�x
2p�x,0,0� =

2

1 + �

i��

h	�x,��
p�x,0,0�

=
2

1 + �

− �2�

h�S�x� − �2m + i�R�x��
p�x,0,0� .

�18�

An analytical expression for GL�x� is given in the Appendix.
The local wave vector is given approximately by

kL�x� =� 2

1 + �
�� �

h�S��� − �2m + i�R�x��
. �19�

Note that �=1 in the three-dimensional case.
Near the resonance region S�x�mw2 the real part of

the wave vector becomes very large and hence the long wave
solution is no longer adequate.

For kh
1, the kernel Qk /2. The expression

pS�x,0,0� = exp�− GS�x,��� �20�

with

GS�x,�� = i�
0

x

dx�
2�2�

S�x�� − �2m + i�R�x��
. �21�

is a right-moving traveling wave solution to

FIG. 2. Comparison of the exact kernel Q�k�, see Eq. �9�, with its approxi-
mations given in �11�; solid line: hQ�k�; long dashed line: h2k2 �long wave
approximation�; short dashed line: hk /2 �short wave approximation�. The
intersection point of the two dashed lines at hk= 1

2 marks a sensible value for
changing from a long to a short wave approximation.

FIG. 3. The function ��AP�n�x�, see �34�, for the first �solid�, second �long
dashes�, and third �short dashes� iteration.
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�xp�x,0,0� =
− 2i�2�

S�x� − �2m + i�R�x�
p�x,0,0� . �22�

In this case the local wave vector is

kS�x� =
2�2�

S�x� − �2m + i�R�x�
. �23�

In Fig. 2 we show the quantity hQ�k� �solid line�, dis-
played as a function of kh �with b=2h�. Also shown are the
approximations k2h2 �long dashes� and kh /2 �short dashes�.
Since the transition between the two regimes at kh=1/2 is
quite sharp, a promising strategy is to construct a continuous
solution which satisfies the long wave equation �18� below
this point and the short wave equation �22� above this point.
If we approximate k by k�x�, the local wave vector �19� and
�23�, the transition point xLS from long to short waves is
determined by the condition

Re� 1

kS�xLS�

 = Re� 1

kL�xLS�

 , �24�

that is

xLS =
1

�
log� C0

2�1 + ���2�h + a + m�2
 . �25�

A continuous approximation to the solution in the whole
cochlea is given by

FIG. 4. Real part �top� and imaginary part �bottom� of the local wave vector
for different models; the combined long and short wave �LS model, solid�,
the average pressure �AP model, long dashes�, and the long wave �L model,
dots� model; in this scale of the figure the curve for the short wave approxi-
mation �S model� cannot be distinguished from the LS model; �=1200 Hz,
�=0.15.

FIG. 5. Modulus of the pressure p�x ,0 ,0� for different models, solid LS,
long dashes AP, short dashes S, and dots L model; �=1200 Hz, �=0.15, the
pressure values are normalized to the same value at x=0.

FIG. 6. Modulus �top� and phase �bottom� of the velocity of the basilar
membrane for different models at high damping ��=0.15�, solid LS, long
dashes AP, short dashes S, and dots L model; �=1200 Hz.

FIG. 7. The modulus �vy�x�� for the different models as a function of the
frequency � for three different positions on the basilar membrane, x=0.5,
1.95, and 3 cm; solid LS, long dashes AP, short dashes S, and dots L model.
The pressure at the oval window is adjusted to give approximately equal
maxima for each position. Top: damping parameter �=0.15; bottom: damp-
ing parameter �=0.015.
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pLS�x,0,0� = �pL�x,0,0� for x  xLS,

pL�xLS,0,0�eGS�x�−GS�xLS� for xLS � x .
�
�26�

pL�x ,0 ,0� is given in Eq. �15�; the analytical expression for
GS�x�−GS�xLS� is given in the Appendix.

B. The averaged pressure approach by Duifhuis

The Laplace equation and the boundary conditions can
be unified in a single equation if one considers the pressure
integrated over the cross section F of the scala vestibuli,

p̄�x� = �
F

dy dzp�x,y,z� . �27�

Performing this integration in the Laplace equation �3� one
obtains using Gauss’s theorem and the fact that the normal
velocity at the walls of the cochlea is zero

�x
2p̄�x� = − �

−b

b

dz�yp�x,0,z� =
1

�
�yp�x,0,0� . �28�

From expression �5� follows �= �1+�� /2b.
Introducing the function

�AP�x� =
2bhp�x,0,0�

p̄�x�
, �29�

one obtains the differential equation for the integrated pres-
sure:

�x
2p̄�x� =

2i��

	

�AP�x�
�1 + ��h

p̄�x� = − �AP�x��kL�x,���2p̄�x�

�30�

where kL is given by �19�.
This exact equation contains the unknown function ��x�.

If one approximates the Fourier variable k in Eq. �5� locally

through the local wave vector kAP�x� of the solution of the
differential equation �30�, one obtains �Duifhuis, 1988�

�AP�x� = kAP�x�h� 1

tanh�kAP�x�h�

+ �
kAP�x�

�kAP�x�2 + �2/b2 tanh��kAP�x�2 + �2/b2h�

 .

�31�

From �30� follows

FIG. 8. The phase of vy�x� for the different models as a function of the
frequency � for the position x=3 cm on the basilar membrane; solid LS,
long dashes AP, short dashes S, and dots L model. Top: damping parameter
�=0.15; bottom: damping parameter �=0.015.

FIG. 9. Left-hand side �l�x� �solid� and right-hand side
�r�x� �dashed� of the full integral equation �8� for dif-
ferent models as indicated. �=1200 Hz, �=0.15.
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kAP�x�  kL�x���AP�x� , �32�

and from that the transcendental equation �Duifhuis, 1988�:

��AP = kLh� 1

tanh�kL
��APh�

+ �
kL

��AP

�kL
2�AP + �2/b2 tanh��kL

2�AP + �2/b2h�

 �33�

For values of x below the resonance position �see Fig. 3� this equation can be approximately solved by iteration:

���AP�n = kLh� 1

tanh�kL
���AP�n−1h�

+ �
kL

���AP�n−1

�kL
2��AP�n−1 + �2/b2 tanh��kL

2��AP�n−1 + �2/b2h�

 �34�

with ��AP�0=1.

C. Comparison of the models

We shall now compare the different models discussed
above:

�i� LS, the combined long-short wave model �26�,
�ii� AP, the average pressure model of Sec. III B,
�iii� L, the pure long-wave model �15�, and
�iv� S, the pure short-wave model �20�.

The following parameter values were taken from de
Boer �1980�: �=1.0g/cm3, h=0.1 cm, m=0.05g/cm2, C0

=109g/ �s2cm2�, �=3.0 cm−1, and for the additional constant
a=35 000g/ �s2cm2�. The dimensionless constant
�=R0 / ��C0m�, specifying the damping of the membrane,
was normally set to 0.15. This value was determined heuris-
tically by adjusting the duration of poststimulus ringing in
the LS model to that given by the transmission line filterbank
adequate for a SPL of about 65 dB.

In Fig. 3 different iterations for ��AP�n for �=1200 Hz

are displayed. For n�2, ��AP�n becomes unstable beyond the
resonance position of the impedance function, for our param-
eters and �=1200Hz beyond x=1.95 cm. This is a conse-
quence of the multiple roots of �33�; for a more detailed
discussion see Duifhuis �1988�. They may play some role for
reflections and emissions �Shera et al., 2005�. In the follow-
ing we shall use the well-behaved first iteration ��AP�1.

FIG. 10. Left-hand side �l�x� �solid� and right-hand
side �r�x� �dashed� of the full integral equation �8� for
different models as indicated. �=1200 Hz, �=0.015.

FIG. 11. Left-hand side �l�x� �solid� and right-hand side �r�x� �dashed� of
the integral equation �8� with Q= �k /2� for the S model, for �=1200 Hz, �
=0.15.

302 J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Sieroka et al.: Semirealistic models of the cochlea



The local wave vectors for the different models are dis-
played in Fig. 4; we note the similarity between the LS
model and the AP model. The typical feature of these two
models as compared to the widely used L model is a sharp
increase of the imaginary part well below the resonance po-
sition of the impedance. This leads to a sharp decrease in the
pressure before the resonance point as can be clearly seen in
Fig. 5. Since this happens in a region of strong variation of
the impedance, the influence on the velocity of the basilar
membrane is even more marked, as can be seen in Fig. 6. At
smaller values of the damping constant the difference be-
tween the models becomes even more apparent.

In Figs. 7 and 8 the modulus and the phase of the trans-
verse velocity vy is displayed as function of the frequency �,
for different positions on the basilar membrane, for the dif-
ferent models, and for different damping parameters.

IV. DISCUSSION

The marked differences of the solutions, especially for
small damping, necessitate a discussion of the validity of the
different models. We expect the S model to be inadequate far
below the resonance point and the L model to be inadequate
near the resonance point. In the transition region the AP
model is certainly more reliable than the LS model, but the
determination of �AP�x�, as discussed in Sec. III B, might
become questionable very near the resonance region, where
the local wave vector depends strongly on x; see �33� and
�34�, and Fig. 3.

In order to quantify these results we insert the solutions
of the different models in the integral equation �8� with the
full kernel �9�. We define the following internal quantities
from �8�: the left-hand side

�l�x� � �
0

�

dk e−ikxQ�k�p̂�k�

and right-hand side

�r�x� �
− i��

	�x,���0

�

dk e−ikxp̂�k� ,

which should be equal for an exact solution. In Fig. 9 we
display the left-hand side �l�x� �solid� and the right-hand side
�r�x� �dashed� for the different models, with strong damping
��=0.15�. As expected the L model fails badly in the reso-
nance region. The agreement between �l�x� and �r�x� is
slightly better for the AP than for the LS model, especially
below the peak. For the latter the artefact due to the join-

ing of different solutions is clearly visible at x=1.22 cm.
Above the peak the LS model fares slightly better than the
AP model. The difference between the right-and left-hand
sides has opposite sign for the AP and the LS models.

For small damping ��=0.015, Fig. 10� the agreement
between �l�x� and �r�x� in the resonance region is much
better for the LS than for the AP model. This is in agreement
with the expectation that the estimate of �AP�x� from the
local wave vector is worse for rapidly varying local wave
vectors than for slowly varying ones; see �33� and �34�, and
Fig. 3.

The characteristic differences between the LS and AP
models on the one side and the L model on the other side are
due to the fact that the imaginary part of the wave vector
increases much faster for the realistic models than for the L
model. This leads to a considerable broadening of the peak in
the vy amplitude and a shift of its position to the left. Part of
that can be compensated by a change of the parameters of the
basilar membrane, but the different behavior of the phase
�Fig. 8�, e.g., is very stable against a change of parameters.
Furthermore, if one has a hope to relate the model param-
eters with physical properties of the cochlea one needs to use
a realistic and consistent model.

This simple S model with its exact solution to the linear
differential equation �22� describes quite well the qualitative
features, especially for small damping. The differential equa-
tion �22� corresponds to a replacement of �k� by k in the
approximate short-wave kernel �11�. This has no large influ-
ence, as can be seen from Fig. 11. There the solution of the
differential equation �22� has been inserted into �8� with the
kernel Q= �k� /2. The agreement between both sides is still
satisfactory. Therefore the S model may be useful as a simple
orientation, especially for small damping.

A realistic treatment of the cochlea has to take into ac-
count nonlinear effects due to energy input through the outer
hair cells. It is a convenient feature of the LS model that
nonlinearities, as discussed, e.g., in Duke and Jülicher
�2003�, can be incorporated into it as easily as into the L
model.
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APPENDIX: ANALYTICAL EXPRESSIONS

Analytical expressions for the function GL ��17�� and GS

��21� and �26��:

GL�x,�� =
2g�0,��

�
−

2�2i�

��h��2m + a�
� log��− 2ie�/2x�m�2 + a� − �R0 + 2�m�2 + a�C0 − �m�2 + a�e�x + i�R0e�x/2� � �

− 2i�m�2 + a� − �R0 + 2�m�2 + a�C0 − �m�2 + a� + i�R0�−1�;
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GS�x,�� − GS�xLS,�� =
1

��a + m�2�
�2�2�xLS − 2�x − 2i arctan� e�xLS/2�R

− C0 + e�xLS�a + m�2�

+ 2i arctan� e�x/2�R

− C0 + e�x�a + m�2�

−

4i�R�− 4aC0 + �2�− 4C0m + R2� arctan�2C0e−�xLS/2 + i�R/�− 4aC0 + �2�− 4C0m + R2��
4aC0 + �2�4C0m − R2�

−
4i�R arctan�2C0e−�x/2 + i�R/�− 4aC0 + �2�− 4C0m + R2��

�− 4aC0 + �2�− 4C0m + R2�
+ log�a2 +

C0
2

e2�xLS
−

2aC0

e�xLS
+ 2am�2

−
2C0m�2

e�xLS
+ m2�4 +

�2R2

e�xLS

 − log�a2 +

C0
2

e2�x −
2aC0

e�x + 2am�2 −
2C0m�2

e�x + m2�4 +
�2R2

e�x 

+ i� Sign�− C0 + e�xLS�a + m�2�� − i� Sign�− C0 + e�x�a + m�2��
 .
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The majority of studies on induced loudness reduction �ILR� use an experimental paradigm that
results in an underestimation of the amount of ILR. Most of those studies utilize loudness matches
between tones of two different frequencies �a test tone and a comparison tone� with �experimental
condition� and without �baseline condition� an inducer tone at the test frequency. The change in level
of the comparison tone between the baseline and experimental conditions is the amount of ILR. In
those experiments, the level of the comparison tone in the baseline condition tends to be
substantially higher �often about 10 dB� than in the experimental condition. Because of this level
difference, exposure to the baseline condition immediately prior to the experimental condition
causes unintended ILR for the comparison tone. In this study, the delay between the baseline and
experimental conditions was varied and it was determined that the amount of ILR is underestimated
by about 30% and the variability is increased when the experimental condition is run immediately
after the baseline condition. A second experiment using a Békésy-tracking procedure showed that
ILR maximizes rapidly upon exposure to an inducer and decays over the course of several minutes
after the inducer is removed. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2202867�

PACS number�s�: 43.66.Cb �JHG� Pages: 305–309

I. INTRODUCTION

Induced loudness reduction �ILR�, previously called
loudness recalibration �Marks, 1994; Arieh and Marks, 2001;
Arieh and Marks, 2003�, is a phenomenon by which the
loudness of a sound is reduced when it is preceded by a
higher-intensity sound �inducer� at a close frequency with an
equal or longer duration �Marks and Warner, 1991; Nieder et
al., 2003�. The majority of studies on this topic have used a
procedure to determine the amount of ILR that involves the
presentation of a test tone and an inducer tone at one fre-
quency, and a comparison tone at another frequency under
two conditions. In the first condition, called the “baseline,”
the test and comparison tones are presented without the in-
ducer in order to find the point of subjective equality for the
loudness of the two tones by having the subject adjust the
level of the comparison tone. Then, an “experimental” con-
dition immediately follows with the regular presentation of
the inducer �usually every trial� and a second measurement
of the point of subjective equality for the loudness of the test
and comparison tones. In the experimental condition, the
loudness of the test tone is reduced by the inducer and there-
fore, the comparison tone is typically set to a lower level
than in the baseline condition to achieve equal loudness. The

amount of ILR is defined as the decrease in the level of the
comparison tone from the baseline to the experimental con-
dition. The amount of ILR under this experimental paradigm
has been reported to be around 10 dB �e.g., Nieder et al.,
2003�. However, some studies have shown that there is some
effect of frequency on amount of ILR, and that the effect of
ILR may be greater at lower frequencies �Marks and Warner,
1991; Mapes-Riordon and Yost, 1999�, though others do not
show this effect �Wagner and Scharf, 2006�.

It is also known that ILR lasts for at least several min-
utes �Mapes-Riordon and Yost, 1999; Arieh et al., 2005;
Wagner and Scharf, 2006�. The above described experimen-
tal paradigm assumes that ILR only affects the loudness of
the test tone �Marks, 1994; Scharf et al., 2002�. However,
because the baseline condition results in the comparison tone
being set to a higher level than in the experimental condition,
it is possible that the repeated presentation of the comparison
tone in the baseline condition could result in ILR on the
comparison tone in the experimental condition. For example,
in a baseline condition a listener may set the comparison
tone to roughly the same level as the test tone; 70 dB SPL
perhaps. In the experimental condition, the loudness of the
70 dB SPL test tone would be reduced making it likely that
the comparison tone might be set to 60 dB SPL to achieve
equal loudness. In fact, the amount of ILR �the difference
between the comparison tones in the two conditions� is often
around 10 dB. A difference of 10 dB between the inducera�Electronic mail: m.epstein@neu.edu
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and the test tone results in nearly maximal ILR under the
usual test conditions �Mapes-Riordon and Yost, 1999; Nieder
et al., 2003�. In this scenario, the comparison tone, which is
not intended to undergo the effects of ILR, is on average
about 70 dB SPL in the baseline condition and about 60 dB
SPL in the experimental case. This sequence is highly likely
to cause ILR for the comparison tone.

The purpose of this paper is primarily to determine
whether the procedure typically used for determining the
amount of ILR is susceptible to unexpected contextual ef-
fects on the comparison tone. Second, if the commonly used
procedure does have unexpected contextual effects, then it is
necessary to determine how that procedure must be altered
so that it does not have those undesired effects. In order to do
so, the exact time course of ILR must be understood. Some
studies have shown portions of the time course of ILR �Arieh
and Marks, 2001; Arieh et al., 2005�, but none has closely
examined the full course in a single session. In addition,
these studies have always used the paradigm that may be
susceptible to unexpected contextual effects.

II. METHOD

In Experiment 1, the amount of ILR was measured as a
function of the delay between the baseline and the experi-
mental condition using the typical experimental paradigm at
three different delays: directly after the baseline condition
was run, 15 min after the baseline condition was run, and
several hours after the baseline condition was run in order to
determine whether the baseline condition itself causes ILR.

In Experiment 2, the amount of ILR and recovery from
ILR were measured as a function of time using a Békésy-
tracking procedure. An alternating test-comparison tone pat-
tern was presented continuously without waiting for a lis-
tener response. In the experimental condition, an inducer
preceded these tones. The comparison tone changed level
with each presentation and the direction of the level change
was controlled by the subject responses. In this experiment,
the measurements began with the experimental condition and
after 6 min, the inducer was removed and recovery back to
baseline was observed for 9 min.

A. Stimuli

The test tone and inducer were 2500 Hz and the com-
parison tone was 500 Hz. The level of the inducer was 80 dB
SPL and the level of the test tone was 70 dB SPL. In Experi-
ment 1, the comparison had an initial level of 60 dB SPL in
order to start below the likely level match in the baseline
condition and near the level match in the experimental con-
dition. In Experiment 2, the comparison tone started at a
level near the expected level of the comparison tone during
the experimental condition determined from Experiment 1.
All tones were presented monaurally and had equivalent
rectangular durations of 200 ms.

B. Apparatus

A PC-compatible computer with a signal processor
�TDT AP2� generated the stimuli, recorded the listeners’ re-
sponses, and executed the procedure. The sample rate was

48 kHz. The output of the 16 bit D/A converter �TDT DD1�
was attenuated �TDT PA4�, low-pass filtered �TDT FT5, fc

=20 kHz, 135 dB/oct�, attenuated again �TDT PA4�, and led
to a headphone amplifier �TDT HB6�, which fed one ear-
phone of a Sony MDR-V6 headset. Listeners sat in a sound-
attenuating booth �Acoustic Systems�, and the stimuli were
presented monaurally to the preferred ear. For routine cali-
bration, the output of the headphone amplifier was led to a
16 bit A/D converter �TDT DD1� such that the computer
could sample the wave form, calculate its spectrum and rms
voltage, and display the results before each block of trials.
The SPLs reported in the following assume a frequency-
independent output at the earphone of 116 dB SPL for an
input of 1 V rms.

C. Procedure

1. Experiment 1

Listeners participated in two conditions: a baseline and
an experimental condition. In the baseline condition, only the
test tone and the comparison tone were presented with a
500 ms silent period in between. The listener’s task was to
indicate which sound was louder by pressing a key on a
small computer terminal. The response initiated the next trial
after a 1000 ms delay. No feedback was provided. In the
experimental condition, an inducer preceded the other tones
by 800 ms.

The level of the comparison tone was adjusted according
to a simple up-down method �Jesteadt, 1980�. If the listener
indicated that the comparison tone was louder, its level was
reduced; otherwise it was increased. The step size was 5 dB
until the second reversal after which it was reduced to 2 dB.
A track ended after nine reversals. This procedure converges
at the level corresponding to the 50% point on the psycho-
metric function �Levitt, 1971�. The equal-loudness level for
each track was calculated as the average of the last four
reversals.

To reduce biases that may occur when only a single
fixed sound is presented in a series of trials, two interleaved
tracks were used to obtain concurrent loudness matches. This
procedure was run twice and data from all four tracks were
averaged to obtain the baseline result. The experimental con-
dition was similar to the baseline condition except that it
began with 12 presentations of the inducer separated by
200 ms and included an inducer preceding the test tone and
variable comparison tone by 800 ms on each trial. The lis-
tener was told to ignore the inducer.

The baseline condition was run twice directly followed
by the experimental condition twice. The two baseline and
two experimental blocks lasted about 10 min total. Then, af-
ter at least 2 h had passed, the experimental condition was
run twice again. The same baseline value for the comparison
tone was assumed. On a separate day, the baseline condition
was run twice followed by a 15 min break after which the
experimental condition was run twice.

The whole of Experiment 1 was run twice and all eight
tracks from the corresponding experimental conditions were
averaged to determine the amount of ILR.
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2. Experiment 2

The second experiment was conducted using a modified
Békésy procedure. The trials were presented continuously
without waiting for a listener response. For the first 90 trials,
an inducer was presented 1250 ms before the test and vari-
able tone, which were separated by 550 ms and followed by
1600 ms of silence for a total trial time of 4 s. For the re-
maining 150 trials, the inducer was replaced with silence.
The listener’s task was to ignore the inducer when present
and to indicate whether the test tone or the comparison tone
was louder by pressing a key on a small computer terminal.

On each trial, if the last response indicated that the com-
parison tone was louder then the level was increased by
2 dB, otherwise it was reduced by 2 dB. If the listener did
not respond to a particular trial, the level continued to move
in the same direction as from the previous trial. The experi-
ment was run twice and the two runs were averaged. The
amount of ILR for each listener was determined by subtract-
ing the average of 20 stable trials near the end of the trials
with the inducer �the experimental level� from 20 stable trials
near the end �the baseline level�. Because listeners did not
always stabilize their judgments at the same time during the
experiment, it was difficult to select a group of trials that was
suitable for ILR estimation for all listeners.

D. Listeners

The same eight listeners, four male and four female,
participated in both experiments. None had a history of hear-
ing loss and all had pure-tone thresholds at or below 10 dB
HL at 500 and 2500 Hz �ANSI, 1996�. They ranged in age
from 20 to 31 years. All participants were members of the
laboratory and volunteered participation.

III. RESULTS AND DISCUSSION

A. Experiment 1

Figure 1 shows the amount of ILR measured under each
of the three delay conditions. The error bars show standard
errors. The error bars on the mean show a standard error for
which all individual baseline conditions were normalized to
the overall mean in order to eliminate intersubject variance.

The overall amount of ILR is less than seen in several
similar studies, but is within the overall range seen in the
literature �Marks, 1994; Mapes-Riordon and Yost, 1999;
Nieder et al., 2003�. Although there is some variability, all
listeners showed more ILR in the experimental conditions
when the measurements were not made directly after the
baseline condition, except for the 15 min condition for lis-
tener L6. It is possible that recovery rates differ in individu-
als and that some listeners are not affected as profoundly by
the baseline condition.

A univariate analysis of variance �SPSS 11.5� indicates
that time delay had a significant effect on the amount of ILR
�p�0.001;df =2168;F=17.552�. Scheffe post-hoc analysis
showed that significant differences existed between the
amounts of ILR measured when the experimental condition
was run with no delay and with delays of 15 and at least

120 min �p�0.001 for both�. However, the difference in the
amount of ILR between the two delayed conditions was not
found to be significant �p=0.204�.

Because two experimental blocks of trials were run after

FIG. 2. The level of the comparison tone is shown as a function of trial
number and time for eight listeners and the mean. The inducer was present
until trial 90, which is marked with a dashed line. The black bar on the right
of each graph indicates the baseline measured in Experiment 1± one stan-
dard deviation.

FIG. 1. The amount of ILR for eight listeners after each of three time delays
between the baseline and experimental conditions. Error bars indicate the
standard errors. The error bars on the mean show a standard error for which
all individual baseline conditions were normalized to the overall mean for
the 0 min condition in order to eliminate intersubject variance.
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two baseline blocks of trials, an additional ANOVA was per-
formed to determine whether there was a significant effect of
time in even the short span between the start of the two
blocks �approximately 2.5 min�. Although all subjects did
show slightly more ILR for the second block �the mean was
0.9 dB more with a standard error of 0.25�, the statistical
difference between the two trials was not significant �p
=0.088;df =148;F=3.035�. In contrast, in the two delayed
experimental conditions, there was slightly less ILR in the
second block than the first block �the mean was 0.3 dB less
with a standard error of 0.47�. However, two listeners
showed more ILR in the second block. An ANOVA showed
no effect of trial �p=0.50;df =1112;F=0.452�. The contrast
in these results between the delayed and undelayed condi-
tions makes it seem possible, though not certain, that some
small recovery effect might be present, even over the course
of just the time it takes to run each experimental block. This
also indicates that it is likely that ILR accumulates and
reaches a maximum relatively rapidly and recovery at least
begins quickly after the inducer is removed, consistent with
other work �Arieh et al., 2005; Wagner and Scharf, 2006�.

Overall, these statistics indicate that it is likely that the
baseline condition does cause ILR on the comparison tone in
the experimental condition. Because there was no statistical
difference between the amounts of ILR in the delayed con-
ditions, a delay of 15 min is likely to be sufficient to recover
from the ILR that results from the baseline condition.

B. Experiment 2

Figure 2 shows the level of the comparison tone as a
function of trial number for each of the eight listeners and for
the mean of all listeners. At trial 90, when the inducer tone
was shut off, the listeners started recovery and generally sta-
bilized near the end of the experiment. As seen in the results
of Experiment 1, Fig. 2 also confirms that generally, recovery
occurs in less than 15 min. However, the amount of time
needed for recovery varied from listener to listener. The end-
ing value of the comparison tone should be equivalent to the
value of the comparison tone in the baseline condition of
Experiment 1. The mean baseline value was 59.25 dB SPL
with a standard error of 2.33 for Experiment 2 and 62.50 dB
SPL with a standard error of 1.25 for Experiment 1. For
some individuals, the baseline value found in Experiment 1
differs markedly from the baseline value found in Experi-
ment 2, but no overall pattern of difference was evident. It is
possible that a central-tendency bias had some role in reduc-
ing the final level �the baseline� in Experiment 2 for some of
the listeners. When listeners are given the opportunity to

directly control the level of a stimulus, some tend to adjust
more toward moderate levels than high or low levels
�Stevens and Greenbaum, 1966�.

Because the baseline condition was not run prior to the
experimental condition and the starting level generally re-
mained below or slightly above the final stabilized matching
level, the comparison tone should not be affected by ILR in
Experiment 2. The amount of ILR for both experiments is
summarized in Table I.

The mean amounts of ILR determined in the delayed
condition in Experiment 1 and the Békésy method used in
Experiment 2 show nearly identical amounts of ILR and all
conditions had nearly identical standard errors. Some listen-
ers showed very different amounts of ILR in the two experi-
ments. The Békésy method demonstrates that it is necessary
to wait as much as 10–15 min for the undesired ILR on the
comparison tone to dissipate in order to obtain an accurate
account of the amount of ILR. This method also exposes the
rapidity of the onset of ILR when inducer exposure begins
and the slow course of recovery when the inducer is re-
moved.

IV. CONCLUSIONS

The method typically used for measurements of the
amount of ILR is susceptible to unintentional effects result-
ing from the baseline condition. The comparison tone is set
to a higher level in the baseline condition than in the experi-
mental condition in order to match the level of the test tone.
If the experimental condition is run immediately after the
baseline condition, then the level difference is sufficient to
produce ILR in the comparison tone. This effectively reduces
the amount of ILR seen in the test tone and results in an
underestimation of the quantity of ILR. A delay of 15 min
between the baseline and experimental conditions was shown
to be sufficient to avoid this effect. Additionally, a Békésy-
style tracking method showed the specific time course of
recovery and provided evidence that ILR onset is rapid and
the rate of recovery from ILR is relatively slow.
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To examine spectral and threshold effects for speech and noise at high levels, recognition of
nonsense syllables was assessed for low-pass-filtered speech and speech-shaped maskers and
high-pass-filtered speech and speech-shaped maskers at three speech levels, with signal-to-noise
ratio held constant. Subjects were younger adults with normal hearing and older adults with normal
hearing but significantly higher average quiet thresholds. A broadband masker was always present
to minimize audibility differences between subject groups and across presentation levels. For
subjects with lower thresholds, the declines in recognition of low-frequency syllables in
low-frequency maskers were attributed to nonlinear growth of masking which reduced “effective”
signal-to-noise ratio at high levels, whereas the decline for subjects with higher thresholds was not
fully explained by nonlinear masking growth. For all subjects, masking growth did not entirely
account for declines in recognition of high-frequency syllables in high-frequency maskers at high
levels. Relative to younger subjects with normal hearing and lower quiet thresholds, older subjects
with normal hearing and higher quiet thresholds had poorer consonant recognition in noise,
especially for high-frequency speech in high-frequency maskers. Age-related effects on thresholds
and task proficiency may be determining factors in the recognition of speech in noise at high
levels. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2206508�

PACS number�s�: 43.66.Dc, 43.71.Es, 43.66.Sr �JHG� Pages: 310–320

I. INTRODUCTION

Studebaker et al. �1999� observed declines in word rec-
ognition at higher-than-normal speech and noise levels for
listeners with and without hearing loss. To explore these ef-
fects, recognition of monosyllabic words in high- and low-
context sentences from the Speech Perception in Noise test
�SPIN; Kalikow et al., 1977� was measured over a wide
range of speech and noise levels with “effective” signal-to-
noise ratio for each subject held constant �Dubno et al.,
2000�. Subjects were younger and older adults with normal
hearing. The results suggested that over the range of speech
and noise levels used, key word recognition in sentences
generally remained constant or decreased only slightly.

Based on these findings and others, several questions
remained unanswered regarding the detrimental effects of
high speech and noise levels on speech recognition. First, the
mechanism responsible for the decline was not known, in
part because masked thresholds at frequencies within the
spectrum of the speech were rarely measured. Second, the
influence of experimental variables such as speech material,
masker type, and spectral content of the speech and/or
masker was unclear. Studebaker et al. �1999� concluded that
the largest effects were observed for nonsense syllables and
monosyllabic words and when speech was presented in a
masker with a spectrum that matched the speech spectrum.
Molis and Summers �2003� observed that recognition of key
words in sentences in quiet declined at high levels more for
high-pass-filtered sentences than for low-pass-filtered sen-

tences. Analysis of patterns of consonant confusions by
Hornsby et al. �2005� also suggested a differential effect of
spectral content in that the duration and place-of-articulation
features �e.g., higher frequency cues� were more affected by
high levels than the voicing feature �e.g., lower frequency
cues�, which was least affected. However, the influence of
spectral content was not straightforward, as other features
with lower frequency cues, such as nasality, were susceptible
to level effects.

Third, results of studies that assessed effects of subject
variables such as hearing loss or elevated thresholds were
equivocal. Studebaker et al. �1999� observed similar declines
in recognition of bandpass-filtered words in noise for sub-
jects with normal and elevated thresholds, when scores were
corrected for differences in audibility among subjects. Sum-
mers and Cord �2005� found larger declines in sentence rec-
ognition for high-frequency speech than for broadband or
low-frequency speech for subjects with normal hearing, but
similar declines across spectral conditions for subjects with
hearing loss. In contrast to conclusions of Studebaker et al.
�1999�, these differences were not attributed to audibility dif-
ferences among subjects. However, given that masked
thresholds were not measured in either study, it is not known
if declines in speech recognition for subjects with higher
quiet thresholds may be attributed to differences in nonlinear
growth of masking and if differential effects of spectral con-
tent remain once differences in effective signal-to-noise ratio
due to masking growth are taken into account.

These questions were addressed in a series of three ex-
periments. In the first two experiments, subjects were young
adults with normal hearing; in the third experiment �reporteda�Electronic mail: dubnojr@musc.edu
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here�, subjects were younger adults with normal hearing and
older adults with normal hearing but significantly higher av-
erage quiet thresholds. The purpose of the first experiment
�Dubno et al., 2005a� was to test the hypothesis that reduced
speech audibility at high levels contributed to the decline in
speech recognition in noise. Given the variance among stud-
ies, stimuli were NU#6 monosyllabic words and NU#6-
talker-shaped maskers, selected to maximize the likelihood
of observing a decline in speech recognition at high levels
and to use stimuli that were identical to those in Studebaker
et al. �1999�. Word recognition was measured in nine condi-
tions, corresponding to all combinations of three signal-to-
noise ratios �+8, +3,−2 dB� and three speech-shaped masker
levels �70, 77, 84 dB SPL�. Pure-tone thresholds were mea-
sured in quiet and in all maskers. If word recognition was
determined entirely by signal-to-noise ratio and was indepen-
dent of overall speech and masker levels, scores at a given
signal-to-noise ratio should remain constant with increasing
level. However, consistent with results of Studebaker et al.
�1999�, word recognition declined significantly with increas-
ing speech level. Using audibility estimates based on the
Articulation Index �AI�, the deterioration in word recognition
was attributed to nonlinear growth of masking in the speech-
shaped masker, which resulted in reduced effective signal-to-
noise ratio with increasing signal level.

Spectral effects on word recognition for speech and
noise at high levels were assessed in the second experiment
�Dubno et al., 2005b�. Recognition of NU#6 words was mea-
sured for low-pass-filtered speech and speech-shaped
maskers and for high-pass-filtered speech and speech-shaped
maskers at three speech levels in each of three masker levels.
With the exception of filtering of speech and maskers, meth-
ods were the same as in Dubno et al. �2005a�. For both low-
and high-frequency speech in low- and high-frequency
maskers, recognition declined significantly with increasing
speech level while signal-to-noise ratio was held constant.
The decline in recognition of low-frequency words in low-
frequency maskers at high levels was attributed to nonlinear
growth of masking in the speech-shaped masker which re-
sulted in reduced effective signal-to-noise ratio at high lev-
els, similar to results for broadband speech and speech-
shaped maskers �Dubno et al., 2005a�. However, an
unexpected finding was that masking growth accounted for
some but not all of the decline in recognition of high-
frequency speech in high-frequency maskers at high levels.

These spectral effects on word recognition in noise at
high levels may relate to level-dependent differences in pro-
cessing of low- and high-frequency speech information. Al-
ternatively, the results could be a function of the experimen-
tal stimuli and listening conditions, or the range of subjects’
quiet thresholds. Therefore, to confirm and extend the results
to other subjects, stimuli, and conditions, a final experiment
was conducted and is reported here whose purpose was to
explore spectral and threshold effects on consonant recogni-
tion at high levels for subjects with normal hearing and a
range of quiet thresholds. A broadband “threshold-matching
noise” �TMN� was always present to equalize audibility be-
tween subject groups and across presentation levels.

In this experiment, the term “threshold effects” was used
as an alternative to “hearing-loss effects” because subjects
�even those with higher thresholds� were not typically de-
scribed as having “hearing loss.” The purpose of the TMN
was not to eliminate these threshold effects, but to minimize
differences in audibility that result from differences in quiet
thresholds among subjects. Deficits in auditory function �and
cognitive/proficiency deficits, if any� that may accompany
threshold elevation remain and their effects on speech recog-
nition can be assessed once any confounding audibility dif-
ferences are minimized.

Examining declines in speech recognition in noise at
high levels in individuals with relatively normal hearing is
important for at least three reasons. First, results of these
studies provide a better understanding of the mechanisms
underlying perception of complex sounds in the normal au-
ditory system. Second, speech recognition for subjects with
relatively normal hearing is less likely to be confounded by
large differences in speech audibility among subjects, simpli-
fying interpretation of the results. Third, results of studies
with younger and older subjects who have relatively normal
hearing provide information needed to explain speech recog-
nition for subjects with hearing loss, many of whom are
older. In particular, understanding differential effects of spec-
tral content is important because listening to high-frequency
speech at high levels is a common occurrence for individuals
with high-frequency hearing loss who wear hearing aids. Un-
der some circumstances, providing high-frequency amplifi-
cation may not improve and may even diminish speech rec-
ognition, which may relate to reported declines in
performance for high-frequency speech observed even for
subjects with relatively normal hearing �see Dubno et al.,
2005a, b for additional discussion�.

II. METHODS

A. Subjects

Twelve younger subjects were initially recruited
�“younger” was defined as 18–30 years�, followed by a
group of 12 older subjects �“older” was defined as �60
years�. Older subjects were recruited with the goal of in-
creasing the range of quiet thresholds and to assign subjects
to two groups defined by average quiet thresholds. The hear-
ing criterion for all subjects was audiometric thresholds in
the test ear �25 dB HL �ANSI, 1996� at octave frequencies
from 0.25 to 4.0 kHz and normal immittance measures. Of
the 24 subjects, 23 were subsequently organized into a
“lower threshold” group and a “higher threshold” group,
which also separated subjects by age. The lower threshold
group included 12 subjects ranging in age from 19 to 26
years �mean age: 22.2 years�. The higher threshold group
included 11 subjects ranging in age from 63 to 76 years
�mean age: 67.9 years�.1 To determine group assignment,
weighted-average quiet thresholds for pure tones from 0.2 to
6.3 kHz were computed using weights from the frequency
importance function for the nonsense syllables used in this
experiment �Dirks et al., 1990�. Weighted-average thresholds
are discussed further in Sec. III A.
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Mean pure-tone thresholds �±1 standard error, SE� for
the two subject groups are shown in Fig. 1. Thresholds for
frequencies from 0.2 to 6.3 kHz are in the left panel and
thresholds for extended high frequencies are in the right
panel �see below for apparatus and procedures�. The mean
weighted-average quiet threshold was 14.5 dB SPL for the
lower threshold group and 21.7 dB SPL for the higher
threshold group �t21=6.35, p�0.001�. Across frequency, ex-
tended high-frequency thresholds averaged 55.1 dB higher
for subjects in the higher threshold group than the lower
threshold group �this difference may be underestimated be-
cause more thresholds were beyond the limits of the audiom-
eter for the higher than lower threshold group�.

B. Apparatus and stimuli

1. Tonal and speech signals

Tonal signals were the same as in Dubno et al. �2005a,
b�. Thresholds for extended high frequencies were measured
with a Madsen audiometer and Sennheiser HDA 200 ear-
phones. Speech signals were 57 consonant-vowel and 54
vowel-consonant syllables formed by combining the conso-
nants /b , t b ,d , f ,g ,k , l ,m,n , G ,p , r , s , b , t ,� ,v ,w, j ,z/ with
the vowels /Ä , i ,u/ spoken by one male and one female
talker without a carrier phrase �a total of 222 syllables�.2

Descriptions of the speech stimuli are in Dubno and Schaefer
�1992� and Dubno et al. �2003�.

For low-frequency speech, each syllable was filtered
from 0.16 to 2.08 kHz �2 cascaded TDT PF1s; 101 dB/oct�;
for high-frequency speech, each syllable was filtered from
2.08 to 7.40 kHz �106 dB/oct�. The 2.08-kHz cutoff fre-
quency was selected to achieve nearly equal scores for low-
and high-frequency speech in speech-shaped maskers, as de-
termined by the AI. The cutoff frequency for equally intelli-
gible bands �also referred to as the “crossover frequency”�
was higher in this experiment that used nonsense syllables
�2.08 kHz� than for the previous two experiments that used
NU#6 monosyllabic words �1.41 kHz�.

Due to the shape of the speech spectrum, after filtering,
the overall sound-pressure level of the low-frequency non-
sense syllables was 15 dB higher than the overall sound-
pressure level of the high-frequency nonsense syllables. In

two earlier studies with monosyllabic words that compared
recognition among high-level broadband, low-frequency, and
high-frequency speech �Dubno et al., 2005a, b�, the design
called for low-frequency and high-frequency speech to be
maintained at the same relative levels as in the broadband
condition �i.e., low-frequency words were 16 dB higher than
high-frequency words�. As reviewed earlier, subsequent re-
sults were somewhat different for high-frequency words than
for low-frequency words. We hypothesized that the divergent
results could be due, in part, to their 16-dB level difference.
Thus, although our original rationale for maintaining relative
levels was sound, the level difference may also have been a
confounding factor in comparing recognition of low- and
high-frequency speech at high levels. To address this ques-
tion and simplify score interpretation in the current experi-
ment, the level of the high-frequency speech was increased
by 15 dB, equating it to the level of the low-frequency
speech; there was no broadband condition. Thus, low-
frequency and high-frequency nonsense syllables were each
presented at 74, 84, and 94 dB SPL.

2. Maskers

For masking of speech and pure tones, the masker was a
noise whose one-third-octave band spectrum matched the
long-term rms levels of the nonsense syllables �“speech-
shaped masker”�. Using the same cutoff frequencies as for
filtering speech, the low-frequency speech-shaped masker
was filtered from 0.16 to 2.08 kHz and the high-frequency
speech-shaped masker was filtered from 2.08 to 7.40 kHz.
These maskers were presented at 62, 72, and 82 dB SPL.
With speech levels of 74, 84, and 94 dB SPL, a constant
+12-dB signal-to-noise ratio was maintained for the three
low-frequency conditions and the three high-frequency con-
ditions. The signal-to-noise ratio and speech levels were cho-
sen based on previous results with NU#6 words where the
largest effects were observed for the most advantageous
signal-to-noise ratio, to avoid floor and ceiling effects for the
more-difficult nonsense syllables, and to provide a wide
range of signal levels.

As noted earlier, to minimize the influence of differences
in quiet thresholds among subjects, a second masker �TMN�
was always present. A broadband noise was digitally gener-
ated and its spectrum then adjusted at one-third-octave inter-
vals to produce equivalent masked thresholds for all subjects.
Band levels of the TMN were set to achieve masked thresh-
olds of 20–25 dB HL from 0.2 to 3.15 kHz, 30 dB HL at 4.0
and 5.0 kHz, and 40 dB HL at 6.3 kHz. The overall level of
the TMN was 62 dB SPL. For conditions in which the
speech-shaped masker was presented at 72 and 82 dB SPL,
the TMN was also presented at 72 and 82 dB SPL, respec-
tively, to maintain constant audibility across conditions.
Maskers were always present during the measurement of
pure-tone thresholds and speech recognition. See Dubno et
al. �2005a, b� for additional details on generation and pre-
sentation of speech-shaped maskers and TMN.

FIG. 1. Mean thresholds �±1 SE� for lower threshold subjects �filled� and
higher threshold subjects �open� for frequencies from 0.2 to 6.3 kHz �left�
and extended high frequencies �right�. Arrows in the right panel denote
frequencies in which at least one subject had no response at the maximum
output of the audiometer. The arrow along the abscissa is plotted at the
cutoff frequency for the speech and speech-shaped masker.
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C. Procedures

Procedures were similar to those in Dubno et al. �2005a,
b� and are briefly reviewed here. For each subject, thresholds
for pure tones from 0.2 to 6.3 kHz were measured in quiet, in
three levels of TMN alone, and in three levels of the low-
frequency and high-frequency speech-shaped masker plus
the TMN. Pure-tone thresholds were obtained using a single-
interval �yes-no� maximum-likelihood psychophysical proce-
dure �Green, 1993; Leek et al., 2000�. Signal level was var-
ied adaptively.

Following measurement of pure-tone thresholds, recog-
nition of low-frequency and high-frequency nonsense syl-
lables in noise was measured at three speech levels in three
masker levels, thus maintaining a fixed signal-to-noise ratio
of +12 dB. The set of possible consonants was presented on
a computer monitor and subjects responded by pointing with
a mouse. After an initial familiarization period during which
the experimenter verbally reinforced subjects’ responses, no
feedback was provided. During data collection, presentation
order was randomized for the three speech levels. The order
of filter condition �low-frequency speech or high-frequency
speech� was counterbalanced. To reduce variance and in-
crease statistical power, the six conditions were repeated so
that the final scores for each condition were the percentage of
correct responses to 444 syllables. AI values and predicted
scores were computed using procedures similar to ANSI
�1969� and ANSI �1997� and the frequency importance func-
tion and AI-recognition transfer function developed for these
materials �Dirks et al., 1990�.3 Using low-frequency and
high-frequency rau-transformed scores �Studebaker, 1985�,
differences due to speech level and subject group were as-
sessed by repeated-measures ANOVAs.

III. RESULTS AND DISCUSSION

A. Masked thresholds

Figure 2 shows mean thresholds �circles� for pure tones
from 0.2 to 6.3 kHz measured in low-frequency speech-
shaped maskers �left column� and high-frequency speech-
shaped maskers �right column�, at each of three levels. Given
that TMN was also present, these masked thresholds are for
the combined speech-shaped and TMN maskers. Also shown
are quiet thresholds, replotted from Fig. 1 �triangles�. Only
very small differences in mean masked thresholds between
subject groups were observed in low- and high-frequency
maskers across frequency and at each masker level.

Growth of masking for low-frequency and high-
frequency maskers can have a differential effect on effective
signal-to-noise ratios in low-frequency and high-frequency
speech regions and may explain differences between declines
in recognition of low-frequency vs high-frequency speech, or
between lower threshold and higher threshold subjects. To
assess these effects, weighted-average thresholds for pure
tones measured in low- and high-frequency maskers were
computed using weights from the nonsense-syllable fre-
quency importance function. For the low-frequency and
high-frequency maskers, weighted averages included the
range of frequencies where there was audible low-frequency
or high-frequency speech. Computed in this way, weighted-

average thresholds take into account the relative importance
of these frequencies to consonant recognition. Thresholds
were analyzed using a repeated-measures ANOVA, with sub-
ject group as the between-subject variable �lower threshold
and higher threshold�; repeated measures were masker filter
�low frequency and high frequency� and masker level �62,
72, 82 dB SPL�. Results revealed that weighted-average
masked thresholds did not differ significantly between the
two subject groups �F�1,21�=1.00, p=0.329�. A posthoc test
of the interaction of group and masker level revealed that
increases in masked thresholds for the two groups with in-
creases in masker level did not differ significantly
�F�2,42�=0.18, p=0.834�. Averaged across the two subject
groups, with the low-frequency masker increasing by 10 dB
from 62 to 72 dB SPL and from 72 to 82 dB SPL, weighted-
average masked thresholds increased by 10.3 dB �0.3 dB SE�
and 10.5 dB �0.3 dB SE�, respectively, providing some evi-
dence of nonlinear growth of masking ��1.0 dB/dB� at fre-
quencies where there was audible low-frequency speech.
With the high-frequency masker increasing in 10-dB steps,
weighted-average masked thresholds increased by 9.3 dB
�0.3 dB SE� and 11.1 dB �0.3 dB SE�, respectively, suggest-
ing that nonlinear growth at frequencies where there was

FIG. 2. Mean thresholds �±1 SE� for pure tones from 0.2 to 6.3 kHz mea-
sured in three levels of the low-frequency speech-shaped masker plus
threshold-matching noise �TMN� �circles, left panels� and three levels of the
high-frequency speech-shaped masker plus TMN �circles, right panels�, for
lower threshold subjects �filled� and higher threshold subjects �open�. Each
panel also contains mean thresholds measured in quiet �triangles�. Masker
levels are indicated in the left panels. Standard error ranges exceed the size
of the data points for some quiet thresholds only. The dashed lines are the
one-third-octave rms spectrum of the low-frequency nonsense syllables
�left� or the high-frequency nonsense syllables �right� plotted at the speech
level used with each masker level. The arrow along the abscissa is plotted at
the cutoff frequency for the speech and speech-shaped masker.
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audible high-frequency speech occurred only between the
two higher masker levels.

To view growth of masking with more frequency speci-
ficity, Fig. 3 displays individual slopes �symbols� and mean
slopes �lines� of growth-of-masking functions for pure tones
from 0.2 to 6.3 kHz, measured in three levels of the low-
frequency �top� and high-frequency �bottom� speech-shaped
maskers plus TMN. Slopes at each frequency were derived
using linear regression, and so were dependent only on
thresholds at the lowest and highest masker levels. For low-
frequency speech-shaped maskers, linear growth of masking
was observed at low frequencies and slightly steeper growth-
of-masking slopes at middle frequencies, consistent with
nonlinear growth of upward spread of masking attributed to
the low-to-midfrequency peaks in the speech-shaped masker.
An ANOVA with subject group as a between-subjects vari-
able and signal frequency as a repeated measure revealed
that frequency had a significant effect on growth-of-masking
slope �F�15,315�=3.98, p�0.001�, but slopes did not differ
significantly for the two subject groups �F�1,21�=0.004, p
=0.951�. Posthoc tests showed a second-order trend, which
was significant for slopes peaking at 1.6 kHz, that is, slopes
increasing from 0.2 to 1.6 kHz and decreasing from 1.6 to
6.3 kHz, for the lower threshold group �F�1,21�=8.14, p
=0.010� and the higher threshold group �F�1,21�=6.77, p
=0.017�. Results were generally the same when the analysis
was restricted to slopes at frequencies where there was au-
dible low-frequency speech �0.2 to 2.5 kHz�, except that
posthoc tests showed a significant linear trend �F�1,21�

=18.06, p=0.0004�. This suggested that slopes within this
frequency range increased linearly with increasing frequency
for both groups.

Growth-of-masking slopes across frequency for low-
frequency maskers were generally closer to linear than was
observed in the previous experiment with low-frequency
NU#6-shaped maskers �Dubno et al., 2005b�, despite differ-
ences in experimental conditions that were expected to in-
crease slopes. For example, masker levels spanned a 20-dB
range in the current experiment, but only a 14-dB range in
the previous experiment, although levels were similar �cur-
rent: 62–82 dB SPL; previous: 70–84 dB SPL�. However,
the band levels of the TMN used in the current experiment
were higher to accommodate the quiet thresholds of the
higher threshold group. Also, in contrast to results for the
NU#6 words, where the steepest growth-of-masking slopes
coincided with the peak in the NU#6 frequency importance
function, the steepest slope here �1.6 kHz� was lower in fre-
quency than the frequency-importance maxima for the non-
sense syllables, which range from 2.5 to 4.0 kHz. This sug-
gests that nonlinear growth of masking may have a smaller
effect on weighted speech audibility for these low-frequency
nonsense syllables than for the low-frequency NU#6 words.

Thresholds measured in the high-frequency speech-
shaped masker at three levels generally revealed linear
growth of masking across frequency, with slopes varying
around 1.0 at frequencies within the passband of the high-
frequency masker. Slopes differed significantly as a function
of frequency �F�15,315�=3.09, p�0.001� but did not differ
significantly between the two subject groups �F�1,21�
=0.39, p=0.539�. Posthoc tests showed a significant linear
trend �F�1,21�=7.13, p=0.014�, suggesting that slopes in-
creased with increasing frequency. Results remained the
same when the analysis was restricted to slopes at frequen-
cies where there was audible high-frequency speech �1.6 to
6.3 kHz�. Linear growth of masking for the high-frequency
masker was also similar to that observed in the previous
experiment, despite high-frequency maskers in the current
experiment that were higher by 15 dB, because they were
equalized to the low-frequency maskers, and were narrower
in bandwidth because of a higher cutoff frequency �2.08 vs
1.41 kHz�.

B. Recognition of speech in noise

1. Effects of spectral content and speech level

a. Nonsense syllables. The top panels of Fig. 4 contain
mean observed consonant-recognition scores plotted as a
function of speech level for low-frequency �left� and high-
frequency �right� speech and maskers for lower threshold
subjects �filled� and higher threshold subjects �open�. Scores
�in rau� were analyzed with a repeated-measures ANOVA,
with subject group as the between-subjects variable; repeated
measures were speech level �74, 84, 94 dB SPL� and spectral
content �low frequency and high frequency�. Results re-
vealed a significant main effect of filter �F�1,21�=36.80, p
�0.0001� and group �F�1,21�=31.79, p�0.0001� and a sig-
nificant interaction between group and filter �F�1,21�
=11.73, p=0.0025�. That is, although scores for high-

FIG. 3. Slopes of growth-of-masking functions for pure tones from 0.2 to
6.3 kHz for subjects in the lower threshold group �filled� and the higher
threshold group �open� measured in three levels of the low-frequency
speech-shaped masker plus threshold-matching noise �top� and high-
frequency speech-shaped masker plus threshold-matching noise �bottom�,
computed using linear regression. Mean slopes are shown by solid and
dashed lines. The arrow along the abscissa in each panel is plotted at the
cutoff for the speech-shaped masker.
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frequency syllables and maskers were significantly poorer
than for low-frequency syllables and maskers, a posthoc test
of the filter � group interaction attributed this result to sig-
nificantly poorer scores for high-frequency syllables than
low-frequency syllables for the higher threshold group only
�F�1,21�=43.16, p�0.0001�. Thus, although equivalent AI
values for low-frequency and high-frequency speech and
maskers predicted equivalent scores for all subjects, recogni-
tion of high-frequency speech for subjects with higher
thresholds was significantly poorer than recognition of low-
frequency speech.

The ANOVA also revealed a significant main effect of
speech level �F�2,42�=49.19, p�0.0001�, a significant in-
teraction of speech level and spectral content �F�2,42�
=4.15, p=0.023�, and a nonsignificant interaction of speech
level and group �F�2,42�=2.28, p=0.115�. The significant
decline in scores confirmed that consonant recognition for
low- and high-frequency syllables in low- and high-
frequency speech-shaped maskers decreased at high levels
when signal-to-noise ratio was held constant, and decreased

for subjects with lower and higher thresholds. Although the
declines in scores with increases in speech level differed sig-
nificantly with spectral content, posthoc tests attributed this
result to the change in scores between the 74- and 84-dB
low-frequency speech levels for the higher threshold subject
group.

The middle panels of Fig. 4 show differences between
observed and predicted consonant-recognition scores for
low-frequency syllables and maskers �left� and high-
frequency syllables and maskers �right� plotted as a function
of speech level. In this case, predicted scores were estimated
from AI values computed using each subject’s quiet thresh-
olds and the levels and spectra of the nonsense syllables and
the speech-shaped masker plus TMN. Predicted scores �not
shown� were identical for subjects in the lower and higher
threshold groups because audibility was limited by speech-
shaped plus TMN maskers rather than by the �lower� quiet
thresholds. Predicted scores remained constant with increas-
ing speech level because, as low-frequency and high-
frequency speech level increased by 10 dB, masker level
also increased by 10 dB, maintaining a constant signal-to-
noise ratio for low- and high-frequency syllables. When low-
and high-frequency consonant-recognition scores were pre-
dicted without taking into account effects of nonlinear
growth of masking, observed-predicted differences declined
with increasing level in the same manner as the observed
scores, and group differences remained the same �note the
similarity in the pattern of results between the top and
middle rows of Fig. 4�. These results are similar to findings
from the earlier studies using broadband words and speech-
shaped maskers �Dubno et al., 2005a� and low- and high-
frequency words and maskers �Dubno et al., 2005b�.

The bottom panels of Fig. 4 plot differences between
observed scores and scores predicted from AI values com-
puted using the speech spectrum and each subject’s thresh-
olds measured in the low-frequency or high-frequency
speech-shaped masker plus TMN �similar to the weighted-
average masked thresholds discussed in the second para-
graph of Sec. III A�. To the extent that speech audibility was
reduced due to nonlinear growth of masking, predicted
scores determined using masked thresholds should decline
with increasing speech level. To the extent that declines in
observed scores were also due to this reduction in audibility,
observed-predicted differences should remain constant with
increasing speech level. Observed-predicted differences were
analyzed using a repeated-measures ANOVA �same design as
described above for observed scores� and results revealed a
significant interaction of speech level and spectral content
�F�2,42�=7.31, p=0.0019�. Therefore, changes in observed-
predicted differences with increasing speech level will be
described separately for low-frequency and high-frequency
speech and maskers.

For low-frequency syllables and maskers, predicted
scores based on AI values computed using low-frequency
speech spectra and low-frequency masked thresholds de-
clined with increasing speech level for both subject groups
�not shown�, reflecting the nonlinear increase in low-
frequency masked thresholds. To examine changes in
observed-predicted differences with speech level, posthoc

FIG. 4. Top row: Mean consonant-recognition scores �±1 SE� plotted as a
function of speech level for lower threshold subjects �filled� and higher
threshold subjects �open�. Scores for low-frequency syllables obtained in
low-frequency speech-shaped maskers plus threshold-matching noise are in
the left panel and scores for high-frequency syllables obtained in high-
frequency speech-shaped maskers plus threshold-matching noise are in the
right panel. Middle row: Mean differences �±1 SE� between observed scores
and AI-predicted scores computed using each subject’s quiet thresholds and
the levels and spectra of the speech and speech-shaped plus threshold-
matching noises, plotted as a function of speech level. A dashed line is
drawn at an observed-predicted difference of 0 rau. Bottom row: Same as
middle panel, but scores were predicted using the speech spectrum and each
subjects’ thresholds measured in the speech-shaped maskers plus threshold-
matching noise.
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analyses were conducted comparing the lowest and highest
low-frequency speech levels �lower left panel of Fig. 4�.
Observed-predicted values did not differ significantly for ei-
ther the lower threshold group �F�1,21�=2.81, p=0.108� or
the higher threshold group �F�1,21�=2.24, p=0.150�. For
other level comparisons and for both subject groups, where
there were significant declines in observed scores, observed-
predicted values did not differ significantly as speech level
increased, with one exception �see below�. Taken together,
these results suggest that the decrease in recognition of low-
frequency nonsense syllables at higher levels may be attrib-
uted to nonlinear growth of masked thresholds �and reduced
effective signal-to-noise ratio� in the low-frequency speech-
shaped masker. It is notable that these results are similar to
recognition of low-frequency words �Dubno et al., 2005b�,
despite less nonlinear masking growth for low-frequency
maskers presented with syllables than words. The one excep-
tion was a significant decline in scores between the two
higher speech levels for the higher threshold group, where
observed-predicted differences also declined significantly
�F�1,21�=14.20, p=0.001�. Thus, factors other than mask-
ing growth may contribute to declines in low-frequency con-
sonant recognition at higher levels for these subjects.

The pattern of results for the high-frequency syllables
and maskers �right� was somewhat different than that for the
low-frequency syllables and maskers, and the findings did
not differ between the two subject groups. Here, when
consonant-recognition scores were predicted using high-
frequency speech spectra and high-frequency masked thresh-
olds, predicted scores declined only slightly between the two
highest speech levels, consistent with nonlinear masking
growth between these levels, discussed earlier �see Sec.
III A�. With observed scores declining significantly in the
high-frequency masker, observed-predicted values also de-
clined significantly between the lowest and highest speech
level �F�1,21�=15.74, p=0.0007� and between the lowest
and middle speech level �F�1,21�=22.45, p=0.0001�, but
did not differ significantly between the middle and highest
speech level �F�1,21�=0.50, p=0.487�. Thus, declines in
recognition of high-frequency syllables at high levels could
not entirely be attributed to nonlinear growth of masking,
similar to previous results for recognition of high-frequency
words �Dubno et al., 2005b�. Where nonlinear growth of
masking was observed, the subsequent reduction in effective
signal-to-noise ratios in the higher frequencies accounted for
declines in recognition of high-frequency syllables at high
levels.

b. Comparing nonsense syllables and monosyllabic
words. Recall that a purpose of this experiment was to con-
firm and extend results for low-frequency and high-
frequency NU#6 monosyllabic words and NU#6-shaped
maskers using different stimuli and conditions. In general,
results were similar across studies for both low- and high-
frequency speech �i.e., comparing the lower threshold group
to the previous study�. Consistent findings across low-
frequency conditions were expected because speech and
masker spectra for low-frequency nonsense syllables were
generally similar to those for low-frequency words, with the
exception of location of peaks, perhaps due to differences in

talker gender, differences in bandwidth, and the restricted
vowel set for the nonsense syllables. In contrast, findings for
high-frequency conditions were less predictable because
speech and masker spectra for high-frequency nonsense syl-
lables were substantially different than those for high-
frequency words. Relative to the spectra for words and
maskers, the spectra for nonsense syllables and maskers were
higher in level by 15 dB, contained a prominent peak rather
than a uniform shape, and were narrower in bandwidth.

Across subjects, comparing scores at the lowest and
highest speech levels, there was a nonsignificant trend for the
decline in consonant-recognition scores to be larger for high-
frequency than low-frequency syllables and maskers, compa-
rable to the pattern observed previously for monosyllabic
words. In the current experiment, larger declines in scores
were expected for both low- and high-frequency conditions,
due to the wider range of syllable and masker levels �20 vs
14 dB�. Still larger declines for high-frequency nonsense syl-
lables were expected because the high-frequency syllables
and maskers had been increased by 15 dB. The smaller de-
cline that resulted may relate to the narrower bandwidth for
high-frequency nonsense syllables and maskers as compared
to high-frequency words and maskers, due to the higher cut-
off frequency �2.08 kHz for nonsense syllables vs 1.41 kHz
for words�. However, this explanation is not supported by
results of Molis and Summers �2003�, who reported the larg-
est decline in recognition of high-frequency sentences with
increasing level for the subject with the narrowest high-
frequency bandwidth.

Generally consistent findings for words and nonsense
syllables, notwithstanding spectral characteristics unique to
these stimulus sets, suggest that differences in susceptibility
of cues available in low- and high-frequency speech to dete-
rioration at high levels may be common across speech mate-
rials and may also relate to level-dependent differences in
processing of low- and high-frequency speech information.
For example, higher frequency cues, such as for place infor-
mation, may require more fine spectral resolution than some
lower frequency cues, such as for voicing information or to
distinguish among manner classes, which may be conveyed
by periodicity or envelope cues �consistent with patterns of
consonant confusions for high syllable levels reported by
Hornsby et al., 2005�. Thus, the normally broadened auditory
filters at higher levels and at higher frequencies may have a
greater detrimental effect on high-frequency speech cues
than on low-frequency speech cues. In addition, high-level,
lower frequency speech information may be dominated by
vowel segments, which contribute relatively little to intelli-
gibility �as noted by Kates and Arehart, 2005�. Thus, dete-
rioration of these cues at high levels would have a relatively
smaller effect on recognition of speech. Results from studies
of auditory-nerve responses also suggest frequency-
dependent effects for processing of high-level speech. For
example, a loss of F2 synchrony, which could relate to
auditory-nerve fibers’ increasing response to F1, occurs at a
lower level for high-frequency fibers than for low-frequency
fibers �Wong et al., 1998�.
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2. Subject effects

In addition to assessing effects of spectral content on
consonant recognition at high levels, an additional goal of
the current experiment was to explore effects of subjects’
quiet thresholds. As noted earlier, subjects had normal hear-
ing but differed significantly in their average quiet thresh-
olds. Consonant-recognition scores for the higher threshold
group were significantly poorer than scores for the lower
threshold group, and scores for high-frequency speech were
significantly poorer than for low-frequency speech for the
higher threshold group only. Moreover, although declines in
recognition with increasing speech level did not differ sig-
nificantly for the two groups, declines in recognition of low-
frequency speech for the higher threshold group were not
entirely accounted for by changes in effective signal-to-noise
ratio resulting from nonlinear masking growth. These results
were unexpected due to the subjects’ generally good hearing,
the use of a threshold-matching noise to minimize audibility
differences among subjects, and the similarity between
groups in low-frequency and high-frequency masked thresh-
olds and masking growth. Given that subjects in the lower
and higher threshold groups also differed in age, the gener-
ally poorer scores across conditions for older subjects may
be attributed, at least in part, to age-related differences in
task proficiency and/or cognitive abilities among subjects.

Although age-related proficiency/cognitive effects may
have contributed to an overall reduction in scores for older
subjects, these factors do not provide reasonable explana-
tions for the differential effects of spectral content for older
subjects, that is, significantly poorer scores for high- than
low-frequency syllables. In addition to being older, these
subjects had significantly higher average quiet thresholds.
Recent evidence suggests that elevations in quiet thresholds
are consistent with reductions in nonlinearities in the basilar-
membrane response �e.g., Plack et al., 2004�. Given that
threshold differences between groups were largest in the
higher frequencies �see Fig. 1�, it is possible that changes in
nonlinearities that were greater in higher frequencies could
have a differential effect on recognition of high-frequency
syllables for higher threshold subjects.

To examine this question further, associations between
consonant recognition and quiet thresholds were assessed for
individual subjects. Specifically, Pearson correlation coeffi-
cients were computed between high-frequency consonant-
recognition scores at each speech level and weighted-average
high-frequency quiet thresholds �i.e., including thresholds at
frequencies where there was audible high-frequency speech�;
correlations were also computed for comparable pairs of
low-frequency scores and thresholds. Statistically significant
negative correlations were observed for all comparisons,
ranging from −0.76 to −0.77 for high-frequency scores and
thresholds and from −0.54 to −0.65 for low-frequency scores
and thresholds, as shown in Fig. 5. Within the higher thresh-
old �older� group, there were no significant correlations be-
tween weighted-average quiet thresholds and age, suggesting
a negligible influence of age on these associations. Further-
more, in this experiment, a dependence of consonant recog-
nition on quiet thresholds does not reflect differences in

speech audibility among subjects because audibility esti-
mates were determined by speech-shaped plus TMN maskers
and not by quiet thresholds.

Associations between consonant recognition and quiet
thresholds are consistent with the assumption that threshold
elevations �and concomitant reductions in nonlinearities�
may have contributed to poorer performance for higher
threshold subjects. Stronger negative correlations between
high-frequency than low-frequency scores and thresholds
may also imply that recognition of high-frequency syllables
may be more susceptible to elevated high-frequency thresh-
olds and reductions in nonlinearities. Molis and Summers
�2003� and Summers and Cord �2005� suggested that reduc-
tions in active cochlear processing at high levels and at high
frequencies contribute to declines in speech recognition at
high levels. This hypothesis would predict greater declines in
recognition of high- than low-frequency syllables and greater
declines in recognition for subjects with lower than higher
thresholds. However, neither of these results was observed in
the current study.

An additional subject-related issue with regard to recog-
nition of speech at high levels is the role of the acoustic
reflex. Given that middle-ear muscle contractions attenuate

FIG. 5. Left column: Consonant-recognition scores for low-frequency syl-
lables in low-frequency maskers for each of three speech levels plotted
against weighted-average low-frequency quiet thresholds for subjects in the
lower threshold group �filled� and subjects in the higher threshold group
�open�. Right column: Same as left, but for high-frequency syllables and
weighted-average high-frequency quiet thresholds. Pearson correlation co-
efficients and linear regression functions are included in each panel.
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sounds below 2.0 kHz, with the largest changes occurring
below 1.0 kHz, potential effects for the current study would
be limited to low-frequency speech and maskers. One could
speculate that the acoustic reflex provides an overall attenu-
ation of lower frequency speech and maskers that may re-
duce declines in recognition with increasing level, because
an equivalent effective signal-to-noise ratio was maintained.
However, the effect of the reflex is complex in its attenuation
pattern and temporal course. The largest attenuation is at the
lowest frequencies which contribute less to intelligibility of
nonsense syllables than higher frequencies. With regard to
temporal effects, in the current experiment the low-frequency
speech-shaped masker plus TMN were on continuously,
whereas the syllables were presented at random intervals,
controlled by the timing of the subjects’ responses. There-
fore, it is not known if muscle contractions were elicited
initially by the maskers and adapted over time, but then were
also elicited by each high-level syllable, or only by some
syllables. These complex factors make it difficult to specu-
late on how contraction of the middle-ear muscles may con-
tribute to the overall interpretation of the results. Neverthe-
less, it is possible that effects of the acoustic reflex may add
to the between-subject variance in some findings, such as
individual differences in the slopes of the growth-of-masking
functions �see Fig. 3�. However, to the extent that nonlinear
growth of masking explained declines in scores, the role of
the acoustic reflex should be relatively small. Finally, given
evidence that acoustic reflex thresholds do not differ signifi-
cantly as a function of age �e.g., Thompson et al., 1980;
Gates et al., 1990�, it is unlikely that this factor provides an
explanation for age-related differences in consonant recogni-
tion.

3. Differences in observed and predicted recognition
scores for low-frequency and high-frequency
syllables and maskers at high levels

The relationship between observed and predicted scores
is also shown in Fig. 6, wherein consonant-recognition
scores for low-frequency speech and maskers �top� and high-
frequency speech and maskers �bottom� are plotted against
AI, with AI values computed using speech spectra and
thresholds measured in the speech-shaped maskers plus
TMN. The solid line is the transfer function relating the AI to
consonant recognition established for the speech materials
used in this experiment and represents the predicted scores;
the dashed lines encompass the 95% confidence limits. As
noted earlier, observed scores for high-frequency speech and
maskers were significantly poorer than observed scores for
low-frequency speech and maskers, but only for the higher
threshold group. Observed-predicted differences were also
larger �i.e., more negative� for high-frequency than low-
frequency speech and maskers for both subject groups �main
effect of spectral content: F�1,21�=60.85, p�0.0001; inter-
action of group and spectral content: F�1,21�=3.47, p
=0.077�. Consistent with these results, Fig. 6 shows scores
for individuals from both groups for high-frequency speech
that were substantially poorer than predicted, more so than
scores for low-frequency speech �see also Fig. 4, bottom

panels�. For the higher threshold group, observed scores for
higher frequency speech were poorer than the 95% confi-
dence interval of the predicted scores.

In regard to these results, an additional question left un-
resolved following the previous experiment with filtered
words concerned differences in observed scores and
observed-predicted scores for low-frequency and high-
frequency speech and maskers. Although bandwidths were
selected to achieve nearly equal scores for low-frequency
and high-frequency words and maskers, word-recognition
scores averaged 10.4 rau higher for high-frequency words
than for low-frequency words. In addition, observed scores
for low-frequency words and maskers were generally worse
than predicted, and observed scores for high-frequency
words and maskers were generally better than predicted. We
speculated that these differences resulted from the AI-
computation method, wherein speech peaks were fixed at
15 dB across frequency �see Dubno et al., 2005b�. Because
the physical speech peaks �Sherbecoe et al., 1993� and the
effective speech peaks �Studebaker and Sherbecoe, 2002� in-
crease with increasing frequency, actual signal-to-noise ratio
may have been larger in the higher frequencies and smaller
in the lower frequencies than estimated with speech peaks
fixed across frequency. In the current experiment, AI values
computed with the actual speech peaks for these nonsense
syllables were expected to yield better estimates of speech

FIG. 6. Top: Low-frequency consonant-recognition scores plotted against
AI for subjects in the lower threshold group �filled� and subjects in the
higher threshold group �open�. AI values were computed using the low-
frequency speech spectrum and thresholds measured in the low-frequency
masker plus threshold-matching noise. The solid line is the AI-recognition
transfer function for the nonsense syllables used in this experiment; the
dashed lines encompass the 95% confidence limits. Bottom: Same as top,
but for high-frequency consonant-recognition scores, with AI values com-
puted using the high-frequency speech spectrum and thresholds measured in
the high-frequency masker plus threshold-matching noise.
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recognition in low- and high-frequency regions and the cut-
off frequency for equally intelligible bands. Indeed, in the
current experiment, averaged across speech level, the differ-
ence in consonant-recognition scores between low-frequency
and high-frequency syllables was reduced to 2.1 rau �for the
lower threshold group, the appropriate comparison to the
previous study�. For low-frequency syllables and maskers,
observed scores remained worse than predicted, but
observed-predicted differences now averaged only 1.7 rau.
For high-frequency syllables and maskers, observed scores
were now also worse than predicted, consistent with expec-
tations using actual speech peaks.

IV. SUMMARY AND CONCLUSIONS

Recognition of low- and high-frequency nonsense syl-
lables in low- and high-frequency nonsense-syllable-shaped
maskers was measured at three speech levels, with signal-to-
noise ratio held constant. Pure-tone thresholds were mea-
sured in each masker and in quiet. Subjects were younger
and older adults with normal hearing who were organized
into two groups according to their average quiet thresholds.
Results may be summarized as follows.

�1� Pure-tone thresholds measured in a low-frequency
speech-shaped masker plus TMN increased linearly
with increasing masker level at lower frequencies. For
midfrequency signals, steeper growth-of-masking
slopes were observed, consistent with nonlinear
growth of upward spread of masking attributed to the
low-to-midfrequency peak in the speech-shaped
masker. Masked thresholds measured in a high-
frequency speech-shaped masker plus TMN generally
revealed linear growth of masking with increasing
masker level, with some increase in slope at higher
frequencies. No significant differences were observed
in growth of masking between subjects with lower
and higher quiet thresholds.

�2� Recognition of low-frequency nonsense syllables in
low-frequency maskers and high-frequency nonsense
syllables in high-frequency maskers generally de-
clined with increasing speech level when signal-to-
noise ratio was held constant, for subjects with lower
and higher quiet thresholds.

�3� For subjects with lower thresholds, declines in recog-
nition of low-frequency nonsense syllables in low-
frequency maskers at high levels were attributed to
nonlinear growth of masking in the speech-shaped
masker plus TMN, which reduced the effective
signal-to-noise ratio at high levels. In contrast, the
decline in scores for subjects with higher thresholds
could not be explained by masking growth. For both
subject groups, masking growth did not entirely ac-
count for declines in recognition of high-frequency
nonsense syllables in high-frequency maskers. These
results were similar to those observed previously for
broadband words and speech-shaped maskers and for
low- and high-frequency words in maskers.

�4� Generally consistent results for words and nonsense
syllables suggested that differences in susceptibility

of cues available in low- and high-frequency speech
to deterioration at high levels may be common across
speech materials and may also relate to level-
dependent differences in processing of low- and high-
frequency speech information.

�5� Relative to younger subjects with normal hearing and
lower quiet thresholds, older subjects with normal
hearing and higher quiet thresholds demonstrated
poorer consonant recognition in noise, especially for
high-frequency speech in high-frequency maskers.
Generally poorer consonant recognition may be at-
tributed to age-related differences in task proficiency
and/or cognitive abilities, but differential effects of
spectral content may be a function of threshold-
related differences in cochlear function.
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Auditory filter shape and frequency tuning may be derived by measuring changes in pure tone
thresholds as a function of the bandwidth of notched-noise maskers. When these psychophysical
methods were applied to CBA/CaJ mice, the resulting filter shapes were well fit by roex�p ,r�
functions originally developed for human subjects. The equivalent rectangular bandwidths �ERBs�
of the filter shapes ranged from 16 to 19% of test frequencies between 8 to 16 kHz. These ERBs
correspond well to the performance of humans at high frequencies and the limited number of
mammalian species that have been characterized with notched-noise procedures. Frequency tuning
was maintained throughout most of the adult lifespan and then showed a selective high-frequency
loss at ages beyond 2 years. These results suggest that auditory filtering effects in adult CBA/CaJ
mice are similar to normal processes in other mammalian species and provide an excellent model of
human presbycusis when they begin to degrade in aging individuals.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2203593�

PACS number�s�: 43.66.Gf, 43.66.Dc, 43.66.Sr �AJO� Pages: 321–330

I. INTRODUCTION

Hearing loss is one of the most pervasive public health
issues in the United States. Over 20 million Americans report
difficulty hearing or understanding speech �Ries, 1994;
Mitchell, 2006�. By age 65, less than 10% of our population
demonstrates auditory abilities that would be considered nor-
mal in terms of audiological standards �Mosicki et al., 1985;
Gates and Cooper, 1991�. Age-related hearing loss �AHL�, or
presbycusis, is usually a sensorineural disorder involving co-
chlear hair cells �Nadol, 1979; Wright et al., 1987�. The on-
set and rate of the progressive loss ranges widely between
individuals and may be accelerated by hereditary, medical,
and environmental factors �Johnsson et al., 1990;
Schuknecht and Gacek, 1993�. These sources of variation in
human populations have made mouse models with more pre-
dictable patterns of hearing loss increasingly popular over
the last decade �Erway et al., 2001; Francis et al., 2003�.

The increasing sophistication of genetic approaches has
led to the generation of inbred and transgenic mice with se-
lectively altered auditory function �Mullen and Ryan, 2001�.
These potentially subtle changes require phenotyping meth-
ods that extend beyond basic threshold measures �Parham,
1997; Barsz et al., 2002; Prosen et al., 2003�. From a psy-
chophysical perspective, valuable insights into perception
have been gained by conceptualizing the early stages of au-
ditory processing as an array of bandpass filters that separate
complex or competing sounds into their constituent fre-
quency components �Fletcher, 1940; Patterson, 1974�. This
filtering effect is determined by the active electromechanical
tuning of the inner ear �Moore et al., 1999�, and deteriorates

with sensorineural neural hearing loss �Patterson et al., 1982;
Tyler et al., 1984�. Consequently, the perceptual manifesta-
tions of hearing loss are multidimensional with impaired lis-
teners reporting problems not only hearing sounds but also
understanding speech �Turner and Robb, 1987�, tolerating
abnormal loudness effects �Beattie and Warren, 1982�, and
listening in noise �Lyregaard, 1982�.

The frequency resolution of the mouse auditory system
has been previously characterized in terms of the critical
band �Ehret, 1976, 1979�. This approach measures changes
in pure tone thresholds as a function of the bandwidth of
bandpass masking noise �Scharf, 1961�. The critical band is
reached when further widening of the noise band has no
effect on threshold, presumably because the additional en-
ergy falls outside the hypothetical auditory filter. In contrast
to values that typically remain within 10–30 % of the test
frequency for a broad sampling of mammalian species �Fay,
1988�, critical bands ranged from 40 to 280 % in mice.

This study revisited the question of auditory frequency
tuning in mice using notched-noise masking procedures
�Patterson, 1974; Glasberg and Moore, 1990�. The notched-
noise method is used in our study to complement previous
critical band measures �Ehret, 1976� and to provide a more
complete description of filter shape and bandwidth. Psycho-
physical assessments were performed on adult CBA/CaJ
mice because this strain does not show early onset hearing
loss and therefore may provide stable normal baselines dur-
ing the initial stages of training and testing. Our estimates of
the auditory filter in younger mice conformed well to human
performance at high frequencies �Moore and Glasberg, 1983;
Glasberg and Moore, 1990�. Older mice displayed a selective
loss of high-frequency tuning that was reminiscent of human
presbycusis �Margolis and Goldberg, 1980; Patterson et al.,
1982�.

a�Author to whom all correspondence should be addressed. Electronic mail:
bmay@jhu.edu
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II. METHODS

All of the following procedures were approved by the
Institutional Animal Care and Use Committee of Northern
Michigan University.

A. Subjects

Experiments were performed on 13 female CBA/CaJ
mice that were procured from Jackson Labs at an approxi-
mate age of 4–6 weeks. The subjects were housed in labo-
ratory facilities on a reverse day-night cycle with free feed-
ing. When trained, mice received most of their daily water in
the testing environment. A brief watering period was pro-
vided in the evening to ensure that all mice maintained nor-
mal weights throughout the course of experiments. The mice
remained healthy under these housing conditions and contin-
ued producing behavioral thresholds at ages approaching 2.5
years.

B. The tone detection task

The effects of notched noise on the detection of pure
tones were measured with a positive reinforcement operant
procedure using water rewards �Prosen et al., 2000�. The
contingencies of the tone detection task are shown in Fig. 1.
Mice initiated a testing cycle by entering the observation
compartment of the cage. A variable time interval �3–9 sec�
began when the interruption of photocells indicated an ob-
serving response. The cycle advanced to a trial state if the
subject remained in the observing compartment for the dura-
tion of the waiting period.

The onset of tone bursts signaled the transition to a de-
tection trial. A speaker above the observation compartment
pulsed the auditory stimuli with 250-msec on and off peri-
ods. The subject gained access to a water dipper by crossing
the cage partition to the detection compartment before the
termination of the 6-sec trial window. The dipper remained
active for 3 sec and then retracted beneath the floor of the
detection compartment.

Mice generated time out intervals by entering the detec-
tion compartment during wait intervals, or by failing to enter
the compartment during detection trials. Mice learned to

avoid these response errors because the 6-sec interruption of
the testing cycle delayed the next period of water access.

Calculation of the tone detection threshold required the
presentation of detectable and undetectable stimulus levels.
Consequently, a portion of correct detection responses reflect
chance responding and not actual tone detection. Catch trials
were presented on 25% of all trials to monitor the probability
of false positive responses. Catch trials shared all of the tim-
ing properties of detection trials but did not include tone
bursts. The subject advanced immediately to a trial state by
remaining in the observation area until the end of the 6-sec
catch trial interval. As in other error responses, entering the
detection compartment during the catch trial �false alarm�
produced a 6-sec time out.

The level of the tone bursts was fixed within a trial but
varied at random across trials. The range of levels included
stimuli around threshold, as well as values clearly above
threshold. High-level tone presentations did not contribute to
threshold determinations, but improved the stability of be-
havioral performance by increasing the probability of rein-
forced trials.

Threshold was based on the signal detection criterion
d�=1 �Green and Swets, 1974�. This statistic was calculated
from the response probabilities for detection and catch trials,
as shown in Eq. �1�

d� = z�Phit� − z�Pfalse alarm� , �1�

where z�Phit� is the standardized probability �z score� of
correct responses at each stimulus level and z�Pfalse alarm� is
the standardized probability �z score� of false alarms.
When psychometric functions relating d� scores to tone
level did not include stimulus values corresponding to
threshold, the predicted level was derived by linear inter-
polation between the two values bracketing threshold. The
same frequency was tested over multiple sessions until
daily thresholds converged on stable performance.

C. The notched-noise method

The power spectrum model of masking assumes that
threshold represents a constant ratio of signal and noise en-
ergy �Fletcher, 1940�. The integration of noise energy across
frequency is determined by the shape of a hypothetical audi-
tory filter that is centered on the frequency of the tone. Con-
sequently, filter shape may be derived by selectively remov-
ing noise energy with a spectral notch and measuring the
change in threshold.

The first stages of our notched-noise paradigm began by
establishing the tone detection threshold under quiet condi-
tions. When these tests were completed, the detection task
was modified to include a low-level of continuous broadband
noise. Gaussian noise with a nominal bandwidth of 100 kHz
was generated with a digital-to-analog converter �model
RP2, Tucker-Davis Technologies; Alachua, FL� and trans-
duced with a free-field electrostatic speaker �model ES1,
Tucker-Davis Technologies�. Acoustic calibrations indicated
that the effective bandwidth of the speaker ranged from
2–48 kHz with less than ±10 dB variation. The level of the
masker was increased over several sessions until thresholds

FIG. 1. The behavioral testing cycle. Mice initiated tone presentations by
waiting in the observation compartment of the test cage, then entered the
response compartment to activate a water dipper.
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in noise elevated 40�±4.0� dB relative to thresholds in quiet.
Noise spectrum levels of 13.4�±4.5� dB/Hz produced the
requisite threshold shift.

Subsequent experiments were conducted by adding
spectral notches to the noise background. The notches were
logarithmically centered on the signal frequency with octave
bandwidths of 0.125, 0.25, 0.5, 1.0, and 2.0. Only one band-
width was presented in each session and the same bandwidth
was repeated until performance reached stable values. Filter
coefficients for generating notched noise were computed us-
ing MATLAB’s implementation of the finite duration impulse
response constrained by least-squares �function FIRCLS�.
The average slope of the spectral edges was ±26 dB/100 Hz.
Sample calibrations with an analog spectrum analyzer �Gen-
eral Radio Company type 1900-A� are shown in Fig. 2.

D. Derivation of filter shape

The power spectrum model of masking is mathemati-
cally summarized by Eq. �2� �Glasberg and Moore, 1990�:

Ps = K�
−�

�

N�f�W�f�df , �2�

where Ps is the masked threshold, N�f� is the power spec-
trum of the noise, and W�f� is the weighting function of the
auditory filter. The constant K is a scaling adjustment. Given
this relationship, W�f� may be estimated by subtracting fre-
quency regions from the power spectrum of the noise with
spectral notches and measuring the resulting masked thresh-
olds.

Previous psychoacoustic studies �Patterson et al., 1982�
have found that the general shape of the auditory filter may
be approximated by the exponential shown in Eq. �3�

W�g� = �1 − r��1 + pg�exp�− pg� + r . �3�

The parameters p and r describe the filter skirts near the
center frequency and at remote frequencies, respectively.
The parameter g is the frequency deviation of the edge of the
notch normalized by its center frequency ��f / fc�. The fre-
quency deviation of broadband noise is designated 0.

Normal baselines and aging effects in CBA/CaJ mice
were quantified by applying roex�p ,r� fits to the notched-
noise data that were collected with the tone detection task.
These software tools were distributed for general use by
Glasberg and Moore �1990�, where the analysis is described
in detail. The calculations involve restating Eq. �2� in terms
of normalized frequency deviation, substituting the
roex�p ,r� approximation of W, then solving the equation
analytically.

In human psychoacoustic studies, notches are generally
described in linear frequency so that deviations of the upper
and lower edges are symmetrical. Notches described in loga-
rithmic frequency, such as those used in the present study,
produce asymmetric frequency deviations. The roex�p ,r�
function accepts the lower and upper deviation of each notch
as input and calculates fitting parameters for both linear and
log symmetrical notches. Masked thresholds and filter mag-
nitudes are plotted in terms of the deviation at the near
�lower� edge, following the convention of Glasberg and
Moore �1990�.

E. Equivalent rectangular bandwidth

The equivalent rectangular bandwidth �ERB� is a conve-
nient method for comparing the selectivity of auditory fre-
quency tuning across species and studies �Moore and Glas-
berg, 1983�. The ERB transforms the roex�p ,r� filter into a
rectangular shape with the same peak and total transmission.
The sharpness of frequency tuning is indicated by the band-
width of the rectangle.

After the parameters p and r were obtained by applica-
tion of the roex�p ,r� fitting procedure of Glasberg and
Moore �1990�, the ERB of the auditory filter shape was cal-
culated according to Eq. �4�.

ERB = 2fc��1 − r�p−1�2 − �2 + p�exp�− p�� + r� . �4�

This analysis also was automatically performed by the
roex�p ,r� software of Glasberg and Moore.

III. RESULTS

Initial behavioral testing was conducted with 8-kHz
tones. To sample a wider range of frequencies before the
onset of AHL, the mice were then divided into two groups
and tested at either 11.2 or 16 kHz. The following results
begin with a description of normal baselines in adult mice
and end with aging effects that were revealed by tracking the
same subjects over 2.5 years.

A. Normal baselines

Thresholds were derived from psychometric functions
that combined a minimum of five days stable performance
under the same stimulus conditions. Representative functions
are shown in Fig. 3. These data were obtained with 8-kHz
tones under quiet conditions, in broadband noise, and with
three bandwidths of notched noise. The subject’s percentage
of correct responses at a given tone level and false alarm
rates for catch trials are plotted in Fig. 3�a�. Masking effects
are indicated by the rightward shift of the tone-in-noise func-
tions relative to responses in quiet. The largest shift was

FIG. 2. Calibrations for notched-noise backgrounds with a center frequency
of 8 kHz.
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observed for broadband noise. Removing noise energy by
addition of a spectral notch reduced the magnitude of the
shift in proportion to the deviation of the notch from center
frequency.

The percentage of responses to tones and catch trials
were substituted into Eq. �1� to produce the d� values in Fig.
3�b�. Thresholds are indicated by the intersection of each
psychometric function with the criterion d�=1. Threshold
changes in the four masking conditions mirror the shifts of
the psychometric functions in Fig. 3�a�.

Results of the roex�p ,r� analysis are not strongly influ-
enced by the selection of the d� threshold criterion. Because
the psychometric functions in Fig. 3�b� are quite steep, halv-
ing or doubling the criterion changes absolute thresholds by
less than 10 dB. Because the transitional phases of the psy-
chometric functions are essentially parallel across noise con-
ditions, relative threshold differences remain the same. The
auditory filter shape is derived from these relative differ-
ences.

Under quiet conditions, 8-kHz thresholds ranged from
8–21 dB SPL for the 13 mice and produced an average
threshold of 16.1 dB SPL. The standard deviation of the
sample was 3.6 dB. Similar thresholds were subsequently
observed in quiet at frequencies of 11.2 and 16 kHz, which
produced average thresholds of 12.5�±3.0� and
14.2�±1.5� dB SPL. These results compare favorably with
several published audiograms of laboratory mice �Fay,
1988�.

Masked thresholds were averaged to derive Ps values for
input to the roex�p ,r� function. Individual thresholds for
8-kHz tones are compared in Fig. 4�a�. The variation in
thresholds between subjects was often systematic. Data from
two mice are highlighted in the figure to illustrate a subject
whose thresholds were consistently better �CBA03ke� or
worse �CBA03de�. The general shape of the threshold func-
tion was usually maintained across subjects regardless of
these differences.

FIG. 3. The summary psychometric functions of mouse CBA03sa. Detec-
tion scores are plotted as the percentage of correct responses �a� and the
signal detection statistic d� �b� The data were obtained for 8-kHz tones in
quiet �Q�, broadband noise �BBN�, and three bandwidths of notched noise
�0.08, 0.16, and 0.29 deviation�. The threshold criterion d�=1 is indicated by
the. horizontal line. Responses to catch trials are plotted to the left of the
psychometric functions �XTs�.

FIG. 4. Effects of notch bandwidth on the detection of 8-kHz tones. �a�
Symbols indicate the thresholds of 13 mice. Data from mice CBA03ke and
CBA03de are highlighted with unique symbols to illustrate consistent per-
formance differences between subjects. The roex�p ,r� function of Glasberg
and Moore �1990� has been fit to the sample averages of each deviation, �b�
Threshold averages �±1 standard deviation� when the same data are divided
into the five youngest versus the five oldest subjects. Roex�p ,r� functions
have been fit to each dataset �youngest, dashed line; oldest, dotted line�. For
comparison, the fit to the original dataset is shown �solid line�.
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Individual mice proceeded through the series of thresh-
old measures at their own rates. Although initial threshold
values were completed at ages between 19 and 22 weeks,
slower rates of acquisition in some subjects and the introduc-
tion of intermediate bandwidth conditions in others delayed
the completion of all thresholds to ages approaching one
year. Relative to other strains, the potential confounds of
AHL are somewhat lessened in CBA/CaJ mice. In Fig. 4�b�,
the 8-kHz threshold data have been separated in two groups
based on age of completion. This analysis yielded essentially
identical fitting parameters for the youngest and oldest mice.

The effects of frequency on auditory filter shapes were
investigated by repeating threshold measures with center fre-
quencies of 11.2 and 16 kHz. The fits for all three test fre-
quencies are shown in Fig. 5�a�. The parameters p and r from
these fits were substituted into Eq. �3� to derive the filter
shapes in Fig. 5�b�. Because notch bandwidth is specified in
terms of deviation, which is normalized by center frequency,

the filters remain constant across frequency. This stability
suggests that normal baselines were obtained at all three fre-
quencies prior to significant AHL.

The three filter shapes in Fig. 5�b� were converted to
ERBs by substituting their p and r values into Eq. �4�. Center
frequencies of 8, 11.2, and 16 kHz produced ERBs of 1540,
1820, and 2914 Hz. These filter widths fall within 16 to 19 %
of the center frequency and reproduce results at similar fre-
quencies from studies of human hearing �Shailer et al.,
1990�.

The ERBs of CBA/CaJ mice are compared with model
fits from human notched-noise studies in Fig. 6. Normal
baseline measures in mice corresponded well with psychoa-
coustic performance at the upper limits of human hearing.
These results are further evidence that threshold measures
reported in Fig. 5 were completed before significant AHL.

B. Aging effects

Threshold measures were continued after the completion
of normal baselines to track age-related changes in auditory
filter shapes at 11.2 and 16 kHz. These data were obtained
across ages that ranged from 106–127 weeks. When testing
was conducted under quiet conditions, average thresholds at
11.2 kHz �±1 standard deviation� increased from normal
baselines of 12.5�±3.0� to final values of 23.3�±3.5� dB SPL.
Thresholds at 16 kHz showed a similar increase from
14.2�±1.5� to 30.2�±4.2� dB SPL. Although threshold eleva-
tions were small in magnitude, they were universally ob-
served in the two sample groups. The loss, therefore, was
statistically significant �paired t test, p�0.005�.

The average notched-noise thresholds �±1 standard de-
viation� of aged mice are compared with normal baselines in
Fig. 7. As shown in Fig. 7�a�, the final threshold replications
at 11.2 kHz indicate a uniform 9-dB threshold elevation rela-
tive to baseline performance. The filter shapes in Fig. 7�b�
were derived from the fitting parameters of the roex�p ,r�
functions. Because the parallel threshold curves can be fit
with the same values of p and r, there was no significant
change in filter shape despite the modest loss of sensitivity.

FIG. 5. Effects of frequency on auditory filter shape. Average notched-noise
thresholds at 8, 11.2, and 16 kHz were fit with the roex�p ,r� model �a� to
derive filter weighting functions �b�. Error bars indicate ±1 standard devia-
tion.

FIG. 6. Comparison of mouse and human ERBs. Estimates of human fre-
quency resolution are based on equations derived from the notched-noise
studies of Moore and Glasberg �1983� and Shailer et al. �1990�.
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The final notched-noise replications at 16 kHz reveal
more pronounced effects of age on threshold and frequency
tuning. As shown in Fig. 7�c�, the threshold elevations of
older mice ranged from 20 dB at small deviations to 29 dB
at large deviations. The increased masking effectiveness of
noise bands with wider spectral notches indicates a broaden-
ing of the auditory filter, as shown in Fig. 7�d�. Relative to
the initial baseline ERB of 2914 Hz, the filter expanded to
4615 Hz.

The specification of age-related hearing deficits in Fig.
7�d� is problematic because mice of the same age may ex-
hibit different patterns of hearing loss. This variability is de-
scribed in Fig. 8, which compares the masked thresholds and
corresponding auditory filter shapes for two subjects at three
time periods. Mouse CBA03ch maintained a normal ERB of
3112 Hz during these tests, whereas mouse CBA03bi
showed substantial loss of frequency tuning.

The roex�p ,r� fits of the two mice and their correspond-
ing filter shapes are compared in Figs. 8�a� and 8�c�. The
initial baseline measures from both subjects showed steeply
sloped threshold functions that produced ERBs of 2948 and
2690 Hz, respectively, for mice CBA03ch and CBA03bi.
These results fall close to the baseline ERB of 2914 Hz that
was derived from the threshold averages of all subjects.

Intermediate threshold replications were conducted at
ages ranging from 92–108 weeks. The threshold functions of

both mice show a largely parallel shift relative to baseline
measures. The fit for mouse CBA03bi has a shallower slope
because the rate of hearing loss was higher at wider notch
deviations. As a result, this subject’s ERB increased to
3595 Hz.

Final threshold replications were obtained at ages rang-
ing from 107–124 weeks. The thresholds of mouse
CBA03ch elevated approximately 25 dB during this time pe-
riod. Nevertheless, the mouse continued to produce a steeply
sloped threshold function and an ERB within 1% of normal
baselines. Mouse CBA03bi showed a progressive flattening
of the threshold function which expanded the auditory filter
to 7302 Hz.

The effects of age on masking conditions are summa-
rized in Fig. 8�b�. Selected detection thresholds from the fits
in Fig. 8�a� have been replotted in relation to the subject’s
age at test completion. The parallel threshold curves of
mouse CBA03ch indicate a uniform change in sensitivity
and therefore preservation of auditory filter shape. By con-
trast, the thresholds of mouse CBA03bi are marked by an
upward compression that accelerated during the final weeks
of behavioral testing. This increased masking was prominent
at the widest notch deviations and contributed to a lifting of
the filter skirts in Fig. 8�c�.

FIG. 7. Effects of aging on auditory
filter shape. �a� Comparison of the
roex�p ,r� fits for initial baseline mea-
sures and final threshold replications
at 11.2 kHz. �b� Filter shapes derived
from the roex�p ,r� fits, �c� �d� Results
obtained at 16 kHz from a second
group of subjects.
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IV. DISCUSSION

The major finding of this study was that CBA/CaJ mice
demonstrate auditory filtering effects that are equivalent in
shape and bandwidth to other mammalian species. Long-
term behavioral subjects maintained normal frequency tun-
ing throughout most of their adult life. When aged mice
showed a loss of frequency tuning, the deficits followed the
high-to-low frequency progression that characterizes human
presbycusis.

A. Normal baselines

The critical bands �CBs� and auditory filter characteris-
tics of laboratory mice have been described in one previous
psychophysical study �Ehret, 1976�. Those experiments were
conducted in NMRI mice, which is an outbred albino strain
with no obvious hearing deficiencies. The evoked potential
thresholds �Muller et al., 1997� and neural tuning curves
�Egorova et al., 2001; Egorova et al., 2002� of NMRI mice
are comparable to those of the CBA/CaJ strain �Ma et al.,
2006�.

Behavioral results from the NMRI strain suggest excep-
tionally poor frequency tuning in laboratory mice. At fre-
quencies from 20 to 40 kHz, where mice display their most
sensitive hearing, the CB varied from 40 to 52 % of filter
frequencies. By contrast, the CB remains near 16 to 25 % of
filter frequencies across most of the bandwidth of hearing in

humans �Zwicker et al., 1957; Scharf, 1961� and common
animal models such as macaque monkeys �Gourevitch,
1970�, domestic cats �Pickles, 1975; Nienhuys and Clark,
1979�, and chinchilla �Seaton and Trahiotis, 1975; Niemiec
et al., 1992�. In the present study, the ERBs of CBA/CaJ
mice ranged, from 16 to 19 % of filter frequencies. These
tuning characteristics represent a substantial departure from
earlier behavioral estimates in mice but correspond well to
other mammalian species.

Testing method is one potential source of the discrep-
ancy between our present results in CBA/CaJ mice and pre-
vious assessments of the NMRI strain. In situations where
filter estimates from band widening and notched-noise para-
digms can be compared in the same species, notched-noise
data indicate consistently better frequency resolution. The
procedure-based differences may be of considerable magni-
tude in animal psychophysical studies. For example, the tun-
ing bandwidth of the Atlantic bottlenoise dolphin is 17 kHz
at a center frequency of 30 kHz when measured with band-
widening procedures �Au and Moore, 1990�; but only 5 kHz
when it is derived from notched-noise data �Finneran et al.,
2002�. Direct within-study comparisons of band-widening
versus notched-noise paradigms have noted a similar three-
fold decrease in the frequency tuning of the chinchilla �Ni-
emiec et al., 1992�.

Animal studies of the CB and neural frequency tuning

FIG. 8. Intersubject variation in aging
effects. �a� Roex�p ,r� fits for mice
CBA03bi and CBA03ch at three age
periods. The thresholds were obtained
with 16-kHz tones. �b� The same data
replotted to highlight the importance
of masking condition on the magni-
tude of threshold shifts. �c� Filter
shapes derived from the roex�p ,r� fits.
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suggest that the fundamental properties of auditory fre-
quency selectivity are established at the earliest stages of
sound processing. The structural elements that contribute to
the active mechanical properties of the cochlea are similar in
mice and humans �Pujol, 1985; Cheatham et al., 2004�. The
physiological tuning of the mouse cochlea, as reflected in the
sound-driven discharge rates of auditory-nerve fibers, dis-
plays the same filter characteristics as other mammalian spe-
cies �Taberner and Liberman, 2005�. Our results indicate that
the perceptual behaviors of the CBA/CaJ strain also conform
to the basic patterns of mammalian frequency selectivity that
are assumed to arise from cochlear tuning.

B. Preservation of function

The goal of the present experimental design was to de-
termine optimal baseline measures and subsequent aging ef-
fects by repeated testing at the same frequencies. The time
interval between threshold replications was minimized by
focusing on a small number of signal and masker combina-
tions in each subject. Test frequencies were chosen to fall
within the most audible region of the mouse audiogram but
below frequencies that show early age-related hearing loss.
In addition, frequencies from 8 to 16 kHz are audible to
humans with normal high-frequency hearing and therefore
allow direct comparisons to human perception. A limitation
of this focused approach is that the more generalized effects
of frequency on the shape and bandwidth of the auditory
filter remain unknown.

Extensive training and testing at each masking condition
delayed the collection of baseline measures of frequency se-
lectivity until mice were aged at least 4–5 months. The early
manifestation of age-related hearing loss is known to affect
the high-frequency hearing of some mouse strains within this
time period. CBA/CaJ mice, however, are one of the most
resistant strains to aging effects �Hunter and Willott, 1987;
Egorova et al., 1993; Henry, 2004�. They maintain a full
complement of inner hair cells throughout their adult
lifespan, and do not show the onset of outer hair cell loss
until 18 months of age �Spongr et al., 1997�.

Our initial measures of auditory filter shape were ob-
tained at a center frequency of 8 kHz. As expected by the
delayed onset of anatomical changes in the CBA/CaJ co-
chlea, tests at this apical transduction site indicated normal
function. Thresholds in quiet conformed to previously pub-
lished hearing assessments �Fay, 1988; Zheng et al., 1999�,
auditory filter shapes were well fit by standard roex�p ,r�
procedures, and the resulting ERBs were in good agreement
with psychoacoustic data from mammalian species with long
lifespans. Subsequent testing verified the preservation of fil-
ter shape and bandwidth at two more basally located fre-
quencies. These results remained stable during the first two
replications of the threshold series.

C. Aging effects

Repeated testing in aging mice eventually demonstrated
threshold changes that were small in magnitude but followed
the orderly progression of human presbycusis. The deficits
were most pronounced at 16 kHz, which was the highest

frequency in our stimulus set. Average masked thresholds at
16 kHz remained within 2 dB of initial baselines until 95
weeks of age and then elevated by 10 and 23 dB when rep-
lications were completed at ages of 102 and 117 weeks.
Thresholds at 11.2 kHz were within 7 dB of normal base-
lines at ages up to 112 weeks, then increased by 13 dB when
the final replication was completed at 123 weeks.

The magnitude of AHL showed only minor variation
between age-matched subjects. The final notched-noise rep-
lications at 16 kHz revealed threshold shifts ranging from a
minimum of 17 dB in mouse CBA03lo to a maximum of
32 dB in mouse CBA03ch. Under quiet conditions, the two
mice showed shifts of 15 and 20 dB.

As in humans �Florentine et al., 1980; Sommers and
Humes, 1993�, deficits in frequency selectivity were corre-
lated with age-related hearing loss. Changes in filter shape,
however, were not intractably linked to the magnitude of
hearing loss. When threshold shifts were uniform across
masker conditions, the shape and bandwidth of the auditory
filter were preserved. When shifts were restricted to a limited
range of deviations, the bandwidth of tuning was substan-
tially altered. For example, mouse CBA03bi experienced a
270% increase in the ERB during the final replication of
16-kHz thresholds although its average threshold shifts were
typical of other mice.

The threshold shifts in our behavioral subjects were
slow to develop and modest in magnitude when compared
with the rapid profound deafness that is observed in strains
such as C57BL/6J �Parham, 1997; Spongr et al., 1997;
Prosen et al., 2003�. Our present behavioral approach may
not be suitable for characterizing the accelerated patterns of
AHL that are observed in these specialized strains. It is con-
ceivable, however, that similar masking effects may be cap-
tured with electrophysiological wave forms such as the au-
ditory brainstem response or compound action potential
�Dallos and Cheatham, 1976; Walton et al., 1995�. The re-
finement of efficient nonbehavioral screening procedures
represents an opportunity to extend functional measures of
auditory frequency selectivity to a broader range of subject
ages, stimulus conditions, and mouse strains. Although CBA/
CaJ mice may be regarded as a relatively uninteresting
model of AHL, the preservation of normal function through-
out the adult lifespan of this strain makes it an ideal prepa-
ration for the psychoacoustic validation of alternative elec-
trophysiological approaches.
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Prediction of speech intelligibility in spatial noise and
reverberation for normal-hearing and hearing-impaired listeners
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Binaural speech intelligibility of individual listeners under realistic conditions was predicted using
a model consisting of a gammatone filter bank, an independent equalization-cancellation �EC�
process in each frequency band, a gammatone resynthesis, and the speech intelligibility index �SII�.
Hearing loss was simulated by adding uncorrelated masking noises �according to the pure-tone
audiogram� to the ear channels. Speech intelligibility measurements were carried out with 8
normal-hearing and 15 hearing-impaired listeners, collecting speech reception threshold �SRT� data
for three different room acoustic conditions �anechoic, office room, cafeteria hall� and eight
directions of a single noise source �speech in front�. Artificial EC processing errors derived from
binaural masking level difference data using pure tones were incorporated into the model. Except for
an adjustment of the SII-to-intelligibility mapping function, no model parameter was fitted to the
SRT data of this study. The overall correlation coefficient between predicted and observed SRTs was
0.95. The dependence of the SRT of an individual listener on the noise direction and on room
acoustics was predicted with a median correlation coefficient of 0.91. The effect of individual
hearing impairment was predicted with a median correlation coefficient of 0.95. However, for mild
hearing losses the release from masking was overestimated.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2202888�

PACS number�s�: 43.66Pn, 43.71An, 43.55Hy, 43.71Ky �AK� Pages: 331–342

I. INTRODUCTION

A binaural model, capable of predicting speech intelligi-
bility under the influence of noise, reverberation, and hearing
loss, may help in understanding the underlying mechanisms
of binaural hearing and may assist in the development and
fitting of hearing aids. In this study, a binaural model of
speech intelligibility based on an approach by vom Hövel
�1984� is presented and the model predictions are compared
to measurement data. It combines two established models,
the binaural equalization-cancellation �EC� processing
�Durlach, 1963� with the monaural speech intelligibility in-
dex �SII, ANSI, 1997�.

A number of studies are concerned with measuring the
effects of spatial unmasking of speech. A detailed overview
can be found in a review by Bronkhorst �2000�. Research has
focused on the influence of synthetic and natural spatial cues
on speech intelligibility �Bronkhorst and Plomp, 1988; Peis-
sig and Kollmeier, 1997; Platte and vom Hövel, 1980; Plomp
and Mimpen, 1981�, on the influence of reverberation �Haas,
1972; Moncur and Dirks, 1967; Nábělek and Pickett, 1974�
and hearing loss �Bronkhorst and Plomp, 1989; Duquesnoy
and Plomp, 1983; Festen and Plomp, 1986; Irwin and McAu-
ley, 1987�.

Spatial unmasking of speech is based on spatial differ-
ences between target talker and interfering sources and can
cause a benefit of speech reception threshold �SRT� of up to
12 dB �Bronkhorst, 2000�. The basic cues for binaural pro-
cessing are interaural time differences �ITD� due to the dis-

tance between the ears and interaural level differences �ILD�
mainly due to the head shadowing effect. There are also
spectral cues, mainly caused by the geometry of the pinna,
but they play a less important role in spatial unmasking of
speech �Mesgarani et al., 2003�.

A number of standardized methods of monaural speech
intelligibility prediction exist in the literature, for instance
the articulation index �AI, ANSI, 1969; Fletcher and Galt,
1950� and the speech intelligibility index �SII, ANSI, 1997�,
which was derived from the AI. A recent development by
Müsch and Buus �2001a, b, 2004�, the speech recognition
sensitivity model, incorporates interactions between fre-
quency bands which were neglected by the AI and SII. In
this study, the standardized SII �ANSI, 1997� was used.
However, the binaural part of the model is independent of the
method for speech intelligibility prediction. Consequently,
other methods can be used as well.

Models of binaural interaction in psychoacoustics, such
as the models by Jefress �1948�, Osman �1971�, Colburn
�1977a�, and Lindemann �1986�, provide a basis for some
binaural speech intelligibility models. Zerbs �2000� and
Breebaart et al. �2001a� each described a binaural signal de-
tection model that uses peripheral preprocessing �modeled
outer/middle ear, basilar membrane, and haircells� which
converts the signals arriving at the ears into an internal rep-
resentation. The binaural processing is done by an EC type
of operation according to the theory by Durlach �1972�. Both
models differ in details, mainly in the way the internal inac-
curacies are handled. The model presented here also makes
use of the EC theory, but is kept simpler by omitting the
peripheral preprocessing and working directly on the signals.

a�Electronic mail: rainer.beutelmann@uni-oldenburg.de
b�Electronic mail: thomas.brand@uni-oldenburg.de
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The model of Culling and Summerfield �1995� in some
way spans the gap between rather psychoacoustic binaural
models and models related to binaural speech perception. It
has been used to predict the release of masking for vowel
intelligibility, but only qualitatively in the form of processed
vowel spectra, where certain features could be identified or
not. It incorporates most of the elements which were also
used in this study, namely wave forms as input signals, a
peripheral filter bank, and an EC type mechanism. Particu-
larly, it features independent delays in each frequency band.
There was no need for level equalization, because the stimuli
contained only binaural time or phase differences.

Existing models of binaural speech intelligibility �Levitt
and Rabiner, 1967; vom Hövel, 1984; Zurek, 1990� have
certain common elements. They act as a preprocessing unit
for monaural speech intelligibility models like the AI �Levitt
and Rabiner, 1967; Zurek, 1990� or a modified version of the
AI �vom Hövel, 1984�. The benefit due to binaural interac-
tion is expressed as a reduction of masking noise level after
binaural processing. The models differ in the way they cal-
culate the release of masking. Levitt and Rabiner �1967�
used frequency dependent binaural masking level differences
�BMLD� for interaurally phase reversed tones in diotic noise,
taken from Durlach �1963�, and subtracted these from the
masking noise level. Zurek �1990� calculated the release
from masking with the help of an equation from Colburn
�1977b�, using measured interaural level differences and an
analytical expression for interaural phase differences. Vom
Hövel �1984� derived an expression for the increase in
signal-to-noise ratio based on EC theory. He used interaural
parameters from actual transfer functions and incorporated a
coarse estimate of the influence of reverberation.

The model presented in this study processes signal wave
forms. Two uncorrelated internal masking noises accounting
for the individual hearing thresholds of the two ears are
added prior to dividing the binaural input signals into fre-
quency bands and further processing. Independent EC stages
in each band with artificial errors, which simulate human
inaccuracy, calculate residual monaural signals consisting of
speech and noise with the best possible signal-to-noise ratio.
These signals are resynthesized into one broadband signal
and with the aid of the SII a speech reception threshold is
computed. Speech and noise have to be available as separate
signals.

The goal of the present work was to determine the abil-
ity of such a straightforward functional model to predict bin-
aural speech intelligibility under realistic conditions such as
spatial sound source configuration, reverberation, and hear-

ing loss. Model predictions were compared to observed SRTs
for various combinations of noise source azimuths, room
acoustic conditions, and hearing losses. To begin with, the
idea by vom Hövel �1984� was maintained as far as possible,
i.e., the combination of EC and SII and especially the origi-
nal EC parameters. Only the SII-to-intelligibility mapping
function was adjusted to measurement data from normal-
hearing subjects without binaural and room acoustic cues, all
other parameters were taken from literature and not fitted to
speech intelligibility measurement data. Particular attention
was paid to which of the listeners’ individual characteristics
�such as the pure tone audiogram� were necessary as param-
eters to produce accurate predictions. As a compromise be-
tween realistic situations and easy handling, measured mani-
kin head related transfer functions including room impulse
responses have been used.

II. METHODS

A. Model of binaural hearing

The model used in this study applies the EC principle
�similar to the one proposed by Durlach, 1963�, combined
with the SII �ANSI, 1997� in order to predict binaural SRTs
in noise. Additional masking noises were used to simulate
the effects of hearing impairment. The binaural part is shown
schematically in Fig. 1.

In the following, the inputs from the left and right ears
will be referred to as “left ear channel” and “right ear chan-
nel,” respectively. Each ear channel includes both speech and
noise. Different parts of the interfering noise signal �cf. Sec.
II B 2� from the Oldenburg Sentence Test �Wagener et al.,
1999a, b, c� filtered with the respective HRTFs were used as
speech input signals and as noise input signals. These signals
had the same long-term spectrum as the speech material used
in the speech intelligibility measurements �important for the
SII�, speech and noise were uncorrelated �important for the
EC model�, and the variations of the actual sentences in level
and spectrum were avoided. The speech and noise signals
were supplied separately to the model to allow for exact
signal-to-noise ratio �SNR� calculation. There was no differ-
ence between processing the sum of speech and noise or both
signals separately and summing afterwards, since all process-
ing steps were linear. The entire model was implemented
using MATLAB �The MathWorks, 2002�. The SII part was
based on a MATLAB implementation of the one-third octave
band SII procedure by Müsch �2003�.

FIG. 1. Binaural processing using the
modified, multifrequency channel EC
model according to vom Hövel �1984�.
The speech and noise signals are pro-
cessed identically, but separately for
exact SNR calculation. The noise sig-
nal part includes the internal masking
noise. Attenuation is only applied to
one of the channels, depending on
which of them contains more noise en-
ergy compared to the other.
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1. Gammatone filter bank analysis

The input signals were split into 30 frequency bands.
Each band was 1 ERB �Glasberg and Moore, 1990� wide
with center frequencies from 146 to 8346 Hz using a gam-
matone filter bank �Hohmann, 2002�. Frequency components
beyond this range were considered irrelevant for speech in-
telligibility. The gammatone filter transfer functions are
based on the shape and bandwidth of the auditory filters of
the basilar membrane �Patterson, 1976�. The gammatone fil-
ter bank provides complex analytical output signals, which
can be resynthesized after the binaural model processing
with negligible artifacts.

2. Internal masking noise

Individual hearing thresholds were modeled by adding
uncorrelated �between the left and right ear channel� Gauss-
ian noise signals as internal masking noise to the external
masking signals. The spectral shape of the internal masking
noise was determined by the individual pure tone audiogram
for the left and right ear, respectively. In each frequency
band of the gammatone filter bank, the total noise energy
equaled the energy of a sine tone 4 dB above the individual
hearing threshold level at the corresponding band center fre-
quency �Breebaart et al., 2001a; Zwicker and Fastl, 1999�.

3. EC stage

The equalization-cancellation processing takes advan-
tage of the fact that signals from different directions result in
different interaural time and level differences. It aims at
maximizing the SNR in each frequency band. A simple way
to maximize the SNR is to choose the ear channel with the
largest SNR, but in many cases it is possible to utilize the
time and level differences to exceed the SNR obtainable with
a monaural signal.

The binaural processing �shown schematically in Fig. 1�
is carried out in the model as follows: In each frequency
band, the ear channels are attenuated and delayed1 with re-
spect to each other �equalization step�, and then the right
channel is subtracted from the left �cancellation step�. The
gain and delay parameters for the equalization step are cho-
sen such that after cancellation step the SNR is maximal.2

Thus there is no need for explicit decision between the two
possible strategies of either minimizing the noise level or
maximizing the speech level. The actual amplitude equaliza-
tion is always realized by means of attenuating the correct
ear channel, rather than amplifying the other, because in this
way a seamless transition to the monaural case is achieved
with increasing attenuation.

The noise level is minimized by subtracting one ear
channel from the other, because all correlated noise compo-
nents which are aligned after the equalization step can be
eliminated due to destructive interference. Assuming that
only the time and level differences of the noise signals are
completely compensated for, but not the differences of the
speech signals �when noise and speech come from different
directions�, more speech than noise remains in the resulting
signal, which effectively increases the SNR. If the best pos-

sible SNR after binaural processing was still lower than the
largest SNR of the monaural signal pairs, the best monaural
signal pair was used in the SII calculation.

4. Artificial processing errors

Durlach �1963� proposed an artificial variance of the
gain and delay parameters used in the EC process in order to
model human inaccuracy. The model presented here used a
modified way of calculation according to Vom Hövel �1984�.
The underlying assumption is that the EC processing in a
given channel is carried out simultaneously in a number of
parallel, equivalent processing units, which only differ in
their �time invariant� processing errors. The final result is
averaged over the outputs of all processing units �see the
following�.

The gain errors ��L ,�R� and delay errors ��L ,�R� of the
left and right ear channel were Gaussian distributed, �L and
�R on a logarithmic scale �level�, �L and �R on a linear scale
�time�. Their standard deviations, �� and ��, depended on the
actual gain ��� and delay ��� settings in each frequency band
of the EC process defined by

�� = ��0�1 + � ���
�0
�p	, �� = ��0�1 +

���
�0

� �1�

with ��0=1.5 dB,�0=13 dB, p=1.6, and ��0=65 �s ,�0

=1.6 ms. vom Hövel �1984� calculated these parameters
by fitting BMLD predictions to results from measure-
ments with pure tones in noise using a single frequency
band �f0=500 Hz� of his model with the above-mentioned
processing errors. In this way, vom Hövel �1984� was able
to predict BMLD data in S0N� and S�N� situations �Lang-
ford and Jeffress, 1964� with less deviation from the data
than with the original model of Durlach �1963�, which
only limited the delay values to �� � 	 �2f0�−1 in order to
introduce artifical inaccuracy. Particularly in the S0N�

situation, the original model prediction had discontinuities
which did not occur in the data of Langford and Jeffress
�1964� and in the predictions of vom Hövel �1984�. For
the gain errors, BMLD data in SmNa situations �Blodgett et
al., 1962; Egan, 1965� were used, with monaural presen-
tation �m� of the signal and various noise ILDs �a�. These,
too, could be predicted with the model of vom Hövel
�1984� with deviations in the range of about 1 dB, while
the original model of Durlach �1963� predicted BMLD
values which were way to small and did not even fit quali-
tatively to the measured data.

In this study, the artificial errors were taken into account
using a Monte Carlo method by generating 25 sets of Gauss-
ian distributed random numbers for each of the 30 frequency
bands with standard deviations according to Eq. �1� and add-
ing them to the previously found optimal gain and delay
values. All subsequent processing steps were carried out re-
peatedly for each of the 25 sets of errors resulting in a set of
SRTs from which a mean SRT was calculated. Each SRT
prediction is derived from 750 random values �i.e., 30 fre-
quency channels times 25 Monte Carlo drawings�, which
supplies a sufficient statistical basis.
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5. Gammatone filter bank synthesis

The resulting speech and noise signals from each fre-
quency band were resynthesized as described in Hohmann
�2002� into a broadband speech and noise signal after the EC
stage. The resynthesis step consisted of a phase and group
delay adjustment in order to equalize the analysis filters ac-
cording to Hohmann �2002�, followed by a simple addition
of the frequency bands. The broadband monaural signals
were then used in the calculation of the speech intelligibility
index. The signals could also be listened to or could be used
to examine the benefit of the model binaural processing for
human speech intelligibility using SRT measurements.

6. Speech intelligibility index

The SII was calculated from the resulting speech and
noise spectra according to ANSI S3.5-1997 using the one-
third octave band computational procedure �ANSI S3.5-
1997, Table 3� with the band importance function “SPIN”
�ANSI S3.5-1997, Table B.2�. The hearing threshold level
was set to −100 dB HL in the SII procedure, because the
effect of hearing threshold was already taken into account by
the internal masking noise �cf. Sec. II A 2�.

Intelligibility scores for a number of overall speech lev-
els �at constant noise level� were calculated from the corre-
sponding SII values using a mapping function derived from
the mapping function for “sentence intelligibility �I�” from
Fletcher and Galt �1950, Table III, p. 96, and Fig. 7, p. 99�.
An adjustment of the SII-to-intelligibility mapping function
is necessary to account for differences between the articula-
tion of different speech materials. In this study, the adjust-
ment was based on the anechoic S0N0 situation �cf. Sec. II B
3�, since in this situation no binaural �same HRTF for speech
and noise� or room acoustical effects are involved. First, a
suitable analytical function �P�SII�, the intelligibility score in
percent as a function of the SII, Eq. �2�� was chosen, which
described the original mapping function as close as possible,

P�SII� =
m

a + e−b·SII + c, P�0� = 0, P�1� = 1. �2�

For the SRT calculation, only the SII at 50% intelligibility is
important, therefore only the parameter a=0.019 96 was fit-
ted to the anechoic S0N0 measurement data of the normal-
hearing subjects, b was set to 20, which yields a slope �at
the SRT� of the resulting psychometric function �intelligi-
bility against SNR� close to the one measured by Wagener
et al. �1999c� for the Oldenburg Sentence Test in noise
�17.1%/dB�. m=0.8904 and c=−0.019 96 are defined by
the boundary conditions. The parameters for the original
mapping function from Fletcher and Galt �1950� were
a=0.1996, b=15.59, m=0.2394, and c=−0.1996. The SRT
was obtained by a simple search algorithm, which itera-
tively calculated an estimate of the psychometric function
from the previously determined intelligibility scores and
stopped, if the difference between the actual intelligibility
at the estimated SRT and 50% was below a certain thresh-
old �0.1%�.

B. Measurements

1. Subjects

A total number of 10 normal-hearing and 15 hearing-
impaired subjects participated in the measurements. Their
ages ranged from 21 to 43 years �normal-hearing� and from
55 to 78 years �hearing-impaired�.

The hearing levels of the normal-hearing subjects ex-
ceeded 5 dB HL at 4 or less out of 11 audiometric frequen-
cies and 10 dB HL at only one frequency. None of the
thresholds exceeded 20 dB HL.

The hearing-impaired subjects had various forms of
hearing loss, including symmetric and asymmetric, flat,
sloping, and steep high frequency losses. They are listed in
Table I. Their �monaural� pure tone average �at 1, 2, and
4 kHz� ranged from 15 to 92 dB HL. Twelve hearing losses

TABLE I. Hearing threshold at 500 Hz, pure tone average �mean of the hearing threshold in dB HL over 1, 2,
and 4 kHz�, hearing loss type and noise level in dB SPL used for the sentence tests of all hearing-impaired
subjects participating in this study.

Subject
number

Left ear Right ear

Noise
level500 Hz PTA Type 500 Hz PTA Type

1 10.0 15.0 High freq 50.0 31.7 Flat 65
2 5.0 33.3 Steep 5.0 26.7 Steep 50
3 35.0 40.0 Flat 35.0 35.0 Flat 60
4 45.0 58.3 Flat 5.0 18.3 High freq 65
5 15.0 41.7 High freq 20.0 43.3 High freq 60
6 35.0 50.0 Sloping 25.0 41.7 Sloping 60
7 15.0 46.7 Sloping 50.0 58.3 Sloping 65
8 15.0 43.3 High freq 50.0 63.3 Flat 65
9 30.0 63.3 Sloping 30.0 55.0 Sloping 70
10 45.0 56.7 Sloping 45.0 65.0 Sloping 75
11 25.0 31.7 Flat 55.0 91.7 Steep 65
12 35.0 58.3 Steep 60.0 68.3 Flat 65
13 60.0 68.3 Flat 55.0 66.7 Flat 75
14 30.0 48.3 High freq 75.0 88.3 Flat 70
15 55.0 76.7 Sloping 55.0 60.0 Flat 65
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were only sensorineural, three had an additional conductive
component. The subjects were paid for their participation.

2. Sentence test procedure

Speech intelligibility measurements were carried out us-
ing the HörTech Oldenburg Measurement Applications
�OMA�, version 1.2. As speech material, the Oldenburg Sen-
tence Test in noise �Wagener et al., 1999a, b, c� was used.
Except for the convolution with binaural room impulse re-
sponses, the signals complied with the commercial version.
A test list of 20 sentences was selected randomly from 45
such lists to obtain each observed SRT value. Each sentence
consisted of five words with the syntactic structure name
verb numeral adjective object. The subjects’ task was to re-
peat every word they recognized after each sentence as
closely as possible. The subjects responses were analyzed
using word scoring. An instructor marked the correctly re-
peated words on a touch screen display connected to a com-
puter, which adaptively adjusted the speech level after each
sentence to measure the SRT level of 50% intelligibility. The
step size of each level change depended on the number of
correctly repeated words of the previous sentence and on a
“convergence factor” that decreased exponentially after each
reversal of presentation level. The intelligibility function was
represented by the logistic function, which was fitted to the
data using a maximum-likelihood method. The whole proce-
dure has been published by Brand and Kollmeier �2002, A1
procedure�. At least two sentence lists with 20 sentences each
were presented to the subjects prior to each measurement
session for training purposes.

The noise used in the speech tests was generated by
randomly superimposing the speech material of the Olden-
burg Sentence Test. Therefore, the long-term spectrum of this
noise is similar to the mean long-term spectrum of the
speech material. The noise was presented simultaneously
with the sentences. It started 500 ms before and stopped
500 ms after each sentence. The noise level was kept fixed at
65 dB SPL �for the normal-hearing subjects�. The noise lev-
els for the hearing-impaired subjects were adjusted to their
individual most comfortable level. They are listed in Table I.
All measurements were performed in random order. The
measurements with the hearing-impaired listeners were per-
formed in the laboratory of Jürgen Kießling at the University
of Gießen, Germany.

3. Acoustical conditions and calibration

Speech and noise signals were presented via headphones
�Sennheiser HDA200� using HRTFs �head related transfer
functions� in order to simulate different spatial conditions.
The speech signals were always presented from the front
�0° �. The noise signals were presented from the directions

shown in Table II. The terminology used here is S0Nx for a
situation where the speech signal was presented from front
�0�� and the noise signal from an azimuth angle of x degrees.
For example S0N−45 is: speech from front �0° �, noise from
45° to the left.

The speech and noise signals had been filtered with a set
of HRTFs to reproduce both direction and room acoustics.
Three different acoustical environments were used in the
measurements: an anechoic room, an office room �reverbera-
tion time 0.6 s�, and an empty cafeteria �reverberation time
1.3 s�.

The headphones were free-field equalized according to
international standard �ISO/DIS 389-8�, using a FIR filter
with 801 coefficients. The measurement setup was calibrated
to dB SPL using a Brüel & Kjaer �B&K� 4153 artificial ear,
a B&K 4134 1

2 in. microphone, a B&K 2669 preamplifier,
and a B&K 2610 measuring amplifier.

The anechoic HRTFs were taken from a publicly avail-
able database �Algazi et al., 2001� and had been recorded
with a KEMAR manikin. The office room and cafeteria
HRTFs were own recordings with a B&K manikin using
maximum length sequences. The sequences were played
back by Tannoy System 800a loudspeakers and recorded
with a B&K 4128C manikin and a B&K 2669 preamplifier.
HRTF calculations were done using MATLAB on a standard
PC equipped with an RME ADI-8 PRO analog/digital con-
verter.

In the office room, the loudspeakers were placed in a
circle with a radius of 1.45 m around the head center of the
manikin which was seated in the middle of the room. The
centers of the concentric loudspeaker diaphragms were ad-
justed to a height of 1.20 m, the height of a sitting, medium-
height person’s ears. In the cafeteria, a single loudspeaker
was placed at different locations around the manikin seated
in front of a table. A large window front, tilted from floor to
ceiling, was situated at about 3 m distance from the mani-
kin’s head, making this situation rather asymmetric.

III. RESULTS AND DISCUSSION

A. Normal-hearing subjects

1. “Anechoic room” condition

Figure 2, left panel, shows predicted SRTs �open circles
and crosses� and observed SRT data �closed circles� from
eight normal hearing subjects �means and interindividual
standard deviations� in anechoic conditions. The observed
SRT for 0° noise azimuth �−8.0 dB� differed slightly from
the reference value for monaural speech and noise presenta-
tion �−7.1 dB, Wagener et al., 1999c�. The SRT was approxi-
mately 1 dB lower than for noise from the front, if the noise
was presented from 180° �from behind�, but the difference

TABLE II. Azimuth angles used for the presentation of noise signal. Negative values: left side, positive values:
right side, from the subject’s viewpoint.

Location Angles

Anechoic room & office room −140° −100° −45° 0° 45° 80° 125° 180°
Empty cafeteria −135° −90° −45° 0° 45° 90° 135° 180°
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was not significant. Lateral noise azimuths led to substan-
tially lower SRTs. Maximum release from masking �differ-
ence to reference situation S0N0� was reached at a noise azi-
muth of −100° and could be as large as 12 dB.

The predicted SRT including internal processing errors
�open circles� are lower than the observed values for all noise
azimuths except 0°, which was the reference value for the
adjustment of the SII-to-intelligibility mapping function. The
prediction error �i.e., the absolute difference between pre-
dicted SRT and the corresponding observed SRT� has a mean
of 1.9 dB for the individual data and 1.6 dB if both predic-
tions and observed data are averaged across subjects. Al-
though there are differences �
20 dB� between the normal-
hearing subjects in the individual audiograms �which have
been taken into account by the model�, these are not reflected
in the predictions.

The model predictions without internal processing errors
�� and �� �see Eq. �1�� of the EC model �crosses� resulted in
SRTs that were much too low.

2. “Office room” conditions

Figure 2, upper right panel, shows predicted SRTs �open
circles and crosses� and observed SRT data �closed circles�
from eight normal hearing subjects in office conditions. The
observed SRTs for noise from front �0° � as well as from
behind �180° � did not significantly differ from the corre-
sponding values in anechoic conditions �Fig. 2, left panel�,
but the release from masking in this situation was reduced to
about 3 dB for all other noise azimuths �lateral angles�.

The difference between model predictions with �open
circles� and without internal processing errors �crosses� de-
creased compared to anechoic conditions to about 1 dB and

less. In this room condition the prediction errors have a mean
of 0.9 dB �individual data� and 0.5 dB �data averaged across
subjects�.

3. “Cafeteria” conditions

Figure 2, lower right panel, shows the predicted �open
circles� and observed SRTs �closed circles� in reverberant
empty cafeteria conditions. The difference of the observed
SRT data compared to the office room and anechoic condi-
tions at 0° noise azimuth was not significant. But there was a
clear difference between this room and the others at 180°
noise azimuth. The graph also shows a remarkable asymme-
try between negative �left� and positive �right from the sub-
ject’s viewpoint� azimuths. The release from masking at
negative azimuths reached about 9 dB, but for positive azi-
muths the maximal release from masking was only 6 dB.
The SRTs for the left side even fall into the range of the
corresponding values for anechoic conditions. This asymme-
try is probably caused by the asymmetric listening situation
with the window front on the left side and the open cafeteria
on the other side and will be discussed later.

Like in the office conditions, the difference between
model predictions without internal processing errors
�crosses� and predictions with internal processing errors
�open circles� is much smaller for the cafeteria conditions
than for anechoic conditions. The mean prediction error in
the cafeteria is 1.1 dB �individual data� and 0.3 dB �data
averaged across subjects�.

4. Statistical analysis

An analysis of variance �ANOVA� of the observed data
for the normal-hearing subjects showed a significant effect
�at the 1% level� of both parameters �noise azimuth, room
condition� and for interactions of noise azimuth and room
condition. In the predicted data for normal-hearing subjects,
significant effects �at the 1% level� were found for noise
azimuth, room condition and their interaction.

B. Hearing-impaired subjects

In Fig. 3, three examples of individual predictions for
hearing-impaired subjects are shown. All examples show a
difference between observed �closed circles� and predicted
�open circles� SRTs. Possible reasons for this difference will
be discussed later. Subjects 7 and 4 have asymmetric hearing
losses, with the better ear on the left side for subject 7 and on
the right side for subject 4. The influence of these asymme-
tries can be seen, for instance in the anechoic condition. It
leads to a substantial binaural benefit, if the noise source is
close to the worse ear, because then the external SNR is
larger at the better ear due to the head shadow. Therefore,
subject 7 shows a large binaural benefit for noise at the right
side and subject 4 for noise at the left side, which can be
predicted very well by the model. Due to the large difference
of hearing loss between the left and right ear of subject 4, the
external SNR at the right, better ear determines most of the
speech intelligibility. This is a simple task for the model,
which only had to choose the ear with the better internal
SNR �in each frequency band�, which occurs at the right ear

FIG. 2. SRTs for the Oldenburg sentence test with noise from different
directions and speech from front �0° � in three room acoustic conditions.
Data from eight normal hearing subjects. Closed circles: measurement data,
mean, and interindividual standard deviation. Open circles: prediction with
internal processing errors. Crosses: prediction without internal processing
errors. The SRTs for 180° have been copied to −180° in order to point out
the graph’s symmetry. Left panel: anechoic room, upper right panel: office
room, lower right panel: cafeteria.
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in most situations. The predictions for the symmetric hearing
loss of subject 5 overestimate the binaural benefit in
anechoic conditions. In the office situation, the binaural ben-
efit is very small. For subject 7, the binaural benefit can even
be negative at negative azimuths in anechoic and office con-
ditions, which is also found qualitatively in the model pre-
dictions, although the prediction error is quite large for some
angles. A stronger binaural effect than in the office condition
could be found in the cafeteria condition, which is consistent
with the results of the normal-hearing listeners.

Figure 4 shows predicted and observed SRTs for all
hearing-impaired subjects plotted against each other, with
each condition on a separate panel. There are three blocks of
panels, each for one of the room acoustic conditions. In each
panel, the observed SRTs of all subjects for one of the noise
azimuths �indicated in the lower right corner� are plotted
against the respective predicted SRTs. The dotted line in each
panel represents identity.

The individual observed SRTs in each panel vary due to
the different hearing losses and extend from values close to
the ones measured in normal-hearing subjects in the corre-
sponding situation to thresholds of almost +6 dB SNR, even
in situations where a binaural release of masking should be
expected. The maximal increase of SRT due to hearing loss
�related to the corresponding mean SRT of all normal-
hearing subjects� was 22 dB.

Clear correlations �coefficients greater than 0.9 except
for Office/S0N180 and Cafeteria/S0N0 , �0.8� between pre-
dicted and observed SRTs were found. The lower correla-

tions are mainly due to the small variance of observed and
predicted data. In anechoic conditions and situations with
noise from lateral positions, the binaural benefit was often
overestimated by the model, indicated by the wider spread of
dots toward lower predicted SRTs at low observed SRTs in
the two leftmost columns of Fig. 4. This could not be related
to hearing loss and/or noise level. The mean prediction errors
for the rooms are 1.7, 1.9, and 1.9 dB �individual data,
anechoic, office and cafeteria, respectively�.

An ANOVA for the hearing-impaired subjects showed
significant main effects �at the 1% level� for all parameters
�noise azimuth, room condition, subject� as well as for all
interactions of two parameters in both observed and pre-
dicted data.

C. Correlations

The overall correlation coefficient between all predicted
and observed data shown in this study is 0.95. Regarding
individual subjects, the correlation coefficients range from
0.69 to 0.99 with a median of 0.91. There is one subject with
nonsignificant correlation �at the 5% level�. This is due to the
negligible release from masking �
2 dB� caused by the sub-
ject’s large hearing losses at both ears �subject 15 in Table I�
in combination with a noise level close to the subject’s
threshold rather than to an insufficient prediction.

The correlation coefficients for the data pooled across
room conditions are 0.97, 0.94, and 0.94 �anechoic, office,

FIG. 3. Three examples of individual predictions of hearing-impaired subject data. Each row contains the results of one subject. The leftmost column shows
the individual hearing loss of three listeners and the reference noise level used �crosses: left ear, circles: right ear�. The other columns show individual
observed SRTs �closed circles� and model predictions �open circles� for each of the three rooms �indicated by the titles�. The speech signal was always at 0°.
The SRTs for 180° have been copied to −180° in order to point out the graph’s symmetry.
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cafeteria�. If the average individual prediction error is sub-
tracted from the predicted SRTs, all correlations increase to
0.98.

Pooled across noise azimuth, the correlation coefficients
range from 0.90 to 0.97 with a median of 0.95. With the
average individual prediction error subtracted, the median
increases to 0.98 �0.94–0.99�.

IV. GENERAL DISCUSSION

Although the correlations between model predictions
and observed data are high, there are discrepancies between
predicted and observed SRTs. A number of reasons for these
discrepancies have to be considered and lead to several pos-
sibilities to improve the model predictions. Because the goal
was to base the whole model on literature data, namely
BMLD data of sinusoidals in noise and the standardized SII
�ANSI, 1997�, only the SII-to-intelligibility mapping func-
tion has been adjusted and all other discrepancies have not
yet been corrected for in this study. Further work on the
model has to include adjustment of internal parameters and
possibly the use of further individual external parameters.

The predictions of data in the present study showed an
individual average prediction error of −4.1 to +2.5 dB. Al-
though the difference between the mean prediction errors of
normal-hearing and hearing-impaired subjects is small

�0.5 dB�, it is significant �at the 1% level� and the predicted
SRTs for hearing-impaired subjects are too low in most
cases. It is known from literature �Pavlovic, 1984; Plomp,
1978�, that not all of the decrease of monaural speech intel-
ligibility due to hearing loss can be explained only by the
individual hearing threshold. The question is whether the
binaural part of the model needs to be fed with additional
individual data or only the monaural back-end. The latter
would mean that binaural processing itself is not affected by
the hearing loss, but simply has to deal with the incomplete
information coming from the impaired ear. It is still surpris-
ing how much of the binaural speech intelligibility measured
in this study seems to be determined by audibility. This may
be due to the fact that the noise level was adjusted to the
individual most comfortable level and was clearly audible,
but often close to the hearing threshold, which emphasizes
the influence of the threshold.

The predictions for all S0N0 situations with and without
processing errors are almost equal, which means that an ad-
justment of the processing error parameters would not
change the prediction at S0N0. In anechoic conditions, the
prediction error for S0N0 is smaller than at other noise azi-
muths, above all S0N180. 180° and 0° azimuth both result in
ITDs and ILDs around zero, and the differences between the
HRTFs at 0° and 180° may have been small, but still of use

FIG. 4. Predicted and observed SRTs for all hearing-impaired subjects �dots� in this study. The observed SRTs are plotted against the predicted SRT values.
Each panel contains the SRTs of 15 hearing-impaired subjects measured at one of the noise source azimuths which are indicated in the lower right corner.
There are two columns of panels for each room condition, marked by the respective room names. The SRTs of the normal-hearing subjects �crosses� have been
added for comparison.
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for the binaural model. Since the HRTFs used for speech and
noise in the S0N0 situation were exactly the same, not much
of an effect of binaural processing could be expected.

The artificial processing errors assumed by the model
turn out to be crucial for correct predictions. In reverberant
situations there is only a small difference between predic-
tions with and without processing errors. In the anechoic
situation, however, the processing errors have a large influ-
ence. The differences between the mean prediction errors of
the different room conditions �anechoic: 2 dB, office/
cafeteria: about 1 dB� for normal hearing subjects appear to
be related to the different influence of the processing errors.
Moreover, the predictions overestimate the binaural benefit
for all subject groups particularly in situations with a strong
effect of binaural processing, i.e., when large binaural benefit
occurs and for hearing-impaired subjects with symmetric
hearing loss, where the better SNR is not necessarily deter-
mined by the better ear. Changing the processing error pa-
rameters should change the prediction error mainly in the
above-mentioned situations where the prediction error is
large and thus may improve predictions of absolute SRTs as
well as equalize the difference between room conditions. A
preliminary study has shown that variation of ��0 and ��0 by
a common factor between 0.5 and 2 leads to continuous
changes in the predictions of situations with a large influence
of the processing error. Nevertheless, there is no quick solu-
tion, all error parameters have to be considered.

For normal hearing subjects, no strong dependence of
the SRTs on the hearing threshold in both prediction and
measurement data would be expected. Although there is only
a small difference between individual predicted SRTs, the
observed SRTs vary across subjects. The typical standard de-
viation of the Oldenburg sentence test of about 1 dB �Wage-
ner et al., 1999a, b, c� cannot explain all of this variance.
Other factors which cannot be modeled and which are diffi-
cult to control experimentally, such as individual attention
and motivation, are probably responsible. In this light it is
remarkable that the prediction error standard deviations in
the different rooms are almost the same for normal-hearing
and hearing-impaired subjects.

It is surprising that in the room with the largest rever-
beration time �cafeteria hall, T60=1.3 s� the release from
masking is larger than in the office room, which has only half
the reverberation time �0.6 s�. Using another room acoustical
measure related to the energy in the early parts of the room
impulse response, definition or D50, gives a hint why the
SRTs are generally lower in the cafeteria than in the office
room. The D50 is calculated in octave bands and is the ratio
between the energy arriving in the first 50 ms and the energy
of the whole impulse response. The D50 is a common mea-
sure used for characterizing rooms in terms of speech per-
ception �ISO 3382; CEN, 2000�. Bradley and Bistafa �2002�
have shown, that early/late ratios can be a quite good predic-
tor of speech intelligibility in rooms. The D50 values aver-
aged over all eight azimuths do not differ significantly be-
tween office room and cafeteria at 1–8 kHz �all �0.9�, but
they are generally higher for the cafeteria in the low fre-
quency bands �office/cafeteria 125 Hz: 0.70/0.76, 250 Hz:
0.75/0.89, 500 Hz: 0.84/0.88�, which would correctly predict

better intelligibility in the cafeteria. The reduced release
from masking at positive noise azimuths �to the right of the
listener� in relation to negative noise azimuths can be attrib-
uted to the reflection of a large window front to the left of the
listener. It creates a second, virtual noise source, if the actual
noise source is located on the opposite side, which hampers
the binaural processing. As can be seen from the predictions,
the model is capable of taking these effects into account.

A. Comparison with literature data

In Fig. 5, the observed SRT difference compared to the
S0N0 situation for various noise azimuths and normal-hearing
subjects that were obtained in this study are compared to
data from a number of similar experiments in literature
�Bronkhorst, 2000; Bronkhorst and Plomp, 1988; Peissig and
Kollmeier, 1997; Platte and vom Hövel, 1980; Plomp and
Mimpen, 1981�. All studies used a single, speech-shaped
noise source as an interferer. Regardless of the differences in
measurement procedures �speech material, noise level, real-
ization of the binaural configuration�, the data from literature
show a clear trend of release from masking being dependent
on noise azimuth. The maximum benefit is found at azimuths
of about 105° –120° rather than at 90° where it might be
expected. The data from Peissig and Kollmeier �1997� even
shows a dip at 90°, due to interference effects. The data from
this study fit very well into the range of values found in the
literature.

B. Comparison to other models

The model presented here extends the model proposed
by vom Hövel �1984�. The basic principle, multifrequency
band equalization, and cancellation, followed by a monaural

FIG. 5. Release from masking for various noise azimuths with a single noise
source and speech presented from the front �0° � relative to the SRT in the
S0N0 situation. Observed release from masking for eight normal-hearing
listeners measured in this study shown with dashed lines �left and right side
of the listener� and interindividual standard deviation. The other data points
are taken from Platte and vom Hövel �1980, open circles and triangles�,
Plomp and Mimpen �1981, closed circles�, Bronkhorst and Plomp �1988,
closed triangles�, Peissig and Kollmeier �1997, diamonds� according to
Bronkhorst �2000�.
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speech intelligibility model, is the same. Extending the
model in order to predict data of hearing-impaired subjects
was possible by adding a masking noise. It yielded encour-
aging results without changes in the basic principle, but still
needs improvement. The handling of early reflections was
left to the EC process instead of explicit division of the room
impulse response into useful and detrimental sections like in
the model by vom Hövel �1984�. Although the effect of room
acoustics on the noise signal seems to dominate the binaural
perception in the approach of the current study with a rather
close speech source and a limited amount of reverberation,
care must be taken if the disturbance of the speech signal
itself due to reverberation becomes as strong as the effect of
the external noise. Solutions to this shortcoming are dis-
cussed in the following. The present model’s advantage over
models like the ones according to vom Hövel �1984� or
Zurek �1990� is that it is, in principle, not limited to known
HRTFs or spatial configurations, but is still relatively simple.

In the binaural part, the present model is very similar to
psychoacoustic models like the ones from Zerbs �2000� or
Breebaart et al. �2001a�, because they are all based on the
EC principle. This similarity, and the independence of front-
end �EC process� and back-end �SII� in the current model,
facilitates the transfer of developments and knowledge be-
tween psychoacoustical models and the speech model pre-
sented in this study. For example, the present model does not
incorporate any peripheral preprocessing like a hair cell
model or compression. These could replace the somewhat
arbitrary binaural processing errors, because half-wave recti-
fication and low-pass filtering smear the high frequency sig-
nal components in a manner similar to the delay processing
errors in high-frequency bands. Compression also introduces
decorrelation between the ears especially if large ILDs are
involved �Breebaart et al., 2001b� and thus acts in a similar
manner to the amplitude processing errors.

The present model goes beyond the model by Culling
and Summerfield �1995� by actually using the output from
the binaural processing to predict speech intelligibility quan-
titatively. Culling and Summerfield �1995� were able to de-
cide from their recovered spectra �activity in each frequency
band after applying the best delay for each band indepen-
dently�, if certain vowel features were present or not. These
recovered spectra were an expression of the effects of binau-
ral hearing, but to predict actual speech intelligibility, the
frequency dependent weighting of the SII �or similar models�
is necessary. For the predictions in the present study, other
parameters of binaural coincidence detectors like the shape
of temporal integration windows, as Culling and Colburn
�2000� mentioned, were obviously not crucial or implicitly
included in the internal noise parameters by vom Hövel
�1984�.

In the same way as Culling and Summerfield �1995�, the
EC processing in the present model implies little or no inter-
action between the frequency bands. This is in accordance
with the findings by Akeroyd �2004�, who has found that
binaural detection experiments with complex tones in noise
in different binaural configurations yield thresholds which
are more consistent with free ITD equalization across differ-
ent frequency bands than with ITD equalization using the

same delay for all frequency bands. Edmonds and Culling
�2005� also found that speech intelligibility measurements
with opposed ITD of speech and noise �±500 �s� yield the
same thresholds when the ITDs are fixed over the whole
frequency range and when the ITDs of speech and noise are
swapped at frequencies exceeding a certain splitting fre-
quency between 750 and 3000 Hz. While this study focused
on the binaural processing of different simultaneous spatial
cues, another matter is the time needed to switch between
binaural processing strategies or to select one of several pos-
sibilities �cf. Kohlrausch, 1990�. However, it should still be
investigated whether the EC parameters are completely inde-
pendent across frequency bands or if there is a remaining
interaction, even when it is weak. Measurements with artifi-
cial interfering noise that require gain and/or delay param-
eters in the EC processing which differ widely between
neighboring frequency bands would help in determining the
importance of band interaction at the EC stage of the model.

C. Possible extensions

Overall, the results show that the model is capable of
predicting the influence of room acoustics on speech intelli-
gibility. Strictly speaking, this only holds for the influence of
room acoustics on the noise �for instance, the emergence of
additional “mirror” noise sources caused by early reflec-
tions�. Since the model assumes the whole speech energy as
being useful, it only holds for near field speech, because the
disturbance of the speech itself caused by reverberation is
not taken into account. It might be possible to solve this
shortcoming using the speech transmission index �STI, IEC,
1998�, which could be used either instead of the SII or as a
kind of correction factor. Since the STI considers the modu-
lation transfer function, it is very successful in predicting the
influence of room acoustics on speech intelligibility.

In the light of a possible application of the model as a
signal processing device, it would be desirable to remove the
constraint of separated speech and noise signals. The need
for separate speech and noise signals originates only from
the way the SNR is calculated in the EC step. Any other way
of calculating a sufficiently accurate SNR from the combined
speech and noise signals can be principally incorporated into
the model and would remove the constraint.

A further step toward a more comprehensive model that
takes attention mediated processes into account is probably
much more difficult. The fact that the model needs speech
and noise in separate recordings implies that the listener is
able to distinguish perfectly between speech and noise.
Therefore, the experimental setup of this study, using non-
modulated speech-shaped noise, certainly supported the ac-
cordance between predictions and observations. Maskers that
involve informational masking, like competing voices, are
clearly much more challenging for models of speech intelli-
gibility.

Nevertheless, even in its present form, the model shows
a strong relationship between tone audiogram and binaural
speech intelligibility, which might help audiologists to clas-
sify clinical results. A recent study �Brand and Beutelmann,
2005� applied the model to a clinical database of 238
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hearing-impaired subjects. This large number of different
hearing impairments will certainly help in the further devel-
opment of the model,

V. CONCLUSIONS

�1� A relatively straightforward functional model of binaural
speech intelligibility consisting of a gammatone filter
bank �Hohmann, 2002�, an independent equalization-
cancellation process �Durlach, 1963� in each frequency
band, a gammtone resynthesis and the speech intelligi-
bility index �SII, ANSI S3.5-1997� yielded high correla-
tions between predictions and measurements of binaural
SRT data for spatial arrangement of noise and speech
sources �within the horizontal plane� in anechoic as well
as reverberant room environments. In order to simulate
the limited human accuracy, pure tone in noise BMLD
data has been used to determine the maximum precision
of the EC-process �vom Hövel, 1984�. Only the SII-to-
intelligibility mapping function has been adjusted and no
other parameters have been fitted to speech intelligibility
data, but because it was not possible to predict all abso-
lute SRTs accurately, an adjustment of model parameters
to match predictions and measurement data should be
considered.

�2� Without changes, the model yields similar correlations
between predicted and observed SRTs for both normal-
hearing and hearing-impaired subjects and the same or-
der of magnitude in prediction accuracy of relative bin-
aural effects. Regarding absolute SRTs, there is a
difference between normal-hearing and hearing-impaired
subjects, which probably originates from suprathreshold
effects of the hearing impairment, which are not treated
by the model.

�3� Early reflections that lead to “mirror” noise sources dis-
rupt binaural unmasking more strongly than long rever-
beration tails of the room impulse response. This was
consistent with the model predictions.

�4� The human processing errors assumed in the EC stage
were highly relevant in the anechoic condition. In the
conditions with reverberation the predictions were
hardly influenced by the processing errors.
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Perceptual recalibration in human sound localization: Learning
to remediate front-back reversals
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The efficacy of a sound localization training procedure that provided listeners with auditory, visual,
and proprioceptive/vestibular feedback as to the correct sound-source position was evaluated using
a virtual auditory display that used nonindividualized head-related transfer functions �HRTFs�.
Under these degraded stimulus conditions, in which the monaural spectral cues to sound-source
direction were inappropriate, localization accuracy was initially poor with frequent front-back
reversals �source localized to the incorrect front-back hemifield� for five of six listeners. Short
periods of training �two 30-min sessions� were found to significantly reduce the rate of front-back
reversal responses for four of five listeners that showed high initial reversal rates. Reversal rates
remained unchanged for all listeners in a control group that did not participate in the training
procedure. Because analyses of the HRTFs used in the display demonstrated a simple and robust
front-back cue related to energy in the 3–7-kHz bandwidth, it is suggested that the reductions
observed in reversal rates following the training procedure resulted from improved processing of
this front-back cue, which is perhaps a form of rapid perceptual recalibration. Reversal rate
reductions were found to generalize to untrained source locations, and persisted at least 4 months
following the training procedure. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2208429�

PACS number�s�: 43.66.Qp, 43.66.Pn, 43.66.Lj �AK� Pages: 343–359

I. INTRODUCTION

Unlike vision and touch, where the perceptual represen-
tations of space result from topographically oriented sensory
receptors, auditory space must be computed from the one-
dimensional acoustic waveforms reaching a listener’s ears.
These waveforms contain various sources of acoustic infor-
mation, or cues, which are processed by auditory neural
pathways in order to produce a perceptual representation of
the sound source’s spatial location. Because these cues can
be affected by a variety of factors, ranging from acoustical
aspects of the listening environment to developmental
changes in head size and ear morphology, the perceptual pro-
cessing subserving sound localization must adapt to these
cue changes in order to maintain accuracy. Although it seems
likely that other sensory systems play a significant role in
this process of adaptation and calibration for directional
sound localization, questions regarding the precise nature,
extent, and time course of the adaptation remain.

Various examples of spatial adaptation to changes or
degradations to one or more of the acoustic cues to direction
have been reported in the literature. Unilaterally deafened
humans and animals are often able to retain or regain rela-
tively accurate directional sound localization abilities with-
out the benefit of binaural directional cues �Florentine, 1976;
Hausler et al., 1983; King, 1999; Knudsen, 1999; Slattery
and Middlebrooks, 1994; Van Wanrooij and Van Opstal,

2004�. Informal observation suggests that humans do not suf-
fer any degradation in directional localization abilities
throughout the course of normal development, even though
the interaural time difference �ITD� cue is known to change
dramatically with the developmental changes in head size
�Clifton et al., 1988�. Adaptation to the acoustical properties
of the listening environment also appears to take place. Re-
peated exposure to a source with a single echo results in
suppression of the spatial attributes of the echo, and releases
from this suppression occur when the acoustic environment
is changed �Clifton, 1987; Clifton et al., 2002�. Listeners can
also adapt to other alterations to the binaural directional cues
resulting from experimental manipulations including lateral
position displacement �Held, 1955; Young, 1928� and lateral
position distortion �Shinn-Cunningham et al., 1998a, 1998b�.

Relatively little is known about spatial adaptation to al-
tered spectral cues to direction—monaural cues that result
from the complex diffraction and reflection patterns of sound
about the listener’s head and external ear �pinna�. Spectral
cues are thought to be important for determining the eleva-
tion of the sound source, especially on the median plane
where the binaural cues provide little directional information
�Gardner and Gardner, 1973; Hebrank and Wright, 1974a,
1974b�, and for determining whether a source is in front or
behind the listener �Kistler and Wightman, 1992; Langendijk
and Bronkhorst, 2002; Middlebrooks, 1992; Oldfield and
Parker, 1984; Wightman and Kistler, 1997�. The effective-
ness of spectral cues, however, depends critically on a priori
information regarding the transmitted signal spectrum.a�Electronic mail: pavel.zahorik@louisville.edu
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Important work by Hofman et al. �1998� has shown that
listeners can effectively adapt or recalibrate to degraded
spectral cues to sound-source direction over a period of
weeks. In this study, the pinnae of four listeners were fit with
thin plastic molds that introduced consistent changes to the
spectral cues available to these listeners. Initial localization
testing using a matrix of frontal sources located within the
ocular-motor range �±30° azimuth and elevation� confirmed
that this manipulation profoundly degraded accuracy, al-
though mostly in the vertical dimension where spectral cues
are most salient for directional localization. The listeners
were then allowed to continue with normal and uncontrolled
interaction with the environment over a period of weeks,
returning to the laboratory for periodic localization testing to
monitor the extent of adaptation. By the end of this period,
each listener’s localization accuracy had nearly returned to
the level observed prior to inserting the mold. This suggests
that the spatial maps in the brain that relate spectral cue
patterns to physical locations in the environment had been
successfully remapped. Surprisingly, no adaptation afteref-
fects were observed in a final localization test conducted af-
ter removing molds. Localization performance returned im-
mediately to baseline levels of accuracy. The authors
interpret this interesting finding as evidence of two indepen-
dent spatial maps: one for normal spectral cues, and one for
the modified cues. It is suggested that this “multiple-map”
architecture is perhaps similar to that for language processing
in multilingual individuals. Corroborating anatomical evi-
dence for this multiple map hypothesis has been observed in
the midbrain localization pathway of the barn owl �Knudsen
et al., 2000; Linkenhoker et al., 2005�.

Although the factors contributing to the spatial remap-
ping in Hofman’s study were not explicitly examined, it
seems very likely that spatial information from other sensory
modalities played an important role. Results from a variety
of previous studies support this view. Adaptation to acute
perturbations of visual space has been shown to produce
compensatory shifts in auditory space in both animals �King
et al., 1988; Knudsen and Brainard, 1991� and in humans
�Zwiers et al., 2003�. The particular importance of visual
input for the processing of spectral cues has been demon-
strated by reports of severe impairment to localization accu-
racy in the vertical but not the horizontal dimension for con-
genitally blind listeners �Zwiers et al., 2001�. Proprioceptive
inputs have also been shown to affect auditory spatial cali-
bration in blind listeners �Lewald, 2002a�. Preliminary re-
sults for blindfolded listeners with normal vision also sug-
gest that proprioceptive information can effectively facilitate
recalibration to altered spectral cues �Blum et al., 2004�.
Controlled multimodal feedback may also decrease the time
required for recalibration of auditory space. Related studies
in which exposure to small amounts of disparity between
visual and auditory objects results in a shift of auditory space
�“ventriloquism” effects� demonstrate that controlled audi-
tory recalibration can take place within minutes �Lewald,
2002b; Recanzone, 1998�.

An additional and important question relates to spectral
cue adaptation effects in determining the location of a sound
source along a front-back dimension, which was not exam-

ined in Hofman’s study. Degraded spectral cue information is
known to contribute to a particular type of mislocalization in
which listeners incorrectly identify whether the source is lo-
cated in front or behind �Kistler and Winghtman, 1992;
Middlebrooks, 1992; Wenzel et al., 1993�. Although gener-
ally infrequent, these front-back reversals represent dramatic
failures of the processes underlying directional sound local-
ization. They are thought to stem from the inherent ambigu-
ity of the binaural cues to sound direction, since certain front
and rear hemifield locations produce identical binaural cue
values. In these cases, the auditory system must rely on in-
formation contained in spectral cues �Burger, 1958�, and/or
information contained in the changes to binaural cues with
listener �Perrett and Noble, 1997a, 1997b; Wallach, 1940� or
source movement �Wightman and Kistler, 1999�. These latter
dynamic cues for resolving front-back ambiguity are only
effective for long-duration sounds �greater than approxi-
mately 250 ms�, however, given the latencies inherent in ini-
tiating listener movement �Woodworth and Schlosberg,
1954�. For short-duration sounds, spectral cues must be used
to resolve front-back ambiguity. These spectral cues are
thought to involve relatively simple analyses of the sound
level in particular frequency regions, since increased levels
in the approximate bandwidth between 3 and 7 kHz have
been observed at the ear for front relative to rear hemifield
sources �Blauert, 1997; Wightman and Kistler, 1997�. In con-
trast, the spectral cues to source elevation appear to be con-
siderably more complex, likely involving more detailed
spectral shape analysis over a broader frequency bandwidth
�Bloom, 1977; Macpherson and Middlebrooks, 2003;
Zakarauskas and Cynader, 1993�. Spectral cues to elevation
must also provide continuous information, rather than the
more simple binary information regarding front or rear hemi-
field target location.

The current study seeks to determine if controlled mul-
timodal feedback as to the correct sound-source location can
facilitate rapid improvements in sound localization accuracy
when spectral cues are inappropriate, presumably through a
process of perceptual recalibration. Accuracy improvements
in the front-back dimension are of particular interest because
the spectral cues to location in this dimension appear to be
less acoustically complex than those to elevation, and may
require less time for recalibration. We examined the efficacy
of a sound localization training procedure that provides lis-
teners with auditory, visual, and proprioceptive/vestibular
feedback as to the correct sound-source position. The goal
here was simply to provide listeners with multimodal feed-
back similar to what might be experienced in many real-
world situations when orienting to a sound source—not to
determine the relative importance of feedback from any par-
ticular modality. Spectral cues were modified through the use
of a virtual auditory display that used nonindividualized
head-related transfer functions �HRTFs�, however, instead of
the pinna-mold manipulation used by Hofman. Previous re-
sults have demonstrated that virtual displays of this type pro-
duce distorted spectral cues to sound direction that result in
degraded sound localization performance, particularly in the
elevation and front-back dimensions �Middlebrooks, 1999b;
Wenzel et al., 1993�. Sound localization performance using
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this virtual display was evaluated before, during, and after a
laboratory-controlled active, multimodal feedback training
regimen for a wide range of sound sources fully surrounding
the listener using a virtual environment system. Results are
compared to a control group of listeners that did not receive
feedback training. Follow-up testing evaluated the persis-
tence of localization accuracy improvements resulting from
the training procedure. Practical implications of the training
procedure are also discussed.

II. METHODS

A. Participants

Twelve listeners �all male, age range: 21–41 years� vol-
untarily participated in the experiment. Three were authors
of this article and the remainder were recruited from Rock-
well Scientific. All had normal hearing, as verified by a stan-
dard audiometric screening procedure, normal or corrected-
to-normal vision acuity, and no past histories of any other
visual or auditory deficits. All listeners were naive with re-
spect to the sets of spatial positions selected for the experi-
ment.

B. Apparatus

An Intel-based personal computer �PC� 3D sound card
�Turtle Beach Montego II A3D, with Aureal Vortex2 chipset�
and high-quality stereo headphones �Sennheiser HD265�
were used to present the spatialized auditory stimulus to the
listener. According to the manufacturer’s specifications, this
particular sound card used HRTF-based processing to imple-
ment 3D sound spatialization in an anechoic environment
�room-environment simulation was also available, but was
not used in this experiment�. This processing used a gener-
alized set of HRTF measurements from a single individual
who was not one of the test subjects in this experiment.
Although the sound card, which is currently discontinued,
was a low-cost ��$100� card that was marketed primarily to
computer gaming users, its audio specifications were of high
quality. Because this sound card and its associated software
did not allow provisions for directly analyzing or modifying
the HRTF data used for spatialization, standard system iden-
tification techniques were used to estimate the HRTFs imple-
mented on the card for a variety of source locations. These
verification techniques and results are described below.

Visual stimuli used in the response and feedback meth-
ods of the experiment were presented using a PC-based 3D
computer graphics system �SGI 230� coupled to a head-
mounted display �Sony Glasstron PLM-A35� with a field-of-
view of approximately 30° �23° �horizontal�vertical�. The
orientation of the listener’s head was tracked using an ultra-
sonic 6-degree-of-freedom �DOF� position/orientation sensor
�Logitech, Inc.�. This device was accurate to 0.1° in orienta-
tion angle. The spatial locations of both visual and auditory
stimuli were capable of being updated in real time �update
rate of at least 30 Hz� as changes in the listener’s head ori-
entation were continuously monitored. This allowed for
simulation of both auditory and visual sources that appear to
remain stationary by compensating for head movements of

the listener. Listeners used a standard PC mouse button press
to both initiate and terminate the pointing response.

Display integration was handled by a client-server archi-
tecture using 2 Intel-based PCs communicating via TCP/IP.
The 3D audio and head tracker handling was implemented
on the server PC, while a client PC handled both 3D graphics
and button press data. This distributed architecture avoids
resource competition between 3D graphics rendering pro-
cesses and those required for 3D sound processing.

C. Stimuli

The auditory stimulus for all portions of the experiment
was a sample of Gaussian noise �100 ms, 0.2–20 kHz,
10-ms cos2 onset/offset ramps, approximately 60 dB SPL�,
presented from one of a variety of spatial positions using
virtual sound-source techniques as implemented on the 3D
sound card used in the experiment. The spatial positions
were uniformly distributed around an imaginary partial
sphere, with origin at the center of the listener’s head. This
partial sphere included a full 360° of azimuth, and ±40° of
elevation relative to ear level and had a radius of 1.5 m.

Three types of visual stimuli were used. All were pre-
sented via the head-mounted display �HMD� on a uniform
black background. The first stimulus was a head orientation
“crosshair” that was presented to the listener at all times. It
marked the vector that pointed straight ahead from the center
of the listener’s head, and as a result was not updated with
changes in head orientation. The second visual stimulus was
one that, in certain conditions, provided the listener feedback
as to the correct sound-source location. This indicator stimu-
lus was a small point of light �subtending approximately
0.5°� with high contrast, also presented via the HMD. When
presented, the indicator stimulus was always paired with the
auditory stimulus at the same spatial location. During this
pairing, the auditory stimulus was repeated at a rate of 1 Hz.
The spatial locations of both auditory and visual feedback
stimuli were updated in order to compensate for changes in
head orientation of the listener. The third visual stimulus
indicated a reference location directly in front of the partici-
pant �0° azimuth and 0° elevation�. This reference stimulus
was also a small high-contrast point of light �subtending ap-
proximately 0.5°� presented via the HMD and updated to
reflect changes in head orientation. Unlike the feedback
stimulus, however, the reference point remained illuminated
at all times. The feedback and reference stimuli were ren-
dered in different colors �green and blue, respectively�. Ad-
ditional spatial reference information may also have resulted
from the compact size of the HMD apparatus that allowed
the listener a partial �peripheral� view of the room environ-
ment, which remained illuminated at all times.

D. Head-related transfer function measurements

Because the specifics of the HRTF set utilized by the 3D
sound card were not provided by the manufacturer, it was
important to verify the characteristics of this particular HRTF
set. To accomplish this, standard system identification tech-
niques using maximum-length sequence �MLS� signals �Rife
and Vanderkooy, 1989� were used to recover the HRTFs
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implemented within the sound card’s Aureal Vortex2 chipset
for a number of simulated source locations. One set of source
locations varied azimuth angle from 0° �directly in front of
the listener� to 180° �behind the listener� in 10° steps, all at a
fixed 0° elevation angle �ear level�. Another set of locations
varied elevation from −40° to 40° in 10° steps, with a con-
stant azimuth angle of 0°. Aureal’s A3D 2.0 player was used
to play an MLS signal �213−1 points� at the specified spatial
locations. Left and right channel analog �line-out� responses
to this signal were acquired �16 bit, 44.1 kHz� using a sec-
ond high-quality sound card �Digital Audio Labs CardDe-
luxe� installed in the same PC �no signal averaging used�.
Measurement processing to recover the transfer functions
from the raw responses was implemented using MATLAB

�The Mathworks, Inc.� software. Because the sound card ap-
paratus was operated in a mode designed for headphone pre-
sentation of virtual sound sources, we assumed that the card
implemented some form of compensation for the acoustical
effects of the headphones when coupled to the head of the
listener. As a result, all HRTF measurements from the sound
card apparatus likely included this location-independent
headphone compensation.

In order to more fully evaluate the HRTFs measured
from the sound card apparatus, HRTF measurements were
also made from a single representative listener �SLO� who
participated in the subsequent sound localization experi-
ments. These HRTF measurements, which served as a basis
for comparison with the sound card’s HRTFs, were con-
ducted in the laboratory of Wightman and Kistler using min-
iature electret microphones �Sennheiser KE4-211-2� in a
blocked-meatus configuration. Details of this measurement
procedure have been described elsewhere �Wightman and
Kistler, 2005�. Source locations were identical to those relat-
ing to the sound card HRTF dataset. To further facilitate
comparison with the sound card HRTF dataset that likely
included compensation for headphone effects, we applied a
headphone compensation filter to the SLO HRTF data set
that was derived from acoustical measurement of an “open”
headphone �Beyerdynamic DT-990 Pro� when coupled to
SLO’s head using the same microphones and measurement
technique as for the HRTF measurements. The details of this
headphone measurement procedure have also been previ-
ously described �Wightman and Kistler, 2005�. Additional
compensation was applied to each HRTF measurement in
order to remove the response of the loudspeakers �Cam-
bridge SoundWorks, Center/Surround IV� used for presenta-
tion of the measurement stimulus.

E. Design and procedure

To assess the effects of the feedback training procedure
on sound localization performance, a three-phase experimen-
tal design with two groups of listeners was used, as depicted
graphically in Fig. 1. Listeners were randomly assigned to

either the training group or the control group. After a period
of initial familiarization with the experimental response pro-
cedure, listeners completed the experimental phases in the
order shown in Fig. 1: pretraining/control, training/control,
post-training/control. For the pre- and post-training/control
phases of the experiment, localization performance was
evaluated in the absence of correct location feedback. During
the training phase of the experiment, a feedback training pro-
cedure was administered to the training group. The control
group received no feedback training during the sound local-
ization task in this phase. For some listeners, the pretraining/
control and the first portion of the training/control phase
�“train 1”or “control 1”� were completed on the same day.
The second portion of the training/control phase �“train 2” or
“control 2”� was always completed on a separate day from
the first portion. For all listeners, a post-training/control
phase was conducted 4 days after completing the training/
control phase of the experiment. In order to evaluate any
lasting effects of the training procedure, the listeners in the
training group also completed a second post-training phase
of the experiment approximately 120 days after training that
was identical to the first post-training phase. All phases of
the experiment were conducted in the same quiet room with
the listener seated in a swiveling chair.

A graphical representation of the open-loop localization
procedure for all phases of the experiment in which feedback
training was not provided is shown in panels 1–3 of Fig. 2.
At the start of a given trial �panel 1� the listener oriented to a
reference location straight ahead. This reference location was
indicated in the HMD by a small point of light. The crosshair
was visible to the listener via the HMD and was used to
guide the listener to this reference location. Head position in
this reference location was verified by the 6-DOF position/
orientation sensor. This head position/orientation information
was used to update the rendering of the straight-ahead indi-
cator in the HMD, which remained illuminated during the
entire procedure. Because the crosshair rendering was not
updated with changes in head position/orientation, the
crosshair appeared to remain coupled to the head during
movement, whereas the straight-ahead indicator appeared to
remain stationary during head movement. Once the listener
was correctly positioned at this reference orientation, the au-
ditory stimulus was presented at a given spatial location
�panel 2�. After the presentation of the auditory stimulus, the
listener was instructed to point the crosshair in the direction
of the perceived sound-source location �panel 3�. Depending
on the location of the source, the pointing response may have
been accomplished via head rotation only, or a combination
of head and body rotation. Once the listener placed the
crosshair in a position that he/she felt most properly matched
the perceived sound-source location, the listener pressed a
button to signify the end of the response. During the re-
sponse phase of the trial, the listener’s head orientation was

FIG. 1. Phases in the experimental de-
sign for both training and control
groups of participants.
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sampled by the 6-DOF sensor. This allowed for an accurate
reading of the final crosshair position �azimuth and elevation
angles in a two-pole coordinate system�. Listeners were in-
structed to take as much time as needed to register what they
felt to be a good representation of perceived source location.
It should be noted that this orienting response procedure is
fundamentally similar to other orienting response procedures
�e.g., “head pointing”� that have frequently been used in the
study of human directional sound localization abilities
�Bronkhorst, 1995; Makous and Middlebrooks, 1990;
Middlebrooks, 1992, 1999b�.

The procedure for feedback-training �closed-loop� por-
tions of the experiment was identical to that used in the other
phases, except that after each localization response was reg-
istered, feedback as to the correct source location was pro-
vided to the listeners via a paired auditory/visual stimulus.
This procedure is shown graphically in panels 1–5 of Fig. 2,
in which the initial portions of a trial were identical to those
of the control group localization response �panels 1–3�. After
the listener had input his/her apparent position response
�panel 3�, the feedback portion of the trial began. A visual
indicator of the correct source position paired with a repeat-
ing spatialized auditory stimulus �the same stimulus as in
panel 2, only repeating� was then displayed to the subject via
the HMD �panel 4�. To verify that the listener was able to
find this indicator, the listener was asked to aim the virtual
crosshair �via head rotation and/or pitch� at the location of
the correct position indicator �panel 5�. When the listener
was confident that he had pointed to the indicator as accu-
rately as possible, a button was pressed, at which point the
crosshair position was inferred from the measured head ori-
entation, just as after the source position judgment �panel 3�.
On average, listeners were able to perform this feedback
verification operation to within 0.6° of accuracy. Hence, this
feedback procedure forced the listener to actively orient to
the correct sound-source position, providing the listener with
a combination of proprioceptive and vestibular as well as
auditory and visual feedback information.

For the pre- and post-training/control phases of the ex-
periment, 144 spatial positions were tested. The positions
were selected such that they were distributed in an approxi-
mately uniform fashion throughout the full 360° of azimuth

angle surrounding the listener, and over ±40° of elevation
angle. Each of the 144 spatial positions was presented once
in a randomized order. The post-training/control phase of the
experiment was identical to the pretraining/control phase, ex-
cept that a different sample of 144 spatial positions was used
that also satisfied the same spatial distribution criteria. Both
pre- and post-training/control phases of the experiment were
administered within a single block of trials, and took ap-
proximately 45 min to complete. The pre- and post-training/
control phases were identical for the two groups of listeners.

For the training phase of the experiment, 48 spatial po-
sitions were presented. These positions were also distributed
in an approximately uniform fashion throughout the spatial
region of interest �360° of azimuth angle and ±40° of eleva-
tion angle� and had minimal overlap with the sets of posi-
tions used for the pretraining/control and post-training/
control phases. Within a block of trials, 24 spatial positions
were presented 3 times each, which yielded a total of 72
trials per block, presented in a randomized order. Two blocks
of trials were presented on separate days, each with a differ-
ent sample of 24 spatial positions, yielding a total of 48
spatial positions, and 144 trials in the training/control phase
of the experiment. Each block of 72 trials took approxi-
mately 30 min to complete. Listeners in the control group
received identical stimulus sets, but were not provided with
correct location feedback training in this phase.

During a debriefing session following the experiment,
none of the listeners in the training group reported being
consciously aware of using any type of error compensation
strategy during the response when specifically asked, and
none reported any negative sound localization effects persist-
ing after experience with the auditory display. All listeners
reported that the virtual sound sources appeared to be exter-
nal to the head.

III. RESULTS

A. Head-related transfer function analyses

Two sets of HRTF measurements were analyzed in
terms of various acoustical properties thought to serve as
important parameters in human sound localization. One set
of HRTFs was measured from the 3D sound card apparatus

FIG. 2. Experimental procedure for a
single trial. During the pre, control 1,
control 2, post 1, and post 2 phases of
the experiment, only “test” portion of
the procedure �steps 1–3� was imple-
mented. During the training phases
�train 1 and train 2�, all steps of the
procedure were implemented: test
+feedback.
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used in all psychophysical sound localization experiments in
the current study. A second set of HRTFs was measured, for
comparison purposes, from a single representative listener
�SLO� who participated in the subsequent sound localization
experiments. The acoustical parameters, or cues, that were
analyzed in both sets of HRTFs included interaural time dif-
ferences �ITDs� cues, interaural level differences �ILDs�
cues, and monaural spectral cues.

Figure 3 displays ITD as a function of azimuth angle
computed via cross-correlation of the left and right head-
related impulse responses. The data for the 3D sound card
apparatus have been fit �least-squares criterion� with a model
that approximates ITD for a spherical head with diameter of
22.7 cm. A relatively good fit may be observed. ITD values
from the SLO HRTF data set are also displayed. Although
the general pattern of ITD as a function of source azimuth
angle is similar in the SLO dataset, differences may be ob-
served at nearly every azimuth angle. The maximum ITD
value also appears to be shifted to slightly greater azimuth
angles. Although other listeners participating in the localiza-
tion experiments in this current study also likely experienced
related mismatches in the ITD cue displayed by the 3D
sound card apparatus and their own natural ITD functions,
we expect that this mismatch will in general have less impact
on apparent source direction than mismatches in the spectral
cues. Results from previous studies support this view
�Middlebrooks, 1999b; Wenzel et al., 1993�.

ILD and monaural spectral cues may be observed in
Figs. 4 and 5, which display contours of constant level in the
left and right ear HRTFs as functions of both frequency and
source direction for the 3D sound card apparatus �Fig. 4� and
SLO �Fig. 5� HRTF datasets, respectively. The top panels of
Figs. 4 and 5 display source azimuth angles ranging from 0°
to 180° with source elevation fixed at 0° �horizontal plane�.

The bottom panels of Figs. 4 and 5 display source elevation
angles from −40° to 40° with source azimuth fixed at 0°
�median plane�. Patterns of monaural spectral cues, which
are thought to be important for both determining source el-
evation as well as whether the source is in front or behind the
listener, are directly apparent from Figs. 4 and 5. General
patterns of interaural level differences �ILDs� may be in-
ferred from Figs. 4 and 5 by comparing the levels between
the two ears. The largest ILDs occur at higher frequencies
when the source is opposite one ear �i.e., 90° azimuth�, and
relatively little level difference occurs at low frequencies—
both well-known effects �Strutt, 1907�. In general, the ob-
served values of these primary sound localization cues in
both HRTF datasets are consistent with those reported in a
variety of other studies �Mehrgardt and Mellert, 1977;
Middlebrooks, 1999a; Shaw, 1974; Wightman and Kistler,
1989�.

As is to be expected from HRTF data sets originating
from different listeners �Shaw, 1966�, substantial differences
in the patterns of spectral variation were observed between
the two datasets. These differences are readily apparent
through visual comparison of the data displayed in Figs. 4
and 5, respectively. The shapes and locations of various
prominent spectral features �e.g., spectral peaks and notches�
are quite different in the two datasets. This difference is par-
ticularly apparent in the elevation dimension, where spectral
variation in the SLO HRTF dataset appears to be much more
complex �i.e., more prominent peaks and notches� than the
spectral variation present in the sound card dataset as a func-
tion of elevation. This difference in spectral complexity is
also apparent in the azimuth dimension, although perhaps to
a somewhat lesser degree. While some of the differences in
spectral complexity are to be expected from HRTF datasets
derived from measurements of different listeners, it is also
possible that the generally more smooth spectral patterns ob-
served in the sound card apparatus HRTFs resulted from sig-
nal processing compromises inherent in this low-cost sound
card’s design.

To more carefully examine the potential front-back in-
formation provided by monaural spectral cues, we analyzed
the level differences in 1/3-octave bands between front and
rear hemifield HRTFs that were symmetrically displaced
from 90° azimuth along the horizontal plane. The results of
this analysis for the HRTFs measured from the 3D sound
card apparatus and from listener SLO are displayed in Figs. 6
and 7, respectively. In these figures, positive level difference
values �measured in dB� indicate greater level for the frontal
location. Within the 3–7-kHz bandwidth, frontal locations
had consistently greater level for all displacements in both
datasets. For the sound card HRTF dataset �Fig. 6�, level
differences as large as +20 dB occurred for certain combina-
tions of displacement and 1/3-octave band frequency within
the 3–7-kHz bandwidth. The patterns of level difference
were somewhat more complex and of lesser magnitude for
the SLO HRTF dataset �Fig. 7�. Nevertheless, frontal sources
in the SLO HRTF dataset also produced consistently greater
level in the 3–7-kHz bandwidth. The consistency of this
level difference effect, both across different HRTF datasets
and different displacements from 90°, suggests that level in

FIG. 3. Interaural time difference �ITD� as a function of source azimuth
angle �two-pole coordinates, with source elevation fixed at 0°� based on
HRTF verification measurements of the 3D sound card apparatus �solid
symbols�. These data are well approximated by a model of ITD change
based on a spherical head �solid line� with a diameter of 22.7 cm �Wood-
worth and Schlosberg, 1954�. For comparison purposes, ITD data based on
HRTF measurements from one of the participants in this study �listener
SLO� are also shown �open symbols�.
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the 3–7-kHz bandwidth may serve as a relatively simple and
effective cue to the front-back location of sound sources.
Similar suggestions of a simple front-back spectral cue have
previously appeared in the literature �Blauert, 1997; Wight-
man and Kistler, 1997�.

From these analyses of the HRTF dataset present in the
3D sound card apparatus and the comparison of this dataset
to HRTFs measured from a representative listener �SLO�, it
is clear that substantial differences between the two datasets
exist. This implies that if the representative listener were
presented with virtual sound sources simulated using the 3D
sound card apparatus, the directional cues, including ITD,
ILD, and spectral cues, would be inappropriate for this lis-
tener. Previous studies have demonstrated that degraded di-
rectional localization performance �Bronkhorst, 1995;
Middlebrooks, 1999b; Møller et al., 1996; Wenzel et al.,
1993� results from inappropriate directional cues caused by
nonindividualized HRTFs. Although the HRTFs of the other
listeners that participated in the subsequent localization ex-
periments of the current study were not measured, we expect
related mismatches between the listener’s own HRTFs and
the nonindividualized HRTF set present in the display appa-
ratus. The focus of the current study is to determine how

listeners may learn to adapt these inappropriate directional
localization cues, given feedback on their localization perfor-
mance.

B. Localization results

The data from all phases of the experiment were trans-
formed from a two-pole coordinate system �azimuth and el-
evation� to a three-pole coordinate system �Kistler and
Wightman, 1992�. In this coordinate system, azimuth angle is
represented in terms of two angles: a “right-left” angle,
which is the angle subtended by the judgment vector and the
median plane, and a “front-back” angle, which is the angle
subtended by the judgment vector and the coronal plane.
Elevation angle is the same in the three-pole transformation
as in the two-pole system and is referred to as an “up-down”
angle. This transformed coordinate system is preferable in
this application to the two-pole system �azimuth and eleva-
tion angles� for its ability to obviate certain types of local-
ization errors, such as reversals in the front-back dimension
�Kistler and Wightman, 1992�.

FIG. 4. �Color online� HRTF magnitude spectrum contours for the left and right ear as a function of source azimuth angle �upper panels� and elevation angle
�lower panels� based on the HRTF verification measurements of the 3D sound card apparatus. For the azimuth angle analyses, source elevation was fixed at
0°. For elevation angle analyses, source azimuth was fixed at 0°. Note the changes in spectral pattern, especially in the right �ipsilateral� ear, as azimuth angle
increases form 0° to 180°. In general, front hemifield sources �0°–90° azimuth� appear to have greater level in the ipsilateral �right� ear in the 3–7-kHz
bandwidth than do sources in the rear hemifield �90°–180° azimuth�. More complicated changes in spectral patterns are observed for changes in source
elevation, where the frequencies of various spectral notches in the 5–10-kHz bandwidth change as a function of source elevation.
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1. Apparent sound-source direction and error
analysis

Apparent sound-source direction data from all phases of
the experiment are shown in Figs. 8–11 for four representa-
tive listeners: two from the training group �Figs. 8 and 9� and
two from the control group �Figs. 10 and 11�. In these fig-
ures, apparent source angle is plotted as a function of target
angle for each of the dimensions in the three-pole coordinate
system. Perfectly accurate responses would lie along the
positive diagonal of each dimension. In the right-left and
up-down dimensions, localization accuracy was summarized
by computing the mean unsigned error, �, which was defined
as the mean unsigned deviation of the response angle from
the target angle, in units of degrees. In the front-back dimen-
sion, localization accuracy was summarized in two different
ways. First, reversals in which the response angle occurred in
the incorrect hemifield were identified using the following
selection rule:

�R − T� � �− R − T� and �R − T� � �est,

where R and T are front-back response and target angles for
a given trial, and �est is an estimate of the mean unsigned
error in the front-back dimension that is independent of
the number of front-back reversals. We used � in the
right-left dimension for each listener in a given experi-
mental condition for this front-back error estimate, �est. It

is important to note that this reversal metric may be some-
what conservative, because it only labels responses as re-
versals if they lie outside the estimated region of error
�i.e., ±�est� for the front-back dimension. All responses
identified as reversals are indicated by open symbols in
Figs. 8–11. Front-back localization accuracy was also
summarized using a modified � metric in which all re-
versed responses were resolved �placed in the correct
hemifield� prior to computing �. As a result, � for the
front-back dimension is a measure of localization accu-
racy that is independent of front-back reversal rates.

Figure 8 displays data from a listener �SCD� that showed
improvement in directional localization accuracy during and
following the training procedures, although the improvement
was limited entirely to a reduction in the number of front-
back reversals. Initially, this listener localized the majority of
sound sources to the rear hemifield �front-to-back reversals�.
Reversal rate decreased substantially during the first and sec-
ond training phases of the experiment �train 1 and train 2�,
and transferred to the post-training phases of the experiment.
Four days following the training procedure �post 1�, reversal
rates were greatly reduced relative to baseline performance
in the experiment �pre phase�. These improvements in gen-
eral persisted 120 days following the training procedure, al-
though some degradation in accuracy may be observed rela-
tive to performance immediately following training �post 2

FIG. 5. �Color online� Same as Fig. 4, but for HRTF data from listener SLO. Note generally more complicated patterns of spectral change as a function of
both azimuth �front-back location� and elevation relative to the HRTF data from the 3D sound card apparatus �Fig. 4�.
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re: post 1�. Very little systematic change in any other patterns
of localization responses or error metrics was observed
throughout the phases of the experiment for this listener. In
the right-left dimension, localization performance was quite
accurate in all phases. When reversal responses are resolved
in the front-back dimension, performance was relatively ac-
curate in all phases, as indicated by the � value in each
phase. In the up-down dimension, localization performance
was consistently quite poor in all phases, considering the
more limited range of target angles on which the mean un-
signed error metric was based in this dimension. Had a
greater range of target elevations been tested, up-down �
would likely have increased for this listener. As discussed in
the previous section, the HRTF dataset and/or signal process-
ing specifics related to the 3-D sound card apparatus, which
seems to have somewhat limited spectral cue detail in the
elevation dimension as compared to the HRTFs from a single
representative listener, may have been at least partially re-
sponsible for this poor up-down performance.

Data from three of the five remaining listeners in the
training group �not shown� were qualitatively similar to the
data for listener SCD �Fig. 8�, showing consistent reductions

in front-back reversal rates throughout the course of the ex-
periment and little to no systematic change in any other as-
pects of localization accuracy. Description of a more detailed
analysis of front-back reversal rates appears in the next sec-
tion of this report. The remaining two listeners in the training
group �SCA and SLO� showed minimal localization accuracy
improvements in any localization accuracy metric including
rates of front-back reversals. Figure 9 displays data from
listener SLO. Because this listener’s overall level of accu-
racy was quite high, ceiling effects may have limited the
ability to realize further accuracy increases resulting from the
training procedure.

Data from two representative listeners in the control
group that did not receive feedback training are shown in
Figs. 10 and 11. Little to no systematic change in localization
accuracy or the patterns of localization responses may be
observed for listener SCI �Fig. 10�. Like listener SCD �Fig.
8�, listener SCI exhibited large numbers of front-back rever-
sals, as well as substantial error in the up-down dimension.
Response variability in the up-down dimension does appear
to decrease somewhat over the course of the experiment for
this listener, however. Data from most other listeners in the
control group �not shown� were qualitatively similar to that
of listener SCI: little change in localization accuracy or re-
sponse patterns throughout the experiment.

FIG. 6. HRTF level differences �ipsilateral ear only� in 1 /3-octave bands
between front and rear hemifield locations that are symmetrically displaced
from 90° azimuth along the horizontal plane �0° elevation� from the 3D
sound card apparatus. Displacements ranging from ±10° to ±90° �directly in
front versus directly behind� are shown. Positive level differences indicate
greater level for the frontal source. Note for this HRTF set, frontal sources
produce consistently greater level in the 3–7-kHz bandwidth for all dis-
placements.

FIG. 7. Same as Fig. 6, but for HRTF data from listener SLO. Note for this
HRTF set, frontal sources also produce consistently greater level in the
3–7-kHz bandwidth, although the effect is less pronounced than for the
HRTF data from the 3D sound card apparatus �Fig. 6�. In other lower and
higher frequency regions, rear hemifield locations have greater level.
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Some spontaneous changes in the patterns of front-back
responses were observed throughout the course of the experi-
ment for listener SCG �Fig. 11�. This listener initially �pre
phase� made very few reversal responses to the front hemi-
field �back-to-front reversals�, but later �post phase� made
more of these types of reversals. This change in the distribu-

tion of reversal directions did not affect overall reversal
rates, however, which remained nearly constant throughout
the experiment. Response variability in the up-down dimen-
sion also appears to decrease somewhat over the course of
the experiment for this listener, similar to the patterns ob-
served for listener SCI �Fig. 10�.

FIG. 8. Scatterplots of target sound source angle versus orienting response angle for a single representative listener in the training group �listener SCD�. The
data are displayed in the three-pole coordinate system for each phase in the experimental procedure �indicated in column headings�. Reversals in the front-back
dimension are indicated by open symbols. Mean unsigned error, �, for the data displayed in each panel �reversals resolved� is also indicated. This listener
shows a large reduction in the number of reversals during and following the training procedures.

FIG. 9. Same as Fig. 8, but for data from listener SLO in the training group. Note that this listener shows little to no effect of the training procedures, although
overall localization accuracy for this listener was quite high initially.
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FIG. 10. Same as Fig. 8, but for data from listener SCI in the control group.

FIG. 11. Same as Fig. 8, but for data from listener SCG in the control group.
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The analyses of the individual listener apparent direction
data and their associated measures of error all suggest that
the localization training procedure selectively impacts the
rates of front-back reversals and not other aspects of local-
ization accuracy. Figure 12 displays a summary of localiza-
tion accuracy independent of front-back reversals as assessed
by the � metric for all phases of the experiment. Error bars
indicate one standard error of the mean of the � scores for
individual listeners. Within each group, no statistically sig-
nificant changes in mean � were observed throughout the
course of the experiment in any of the spatial dimensions.
Localization accuracy in the control group was somewhat
worse than the training group, however. This is evidenced by
the relatively small, but statistically significant, differences
in mean � in the pre phase for both the right-left, t�10�
=−2.45, p�0.05, and front-back dimensions, t�10�=−2.41,
p�0.05. Because substantial variability in localization per-
formance between individual listeners is commonly ob-
served, this difference in localization accuracy between the
two groups is likely a result of sampling error associated
with our relatively small sample sizes. We conducted all sub-
sequent analyses either within groups or within individual
listeners to avoid problems associated with this issue. It is
also important to note that mean � across all listeners and
experimental phases was generally consistent with previ-
ously reported localization results using nonindividualized
HRTFs �Bronkhorst, 1995; Middlebrooks, 1999b; Wenzel et

al., 1993�, which have been shown to be less accurate than
corresponding localization performance in the free field
�Wenzel et al., 1993�, particularly in the up-down and front-
back dimensions where spectral cues to source direction are
most salient.

2. Front-back reversal analysis

Front-back reversal responses were identified using the
selection criterion described in the previous section. Table I
displays the proportion of front-back reversal responses for
all listeners in both pre and post 1 phases of the experiment.
Chi-square ��2� statistics �1 degree of freedom� based on the
number of reversed and nonreversed responses in each phase
are also displayed for all statistically significant differences.
Four of six listeners in the training group showed statistically
significant decreases in front-back reversal rates between pre
and post 1 phases. Of the remaining two listeners in this
group that did not show significant differences �SCA and
SLO�, one �SLO� made very few reversal responses initially
in the pre phase. This likely limited the ability to realize any
further decrease in reversal rate for this listener. As a result,
significant decreases in reversal rates were observed for four
of the five listeners that showed high initial reversal rates in
the pre phase. No statistically significant differences were
observed for any listeners in the control group. This suggests
that decreases in reversal rates observed for most listeners in

FIG. 12. Summary of mean unsigned error, �, for each dimension in the three-pole coordinate system. Each data point represents the mean � across listeners
in the training or control groups for a given phase in the experiment. Bars represent one standard error of the mean � across listeners in each group �n=6�.
All responses identified as front-back reversals were resolved to the correct hemifield prior to � computation. Within each group, no statistically significant
differences are observed in mean � throughout the phases of the experiment.
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the training group likely resulted from the training proce-
dure, which decreased reversal rates by nearly 40%, on av-
erage �from 0.38 to 0.23�.

Reductions in front-back reversal rates persisted
120 days following the training procedure. Table II displays
a comparison of front-back reversal proportions in the pre
and post 2 �120 days� phases for the training group. Statisti-
cally significant decreases in front-back reversal rates were
observed for the same four listeners that showed significant
decreases between pre and post 1 �see Table I�. On average,
reversal rates were still approximately 35% less than baseline
performance 120 days following the training procedure. This
suggests that the processes underlying this reversal rate re-
duction and resulting localization accuracy improvement do
not require recent sensory input with modified spatial cues
and do not appear to be affected by the long intervening
period of everyday sound localization with normal spatial
cues.

Table III displays a breakdown of reversal direction for
each listener. Here, reversal responses are characterized as
either a “front-to-back” reversal, where the target sound is
incorrectly localized to the rear hemifield, or a “back-to-
front” reversal, where the target sound is incorrectly local-
ized to the front hemifield. For nearly all listeners in both
training and control groups, front-to-back reversals occurred
much more frequently than did back-to-front reversals. As a
result, the total reversal percentage in most cases reflects a
disproportionate amount of front-to-back reversals. Although
the cause of this directional bias in reversal responses is un-
known, similar results have been reported in other localiza-

tion studies �Begault and Wenzel, 1993; Oldfield and Parker,
1984; Wightman and Kistler, 1999�. Due to the very low
occurrence of back-to-front reversals for many listeners,
separate chi-square statistics were not computed for the di-
rectional breakdown reversal data displayed in Table III.

IV. DISCUSSION

This experiment has demonstrated that a relatively brief
perceptual training procedure which provides listeners with
auditory, visual, and proprioceptive/vestibular feedback as to
true target locations can improve localization accuracy for
stimulus conditions in which a mismatch in spectral cues to
source direction exists. The improvement was realized en-
tirely in the front-back dimension, where the proportions of
hemifield reversed responses decreased significantly follow-
ing the training procedures for four of five listeners who
made frequent reversal responses initially. Perhaps most no-
table was that the training improvements appear to last at
least 4 months. These results warrant further discussion of at
least three key issues: the issue of what might be taking place
during and after the perceptual training procedure, why little
change in elevation localization performance was observed,
and how these results may be useful for practical applica-
tions.

A. Potential processes for front-back reversal
remediation

Because relatively simple analysis of sound level in the
3–7-kHz region can provide effective information as to
whether the source is located in the front or rear hemifield,
we suggest that the improvements observed in front-back
reversal rates following the localization training procedure
may have resulted from improved processing of this spectral
information. Analyses of the HRTFs from the 3D sound card
apparatus used in the training experiments confirmed the ex-
istence of a sizable and consistent front-back cue in which
increased level in the 3–7-kHz region corresponded to fron-
tal source locations �see Fig. 6�. Subsequent analyses of the
HRTFs from one of the listeners who participated in the ex-
periment revealed a similar front-back level cue in the
3–7-kHz bandwidth, although the magnitude of the cue
�level difference� was somewhat different, as was the pattern
of 1 /3-octave-band level differences both within and outside

TABLE I. Proportion of responses identified as front-back reversals before �pre� and 4 days after �post 1� either training or control. Chi-square statistics are
indicated for those listeners who showed a significant difference in front-back reversals in the pre versus post 1 phases � * �0.05; ** p�0.01; *** p
�0.005�.

Training group Control group

Listener Pre Post 1 �2 Listener Pre Post 1 �2

SCA 0.38 0.33 NS SCF 0.41 0.36 NS
SCB 0.48 0.30 9.88 *** SCG 0.39 0.33 NS
SCC 0.42 0.27 6.72 ** SCH 0.51 0.59 NS
SCD 0.55 0.22 32.38 *** SCl 0.55 0.60 NS
SCE 0.35 0.18 11.08 *** SCJ 0.42 0.47 NS
SLO 0.10 0.08 NS SDV 0.60 0.51 NS
Mean 0.38 0.23 7.92 *** Mean 0.48 0.48 NS

TABLE II. Proportion of responses identified as front-back reversals before
�prc� and 120 days after �post 2� traning. Chi-square statistics are indicated
for thsoe listeners who showed a significant difference in front-back rever-
sals in the pre versus post 2 phase � * p�0.05; ** p�0.01; *** p�0.005�.

Listener Pre Post 2 �2

SCA 0.38 0.34 NS
SCB 0.48 0.24 18.51 ***

SCC 0.42 0.27 7.41 **

SCD 0.55 0.32 15.39 ***

SCE 0.35 0.19 9.23 ***

SLO 0.10 0.13 NS
Mean 0.38 0.25 5.80 *
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of the 3–7-kHz region �Fig. 7�. As with all spectral cues, the
effectiveness of this cue depends on the spectrum of the
sound source. Although the current experiment only exam-
ined a single type of source signal �broadband noise�, we
would expect that this front-back spectral cue would be ef-
fective with a variety of source signals, provided the signal’s
bandwidth was sufficient to support comparison of level in
the 3–7-kHz region to level in some other �likely lower fre-
quency� region of the spectrum. Results from other studies
also suggest that level in the approximate region between
3–7-kHz can serve as an effective and robust cue to front-
back location �Blauert, 1997; Wightman and Kistler, 1997�.

A critical remaining question relates to whether the ob-
served improvements in front-back reversal rate following
the training procedure are indicative of underlying changes
in the perceived location of the sound sources. Since similar
noise-burst signals were used in the training and nontraining
phases of the experiment, differences in sound timbre asso-
ciated with energy in the 3–7-kHz bandwidth could have
served as a nonspatial cue to discriminate front and back
locations. Of course this question is ultimately intractable,
since perception can never be subjected to direct measure-
ment. We do note, however, that three minor lines of evi-
dence are suggestive of a recalibration of perceived space as
the causal factor, rather than other nonspatial factors such as
timbre. First, because the localization training procedure
forced the listener to orient the head in the direction of the
sound source, response feedback always ended with the
sound source being presented directly in front of the head �0°
azimuth, 0° elevation�. As a result, it seems unlikely that the
feedback procedure would have led listeners to associate par-
ticular spectral shapes �i.e., timbre� with correct responses,
since the spectrum reaching the ear drum at the ultimate
point of correct direction feedback �see Fig. 2� was fixed. Of
course, listeners could have associated timbre at the begin-
ning of the stimulus presentation �before feedback� with the
final correct response, but this would have required listeners
to then ignore the intervening spatial information that re-
sulted from the changes in head orientation, which seems
more complicated and less likely. Second, the spatial posi-
tions presented during the training phases of the experiment
were different than those presented during either the pre or
post tests. This suggests that knowledge gained during the
training procedures generalized to the different spatial loca-

tions and different HRTFs evaluated in the post test. It also
suggests that listeners were not simply associating a single
fixed-spectrum proximal stimulus �stimulus at the ear drum�
with either front or rear hemifield location, since the HRTFs
and resulting proximal stimuli in the training and nontraining
phases of the experiment were different. This result is there-
fore more consistent with the idea that the training procedure
leads to enhanced processing of spatial information in the
front-back dimension, rather than just learning to associate
particular spectral shapes �i.e., timbre� with correct re-
sponses. Third, participants did not report relying on any
response compensation strategies when asked during experi-
mental debriefing. While informal, this is evidence to suggest
that participants were responding, as instructed, to the appar-
ent sound source direction and not relying on other nonspa-
tial aspects of the sounds �e.g., timbre� to correct responses
to apparent source directions that listeners know to be incor-
rect.

Although none of these points can be considered proof
that spatial recalibration caused the observed changes in lo-
calization responses, all appear to be more consistent with
this explanation than other potential explanations based on
nonspatial cues such as timbre. They are also consistent with
the informal observation that changes to the monaural spec-
tral cues to source direction �single source, anechoic space�
do not appear to affect the timbre of the sound source.
Clearly there is a need for future experiments to examine
these causal issues more fully, perhaps through more detailed
manipulation of the source spectrum and/or the spatial dis-
tributions of source positions.

Finally, it is important to note that the proposed front-
back spectral cue may be fundamentally different than other
directional localization cues in that it specifies only binary
information as to whether the sound source is located in front
or behind the listener. In contrast, the other principal direc-
tional cues all appear to specify continuous spatial informa-
tion. This distinction may explain why the presumed recali-
bration to this front-back cue can occur very rapidly in
relationship to the more gradual development of recalibration
to altered spectral elevation cues �Hofman et al., 1998�.
Front-back recalibration may simply involve a switch be-
tween two possible percepts, perhaps not unlike switches ob-
served in visual depth percepts related to certain illusory fig-
ures, such as the Necker cube �cf. Békésy, 1960�.

TABLE III. Breakdown of front-back reversal direction in initial localization testing �pre phase� for all listeners.
Back-to-front reversals represent responses to front hemifield sources that were incorrectly localized to the rear
hemifield. Front-to-back reversals represent responses to rear hemifield sources that were incorrectly localized
to the front hemifield. The proportions of the total number of responses that fall in each category are displayed.

Traning group Control group

Listener Back-to-front Front-to-back Listener Back-to-front Front-to-back

SCA 0.12 0.26 SCF 0.04 0.38
SCB 0.03 0.44 SCG 0.03 0.36
SCC 0.25 0.17 SCH 0.00 0.51
SCD 0.01 0.54 SCI 0.00 0.55
SCE 0.03 0.33 SCJ 0.05 0.38
SLO 0.01 0.09 SDV 0.04 0.55
Mean 0.08 0.30 Mean 0.03 0.45
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B. Lack of elevation accuracy improvement

The training procedure described in the current experi-
ments had little effect on elevation localization performance.
This result is inconsistent with results reported by Hofman et
al. �1998�, which show clear decreases in elevation localiza-
tion error during the course of adaptation. We suggest two
possible explanations for the difference in results. First, the
time course of �presumed� adaptation was very different in
the two studies. Whereas participants in the Hofman study
required weeks to fully adapt to the altered spectral cues
�although considerable adaptation was observed in three of
four listeners after 1 week�, participants in the current study
showed clear performance improvements in the front-back
dimension after only two 30-min sessions of training. It is
possible that longer periods of time are required to recali-
brate to the particular spectral cues important for elevation
than for the spectral cues relevant for front-back resolution.
The spectral cues that provide discrete front-back informa-
tion do appear to be relatively simple in relationship to the
more complex patterns of spectral peaks and notches that
provide continuous elevation information �Bloom, 1977;
Macpherson and Middlebrooks, 2003; Zakarauskas and Cyn-
ader, 1993�. Rates of front-back reversals have also been
shown to be independent of elevation errors �Macpherson
and Middlebrooks, 2000�, which further suggests that the
spectral cues underlying front-back and elevation localiza-
tion are quite different, with perhaps very different adapta-
tion time requirements.

A second possible explanation for the lack of observed
elevation accuracy improvement relates to potential limita-
tions in the HRTF dataset present in the sound card apparatus
used in the experiment. Comparison of the patterns of spec-
tral change in the elevation dimension for HRTFs from the
sound card apparatus �Fig. 5� versus HRTFs from one of the
participants in the study �Fig. 6� reveals considerable differ-
ences between the two datasets. Not only are the shapes and
locations of various prominent spectral features �e.g., spec-
tral peaks and notches� quite different, which is to be ex-
pected given known variation of HRTF sets between differ-
ent listeners: The general pattern of spectral variation in the
SLO HRTF dataset also appears to be more complex than the
pattern of spectral variation present in the sound card dataset.
While some of the differences in spectral complexity are also
to be expected from HRTF datasets derived from measure-
ments of different listeners, it is also possible that the gener-
ally more smooth spectral patterns observed in the sound
card apparatus HRTFs resulted from signal processing com-
promises inherent in this low-cost sound card’s design. As a
result, the sound card apparatus simply may not provide suf-
ficient elevation information to support accuracy improve-
ment in this spatial dimension.

C. Practical implications

Virtual auditory display technology holds great promise
for many practical applications where relevant spatial infor-
mation needs to be conveyed or augmented by nonvisual
means. Unfortunately, it is often difficult to achieve accept-
able spatial localization accuracy with many “off-the-shelf”

virtual 3D sound systems. This is because the spatial pro-
cessing typically employed by these systems, although based
on the specification of known acoustical cues to sound-
source direction through the use of HRTFs, does not tailor
the cues to the individual user. The effect of nonindividual-
ized HRTFs on sound localization accuracy has been well
documented �Bronkhorst, 1995; Middlebrooks, 1999b; Wen-
zel et al., 1993� and also observed in the current study. Be-
cause providing for true individualized spatialization is a
practical impossibility for commercial 3D sound systems,
due to the logistical challenges associated with measuring
HRTFs from a large number of source directions for each
individual listener, it is of great interest to explore other ways
of improving localization accuracy in such systems. This is
particularly true for applications that require accurate local-
ization of brief sounds, since the benefits in localization ac-
curacy known to result from listener head movement
�Wallach, 1940� cannot be realized given the inherent delays
in movement initiation. Although a variety of methods has
been proposed for computationally modeling HRTFs with
the goal of parametric modification in order to minimize the
mismatch with the listener’s own HRTFs �Kistler and Wight-
man, 1992; Middlebrooks, 1999a, 1999b�, the results from
the current experiment suggest that listeners can rapidly
adapt to at least some of the acoustic cue distortions caused
by nonindividualized HRTFs, given a short period of multi-
modal feedback training. This result has great practical sig-
nificance, since it demonstrates that large improvements in
localization accuracy �via front-back reversal reduction� can
result without a precise matching of the HRTFs to the display
user. Therefore, instead of adapting the display to suit the
user, the user can adapt to the display through training. Since
the effects of training appear to last a very long time, training
sessions need not be frequent. Further, if this training facili-
tates formation of a secondary spatial map in the brain, as
has been suggested in both humans �Hofman et al., 1998�
and in animals �Knudsen et al., 2000; Linkenhoker et al.,
2005�, it seems likely that the training would not interfere or
degrade the spatial map used for normal hearing conditions
in the real world, which is consistent with the subjective
reports of the participants in the current experiment. Of
course, for many practical applications, the processes �per-
ceptual or otherwise� underlying the adaptation may be irrel-
evant, provided increases in localization accuracy are real-
ized. Although the rapid accuracy improvements reported
here appear to be limited to reducing front-back reversal re-
sponses, these types of reversal errors can be catastrophic in
many localization applications, particularly those involving
orientation and/or navigation. As a result, methods of im-
proving localization accuracy under nonoptimal stimulus
conditions are still of considerable practical significance
even when the improvements are limited to correcting front-
back reversals.

V. CONCLUSIONS

This experiment has demonstrated that a brief perceptual
training procedure �two 30-min sessions� which provides lis-
teners with auditory, visual, and proprioceptive/vestibular
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feedback as to the true target locations can improve localiza-
tion accuracy for stimulus conditions in which a mismatch in
spectral cues to source direction exists. The improvement
was limited exclusively to the front-back dimension, where
the proportions of hemifield reversal responses decreased
substantially following the training procedure for four of five
listeners that made frequent reversals initially. For these lis-
teners the improvements appear to last at least 4 months after
training, and generalize to untrained spatial locations. Be-
cause front-back location appears to be coded in the energy
contained within the 3–7-kHz bandwidth of the signal at the
ear drum, we suggest that the reductions in front-back rever-
sals following training resulted from improved processing of
this spectral cue. These results may have important practical
implications for accuracy improvements in virtual auditory
displays utilizing nonindividualized HRTFs, given that front-
back reversals can be particularly problematic in many ori-
entation and navigations tasks.

ACKNOWLEDGMENTS

The authors thank Dr. Fred Wightman and Dr. Doris
Kistler for providing HRTF comparison data for listener
SLO, and Dr. Armin Kohlrausch, Dr. Nathaniel I. Durlach,
and two anonymous reviewers for their comments on earlier
versions of this work. Financial support was provided under
the Federated Laboratory Program by the U.S. Army Re-
search Laboratory, Cooperative Agreement DAAL01-96-2-
0003, and by NIH-NEI �F32EY07010� and NIH-NIDCD
�R03DC005709�.

Begault, D. R., and Wenzel, E. M. �1993�. “Headphone localization of
speech,” Hum. Factors 35, 361–376.

Békésy, G. v. �1960�. Experiments in Hearing �McGraw-Hill, New York�.
Blauert, J. �1997�. Spatial Hearing �Revised ed.� �MIT Press, Cambridge,

MA�.
Bloom, P. J. �1977�. “Determination of monaural sensitivity changes due to

the pinna by use of minimum-audible-field measurements in the lateral
vertical plane,” J. Acoust. Soc. Am. 61, 820–828.

Blum, A., Katz, B. F. G., and Warusfel, O. �2004�. “Eliciting adaptation to
non-individual HRTF spectral cues with multi-modal training,” in Pro-
ceedings of the CFA/DAGA, Strasbourg, France, 1225–1226.

Bronkhorst, A. W. �1995�. “Localization of real and virtual sound sources,”
J. Acoust. Soc. Am. 98, 2542–2553.

Burger, J. F. �1958�. “Front-back discrimination of the hearing system,”
Acustica 8, 301–302.

Clifton, R. K. �1987�. “Breakdown of echo suppression in the precedence
effect,” J. Acoust. Soc. Am. 82, 1834–1835.

Clifton, R. K., Freyman, R. L., and Meo, J. �2002�. “What the precedence
effect tells us about room acoustics,” Percept. Psychophys. 64, 180–188.

Clifton, R. K., Clarkson, M. G., Gwiazda, J., Bauer, J. A., and Held, R. M.
�1988�. “Growth in head size during infancy: Implications for sound lo-
calization,” Dev. Psychol. 24, 477–483.

Florentine, M. �1976�. “Relation between lateralization and loudness in
asymmetrical hearing losses,” J. Am. Aud Soc. 1, 243–251.

Gardner, M. B., and Gardner, R. S. �1973�. “Problem of localization in the
median plane: Effect of pinnae cavity occlusion,” J. Acoust. Soc. Am. 53,
400–408.

Hausler, R., Colburn, S., and Marr, E. �1983�. “Sound localization in sub-
jects with impaired hearing. Spatial-discrimination and interaural-
discrimination tests,” Acta Oto-Laryngol., Suppl. 400, 1–62.

Hebrank, J., and Wright, D. �1974a�. “Are two ears necessary for localiza-
tion of sound sources on the median plane?,” J. Acoust. Soc. Am. 56,
935–938.

Hebrank, J., and Wright, D. �1974b�. “Spectral cues used in the localization
of sound sources on the median plane,” J. Acoust. Soc. Am. 56, 1829–
1834.

Held, R. �1955�. “Shifts in binaural localization after prolonged exposures to
atypical combinations of stimuli,” Am. J. Psychol. 68, 526–548.

Hofman, P. M., Van Riswick, J. G., and Van Opstal, A. J. �1998�. “Relearn-
ing sound localization with new ears,” Nat. Neurosci. 1, 417–421.

King, A. J. �1999�. “Sensory experience and the formation of a computa-
tional map of auditory space in the brain,” BioEssays 21, 900–911.

King, A. J., Hutchings, M. E., Moore, D. R., and Blakemore, C. �1988�.
“Developmental plasticity in the visual and auditory representations in the
mammalian superior colliculus,” Nature �London� 332, 73–76.

Kistler, D. J., and Wightman, F. L. �1992�. “A model of head-related transfer
functions based on principal components analysis and minimum-phase
reconstruction,” J. Acoust. Soc. Am. 91, 1637–1647.

Knudsen, E. I. �1999�. “Mechanisms of experience-dependent plasticity in
the auditory localization pathway of the barn owl,” J. Comp. Physiol., A
185, 305–321.

Knudsen, E. I., and Brainard, M. S. �1991�. “Visual instruction of the neural
map of auditory space in the developing optic tectum,” Science 253,
85–87.

Knudsen, E. I., and Zheng, W., and DeBello, W. M. �2000�. “Traces of
learning in the auditory localization pathway,” Proc. Natl. Acad. Sci.
U.S.A. 97, 11815–11820.

Langendijk, E. H., and Bronkhorst, A. W. �2002�. “Contribution of spectral
cues to human sound localization,” J. Acoust. Soc. Am. 112, 1583–1596.

Lewald, J. �2002a�. “Opposing effects of head position on sound localiza-
tion in blind and sighted human subjects,” Eur. J. Neurosci. 15, 1219–
1224.

Lewald, J. �2002b�. “Rapid adaptation to auditory-visual spatial disparity,”
Learn. Mem. 9, 268–278.

Linkenhoker, B. A., von der Ohe, C. G., and Knudsen, E. I. �2005�. “Ana-
tomical traces of juvenile learning in the auditory system of adult barn
owls,” Nat. Neurosci. 8, 93–98.

Macpherson, E. A., and Middlebrooks, J. C. �2000�. “Localization of brief
sounds: effects of level and background noise,” J. Acoust. Soc. Am. 108,
1834–1849.

Macpherson, E. A., and Middlebrooks, J. C. �2003�. “Vertical-plane sound
localization probed with ripple-spectrum noise,” J. Acoust. Soc. Am. 114,
430–445.

Makous, J. C., and Middlebrooks, J. C. �1990�. “Two-dimensional sound
localization by human listeners,” J. Acoust. Soc. Am. 87, 2188–2200.

Mehrgardt, S., and Mellert, V. �1977�. “Transformation characteristics of the
external human ear,” J. Acoust. Soc. Am. 61, 1567–1576.

Middlebrooks, J. C. �1992�. “Narrow-band sound localization related to ex-
ternal ear acoustics,” J. Acoust. Soc. Am. 92, 2607–2624.

Middlebrooks, J. C. �1999a�. “Individual differences in external-ear transfer
functions reduced by scaling in frequency,” J. Acoust. Soc. Am. 106,
1480–1492.

Middlebrooks, J. C. �1999b�. “Virtual localization improved by scaling non-
individualized external-ear transfer functions in frequency,” J. Acoust.
Soc. Am. 106, 1493–1510.

Møller, H., Sørensen, M. F., Jensen, C. B., and Hammershøi, D. �1996�.
“Binaural technique: Do we need individual recordings?,” J. Audio Eng.
Soc. 44, 451–469.

Oldfield, S. R., and Parker, S. P. �1984�. “Acuity of sound localization: A
topography of auditory space. II. Pinna cues absent,” Perception 13, 601–
617.

Perrett, S., and Noble, W. �1997a�. “The contribution of head motion cues to
localization of low-pass noise,” Percept. Psychophys. 59, 1018–1026.

Perrett, S., and Noble, W. �1997b�. “The effect of head rotations on vertical
plane sound localization,” J. Acoust. Soc. Am. 102, 2325–2532.

Recanzone, G. H. �1998�. “Rapidly induced auditory plasticity: The ven-
triloquism aftereffect,” Proc. Natl. Acad. Sci. U.S.A. 95, 869–875.

Rife, D. D., and Vanderkooy, J. �1989�. “Transfer-function measurement
with maximum-length sequences,” J. Audio Eng. Soc. 37, 419–444.

Shaw, E. A. �1966�. “Ear canal pressure generated by a free sound field,” J.
Acoust. Soc. Am. 39, 465–470.

Shaw, E. A. G. �1974�. “Transformation of sound pressure level from the
free field to the eardrum in the horizontal plane,” J. Acoust. Soc. Am. 5,
1848–1861.

Shinn-Cunningham, B. G., Durlach, N. I., and Held, R. M. �1998a�. “Adapt-
ing to supernormal auditory localization cues. I. Bias and resolution,” J.
Acoust. Soc. Am. 103, 3656–3666.

Shinn-Cunningham, B. G., Durlach, N. I., and Held, R. M. �1998b�. “Adapt-
ing to supernormal auditory localization cues. II. Constraints on adaptation
of mean response,” J. Acoust. Soc. Am. 103, 3667–3676.

358 J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Zahorik et al.: Recalibration in sound localization



Slattery, W. H., III, and Middlebrooks, J. C. �1994�. “Monaural sound lo-
calization: Acute versus chronic unilateral impairment,” Hear. Res. 75,
38–46.

Strutt, J. W. �1907�. “On our perception of sound direction,” Philos. Mag.
13, 214–232.

Van Wanrooij, M. M., and Van Opstal, A. J. �2004�. “Contribution of head
shadow and pinna cues to chronic monaural sound localization,” J. Neu-
rosci. 24, 4163–4171.

Wallach, H. �1940�. “The role of head movements and vestibular and visual
cues in sound localization,” J. Exp. Psychol. 27, 339–368.

Wenzel, E. M., Arruda, M., Kistler, D. J., and Wightman, F. L. �1993�.
“Localization using nonindividualized head-related transfer functions,” J.
Acoust. Soc. Am. 94, 111–123.

Wightman, F. L., and Kistler, D. J. �1989�. “Headphone simulation of free-
field listening. I. Stimulus synthesis,” J. Acoust. Soc. Am. 85, 858–867.

Wightman, F. L., and Kistler, D. J. �1997�. “Factors affecting the relative
salience of sound localization cues,” in Binaural and Spatial Hearing in
Real and Virtual Environments, edited by R. H. Gilkey & T. Anderson
�Erlbaum, Mahwah, NJ�, pp. 1–24.

Wightman, F. L., and Kistler, D. J. �1999�. “Resolution of front-back ambi-
guity in spatial hearing by listener and source movement,” J. Acoust. Soc.
Am. 105, 2841–2853.

Wightman, F. L., and Kistler, D. J. �2005�. “Measurement and validation of
human HRTFs for use in hearing research,” Acta Acust. �Beijing� 91,
429–439.

Woodworth, R. S., and Schlosberg, H. �1954�. Experimental Psychology
�Holt, Rinehart and Winston, New York�.

Young, P. T. �1928�. “Auditory localization with acoustical transposition of
the ears,” J. Exp. Psychol. 11, 399–429.

Zakarauskas, P., and Cynader, M. S. �1993�. “A computational theory of
spectral cue localization,” J. Acoust. Soc. Am. 94, 1323–1331.

Zwiers, M. P., Van Opstal, A. J., and Cruysberg, J. R. �2001�. “Two-
dimensional sound-localization behavior of early-blind humans,” Exp.
Brain Res. 140, 206–222.

Zwiers, M. P., Van Opstal, A. J., and Paige, G. D. �2003�. “Plasticity in
human sound localization induced by compressed spatial vision,” Nat.
Neurosci. 6, 175–181.

J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Zahorik et al.: Recalibration in sound localization 359



Pure-tone auditory stream segregation and speech perception
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This study examined the ability of cochlear implant users and normal-hearing subjects to perform
auditory stream segregation of pure tones. An adaptive, rhythmic discrimination task was used to
assess stream segregation as a function of frequency separation of the tones. The results for
normal-hearing subjects were consistent with previously published observations �L.P.A.S van
Noorden, Ph.D. dissertation, Eindhoven University of Technology, Eindhoven, The Netherlands
1975�, suggesting that auditory stream segregation increases with increasing frequency separation.
For cochlear implant users, there appeared to be a range of pure-tone streaming abilities, with some
subjects demonstrating streaming comparable to that of normal-hearing individuals, and others
possessing much poorer streaming abilities. The variability in pure-tone streaming of cochlear
implant users was correlated with speech perception in both steady-state noise and multi-talker
babble. Moderate, statistically significant correlations between streaming and both measures of
speech perception in noise were observed, with better stream segregation associated with better
understanding of speech in noise. These results suggest that auditory stream segregation is a
contributing factor in the ability to understand speech in background noise. The inability of some
cochlear implant users to perform stream segregation may therefore contribute to their difficulties in
noise backgrounds. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2204450�
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I. INTRODUCTION

Auditory stream segregation is the process used to sepa-
rate a complex sound into different perceptual streams, often
corresponding to the different individual sources from which
the sound is derived �Bregman, 1990�. For example, it is
used when people selectively listen to the melodies �streams�
played by different instruments �sources� in the presence of
an orchestral accompaniment. It also allows people to listen
in on different conversations �streams� with different people
�sources�, one at a time, at a cocktail party. Compared to
normal-hearing individuals, cochlear implant patients have
tremendous difficulty accomplishing the tasks described in
both of the preceding examples; cochlear implant recipients
perform significantly worse than normal-hearing individuals
on tests of complex song recognition �Gfeller et al., 2005�
and speech recognition in steady and modulated noise �Fu et
al., 1998; Nelson et al., 2003; Stickney et al., 2004�. Thus, a
better understanding of auditory stream segregation in im-
plant users may be relevant for improving their ability to
hear in complex acoustic environments.

The study of auditory streaming is commonly performed
in the laboratory with sequences composed of two different
tones �tones A and tone B� that alternate rapidly in time.
When these tones are close together in frequency, they are
often heard in a single perceptual stream �fusion� fluctuating
between tones A and B. As the frequencies become farther
apart, this percept changes to that of two different streams
�fission�, one composed of repeating tone A’s and the other of

repeating tone B’s. Such a dependence of auditory stream
segregation on frequency separation has been observed in
both normal-hearing �Miller and Heise, 1950; Van Noorden,
1975� and hearing-impaired individuals �Rose and Moore,
1997; Mackersie et al., 2001�.

Van Noorden �1975� varied the frequency separation be-
tween tones A and B and found that the boundary between
fusion and fission varied depending on the instructions given
to the subjects. If the subjects were asked to listen for a
single stream, and the frequency difference between the
tones was gradually increased until this was no longer pos-
sible, one boundary was measured which was termed the
temporal coherence boundary. If the subjects instead were
asked to listen for two streams, with the frequency difference
between tones decreased until this was no longer possible, a
different boundary was defined called the fission boundary.
In analyzing the data, van Noorden also found a region of
frequency separation of the tones between the two bound-
aries where either fusion or fission could be perceived �de-
pending on the instructions given�; this has been referred to
as the ambiguity region.

Studies of auditory streaming comparing the ability of
normal-hearing and hearing-impaired subjects to stream pure
tones have demonstrated that, in general, the hearing-
impaired subjects have a reduced ability to perform stream
segregation. Rose and Moore �1997� and Mackersie et al.
�2001� examined the frequency separation for pure tones at
the fission boundary and determined that hearing-impaired
ears require a greater frequency separation than normal-
hearing ears at this boundary, though there were a few ex-
ceptions. A number of studies have been performed in ana�Electronic mail: robert-hong@uiowa.edu
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attempt to explain the reason for this difference in perfor-
mance between normal-hearing and hearing-impaired listen-
ers. One theory proposed by Beauvois and Meddis �1996� is
that auditory streaming can be explained by the degree of
overlap of excitation patterns in the cochlea in response to an
acoustic stimulus, with less overlap leading to greater stream
segregation. This theory implies that the broader auditory
filters of hearing-impaired individuals are responsible for
their reduced ability to perform stream segregation. How-
ever, Rose and Moore �1997� and Mackersie et al. �2001�
found that frequency selectivity alone is not a good predictor
of auditory streaming ability in hearing-impaired subjects.
Another theory suggests that it is the clarity of pitch sensa-
tions evoked by the pure tones that determines if streaming
occurs. It has been suggested that because hearing-impaired
individuals have poorer pure-tone frequency discrimination
than normal-hearing subjects, they have a weaker pitch sen-
sation associated with pure tones, and thus are less able to
stream pure tones �Rose and Moore, 2005�. Rose and Moore
�2005� found evidence of statistically significant correlations
between frequency discrimination and fission boundary in
hearing-impaired subjects. However, these correlations were
not particularly strong, suggesting that differences in fre-
quency discrimination are also not enough to fully explain
much of the variation in streaming ability in the hearing-
impaired. The previous studies suggest that frequency selec-
tivity and frequency discrimination ability can contribute to a
person’s ability to perform pure-tone stream segregation, but
are not sufficient for a good prediction of streaming ability.
This is not particularly surprising given that central pro-
cesses, such as attention, are also thought to be important in
stream segregation �Carlyon et al., 2001�, suggesting that
subject-to-subject variation in such central processes is also
important to consider in predicting streaming ability.

Cochlear implant recipients have poorer frequency se-
lectivity and frequency discrimination ability via their speech
processors than normal-hearing subjects �Dorman et al.,
1996; Gfeller et al., 2002�. Therefore, we would expect that
as a group, their pure-tone stream segregation ability would
be “worse” than that of normal-hearing subjects, assuming
that the relevant central processing abilities of both groups
are similar. �By “worse” streaming ability, we mean that if,
for a given frequency difference between two rapidly alter-
nating pure tones, subject 1 hears one perceptual stream but
subject 2 hears two streams, then subject 1 has “worse”
streaming ability because he cannot utilize the frequency dif-
ference cue to segregate the tones into different streams.� We
may also see some cochlear implant subjects who have simi-
lar �or even better� stream segregation abilities than the
worst-streaming normal-hearing subjects. One can imagine
that a cochlear implant patient with extremely good central
processing abilities could overcome a degradation of fre-
quency cues �if the cues are not too degraded� and outper-
form a normal-hearing subject with poor central processing
but intact frequency cues.

In the present study, we examined the ability of normal-
hearing and cochlear implant subjects to perform stream seg-
regation of acoustically presented pure tones as a function of
frequency separation. The cochlear implant subjects listened

through their cochlear implant speech processor. This al-
lowed a direct comparison with normal-hearing subjects,
who also listened in the sound field. Furthermore, the co-
chlear implant subjects in this study performed all experi-
ments with the MAPs they used on an everyday basis. This
permitted us to determine if their performance on the stream
segregation task was related to their everyday ability to un-
derstand speech in background noise, which was also mea-
sured. Additionally, streaming ability was assessed at mul-
tiple base frequencies �200, 800, and 2000 Hz� to determine
if streaming abilities varied within a subject, as might be
expected if there were uneven patterns of nerve survival
across the cochlea in cochlear implant users. This also al-
lowed us to determine if the ability to stream in lower fre-
quency regions, such as those corresponding to the funda-
mental frequency of talkers, was more strongly related to the
ability to understand speech in noise than streaming at higher
frequencies. This might be expected because fundamental
frequency differences between the target and masker speech
are thought to be important cues for talker segregation.

II. EXPERIMENT 1. PURE-TONE STREAM
SEGREGATION

A. Participants

Seven normal-hearing subjects �ages 21–35� and eight
cochlear implant subjects �ages 39–78� participated in this
study. All normal-hearing subjects had pure-tone thresholds
of less than 20 dB HL across octave audiometric frequencies
�0.25–8.0 kHz�, with the exception of one subject who had a
threshold of 50 dB HL at 8000 Hz. All cochlear implant sub-
jects were tested using their everyday signal processing strat-
egies and had at least 1 year of experience with their device
at the time of testing. The age, implant type, signal process-
ing strategies, and stimulation modes of the cochlear implant
subjects who participated in experiment 1 are shown in Table
I. This study received prior approval from the Institutional
Review Board at the University of Iowa.

B. Stimuli and procedures

In this study, we use a rhythmic discrimination task
based on the one introduced by Roberts et al. �2002� to as-
sess auditory stream segregation. We will refer to this task as
the streaming rhythm task. In this method, subjects are pre-
sented two sequences of rapidly alternating tones and asked
to identify which sequence has an irregular rhythm. The task
is based on the premise that the irregular rhythm is most
easily identified when tone A and tone B are heard together
in the same stream, as opposed to individually in different
streams. Thus, this task measures stream segregation at the
temporal coherence boundary, which is the boundary as-
sessed when subjects are asked to hear all tones in the same
stream.

The sequences used in this experiment are identical in
rhythm to those described by Roberts et al. �2002�. All
stimuli were pure tones of 60-ms duration, which included
10-ms linear onset and offset ramps. Subjects were presented
with two sequences of tones alternating in an AB fashion,
with each sequence containing 12 AB cycles. In one se-
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quence, tone A and tone B alternated back and forth regu-
larly, separated by a 40-ms silence between each tone. In the
other sequence, tone A and tone B alternated such that the
first six AB cycles were regularly spaced �identical to the
first sequence�, the next four AB cycles �transition region�
had an increasing delay �with the magnitude of the increase
in delay being equal from one cycle to the next� imposed on

the onset of tone B, and the final two AB cycles maintained
the accumulated delay. The length of each sequence was
2.4 s. In Fig. 1, with “*” � tone A and “#” � tone B, the
components of the regular and irregular rhythm sequences
are shown.

In the streaming rhythm task, it was to the listener’s
advantage to hear all the tones in the same perceptual stream,
because the delay in the irregular rhythm sequence was more
difficult to detect when they were heard in different streams.
Thus, as the two tones in the sequence became further apart
in frequency, if a listener experienced stronger segregation of
the two tones into different streams, then the rhythmic dis-
crimination task became more difficult.

Subjects were presented a two-interval forced choice
task �2IFC� task with feedback in which they were asked to
identify which of two sequences of alternating tones results
in a rhythm that sounds “unsteady and irregular.” The irregu-
lar sequence was randomly presented in either the first or
second interval from trial to trial. Each sequence was num-
bered according to the order presented �“1” or “2”� and dis-
played as labeled buttons on a touch-screen �MicroTouch�.
The task measured the smallest delay in tone B that resulted
in a detectable irregularity of rhythm �Fig. 1�, utilizing a
three-down one-up adaptive staircase to converge on the
79.4% correct point on the psychometric function for time
delay �Levitt, 1971�. The maximum delay that was imposed
on tone B to avoid overlap of the tones was 40 ms. The
initial size of the accumulated delay was 32 ms. The adap-
tive step size for the first two reversals was a step size of
8 ms. The last four reversals used a step size of 4 ms. The
time delay threshold for each run was taken as the mean of
the last four reversals. Thresholds for subjects who made
four total incorrect identifications at the maximum time de-

TABLE I. Cochlear implant subject demographics. The age, device, signal
processing strategy, and stimulation mode �MP=monopolar; BP=bipolar� of
each of the 16 cochlear implant subjects who participated in this study are
shown. Also indicated are the specific experiments �Exp. 1, 2, and/or 3� in
which each participated.

Experiment no.

Subject Age Device Strategy Mode 1 2 3

CI1 49 Nucleus CI24M ACE MP x x
CI2 51 Nucleus CI24R CIS MP x x x
CI3 78 Nucleus CI24M ACE MP x x
CI4 39 Nucleus CI24R ACE MP x x
CI5 75 Nucleus CI24R ACE MP x x
CI6 76 Nucleus CI24M ACE MP x x
CI7 65 Clarion CII HF HiRes MP x x
CI8 48 Clarion CI �spiral� CIS MP x x
CI9 78 Clarion CII HF HiRes MP x x
CI10 33 Clarion 90K HiRes MP x x
CI11 64 Clarion CII HF HiRes MP x
CI12 58 Nucleus CI22 SPEAK BPa x
CI13 67 Clarion CII HF HiRes MP x
CI14 46 Clarion CII HF HiRes MP x
CI15 54 Clarion CI �spiral� CIS MP x
CI16 44 Clarion CII HF HiRes MP x

aElectrode 3 served as the ground for all electrode pairs in bipolar configu-
ration.

FIG. 1. Test stimuli used in rhythmic discrimination task to assess auditory stream segregation. �a� The regular rhythm is composed of 24 evenly spaced,
alternating pure tones in the ABAB format. Tones A and B are always separated by 40 ms of silence. �b� The irregular rhythm is composed of 24 alternating
tones that are evenly spaced over the first six cycles, have a progressively increasing delay in tone B over the next four cycles, and maintain the accumulated
delay over the final two cycles. The time delay used to calculate threshold measurements for detection of the irregular rhythm is the delay in tone B in the final,
accumulated delay section of that sequence.
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lay were nominally taken as the 40-ms maximum delay, and
the adaptive procedure was terminated in those cases.

The stimuli were grouped into three conditions, based
upon the frequency of tone A: �1� low base frequency, with
tone A=200 Hz; �2� medium base frequency, with tone A
=800 Hz; and �3� high base frequency, with tone A
=2000 Hz. For each base frequency �tone A�, tone B was
chosen to give a Weber fraction ��frequency B–frequency
A� / frequency A� of 0, 0.01, 0.1, 0.5, 1.0, and 3.0. The
exception was that for the 2000-Hz base frequency, a Weber
fraction of 3.0 was approximated with a tone B of 7800 Hz
instead of the calculated 8000 Hz, because 8000 Hz is above
the frequency range presented by signal processing strategies
to cochlear implants. Normal-hearing subjects were tested at
all Weber fractions for each base frequency. Cochlear im-
plant subjects were tested at the Weber fractions that ap-
peared to be most relevant for defining the shape of the psy-
chometric function at each base frequency.

Testing was completed for one base frequency condition
before proceeding to the next. The order of conditions was
randomized across subjects. At each base frequency condi-
tion, the first Weber fraction tested was 0 �frequency of tone
A=tone B�. The order of presentation of all other Weber
fractions was randomized within each condition. Prior to the
collection of data, each subject was given three practice runs
at the first base frequency condition to be tested, with one
run corresponding to a Weber fraction of 0, and the other two
runs corresponding to a Weber fraction of 0.01. If a subject
was not able to obtain an average time delay threshold below
15 ms with the two tones equal in frequency �Weber
fraction=0�, the subject was excluded from further testing,
since this suggested a lack of ability to perform rhythmic
discrimination exclusive of stream segregation. One normal-
hearing subject was unable to meet this criterion at any of the
base frequencies. Additionally, one cochlear implant subject
�subject CI8� was able to meet this criterion for two base
frequencies �200 and 2000 Hz� but not the third �800 Hz�,
and was excluded from testing at 800-Hz base frequency
only. At each Weber fraction for each base frequency condi-
tion, subjects were tested with three consecutive adaptive
runs. A fourth run was added if the standard deviation of the
average of the three trials was greater than 6 ms, or if the
standard deviation of the reversals of any run was greater
than 8 ms. For each subject, the value for time delay thresh-
old at a particular Weber fraction and base frequency was
taken as the average of all three �or four� runs performed at
that test condition.

All stimuli were generated digitally using MATLAB and
stored on a Macintosh G4 computer. Stimuli were output
through a 16-bit digital-to-analog converter �Audiomedia III,
Digidesign, Inc.� at a sampling rate of 44.1 kHz and
smoothed by a 20-kHz antialiasing low-pass filter. The
stimuli were presented via a loudspeaker situated directly in
front of the listener in a double-walled sound-attenuated
booth. For normal-hearing subjects, all stimuli were pre-
sented at 80 dB SPL, with their right ear plugged with an ear
plug. For cochlear implant subjects, the low base frequency
set was presented at 95 dB SPL, and the medium and high
base frequency sets were presented at 90 dB SPL. The ear

without the cochlear implant was plugged. Cochlear implant
subjects were allowed to adjust their microphone settings so
that the sound was at a comfortable level.

C. Results and discussion

1. Streaming abilities of normal-hearing and cochlear
implant subjects

The normalized results of both normal-hearing and co-
chlear implant subjects on this task are shown in Fig. 2 for
three different base frequencies �tone A=200, 800, or
2000 Hz�. Our approach to eliminating any possible effects
of a subject’s basic ability to discriminate rhythms upon the
question of interest �ability to separate frequencies into dif-
ferent streams� was to normalize the raw scores by dividing
each value by the threshold at Weber fraction=0 �i.e., when
all of the tones are identical�. This particular method of nor-
malization was selected, because performance on temporal
tasks in normal-hearing subjects �such as gap discrimination
or detection� has been shown to be relatively linear with
respect to frequency separation �of the tones bordering the
gap�, when both factors are plotted on a logarithmic scale
�e.g., Neff et al., 1982; Formby and Forrest, 1991�. �We also
tested an alternative method of normalization wherein the
values of threshold at Weber fraction=0 were subtracted
from the raw scores. This method yielded similar conclu-
sions �data not shown�.� Thus, the normalized thresholds
may be interpreted as a relative measure of auditory stream
segregation, measuring how many times more difficult the
streaming rhythm task became compared to baseline �when
all the tones were identical� as the frequency difference be-
tween alternating tones was increased.

The average normalized results of six normal-hearing
�NH� subjects on the task are indicated by the heavy line in
Fig. 2. As shown in the figure, the smallest average threshold
for normal-hearing subjects was achieved when there was no
frequency difference between the tones, which is as expected
since all of the tones were identical in frequency and thus
heard in the same stream. As the frequency separation in-
creased between tone A and tone B, thresholds increased,
suggesting that subjects more strongly heard two streams. A
single value for the overall streaming ability of normal-
hearing subjects was derived from the slope of a regression
line with a y intercept at 1 �since at a frequency difference of
0, normalization by the threshold at Weber fraction=0 results
in a value of 1� that was fit through the data shown in Fig. 2.
Data where ceiling effects were reached at larger frequency
differences �i.e., when subjects were unable to identify the
irregular rhythm at the largest time delay possible� were not
included in the regression analysis, since inclusion of such
data may result in underestimation of the slope. Higher val-
ues for the slope correspond to larger increases in difficulty
of the task as the frequency difference between alternating
tones is widened; thus, larger slopes correspond to more au-
ditory stream segregation with increasing frequency separa-
tion. The value of the slope for the average normal-hearing
�NH� subject at each of the three base frequencies and the
95% confidence interval for each slope distribution �±2 stan-
dard deviations about the mean� are shown in Fig. 3. As can
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be seen from this figure, there is a relatively large range of
pure-tone streaming abilities among normal-hearing subjects
as measured by this task.

Figure 2 also shows the individual data from eight co-
chlear implant �CI� subjects on the streaming rhythm task.
With cochlear implant recipients, the baseline performance
�Weber fraction=0� was generally comparable to that of
normal-hearing subjects on the task, but there was variation
in performance among cochlear-implant subjects with in-
creasing frequency separation. Statistical analysis was again
performed by fitting a regression line in a similar manner as
discussed for normal-hearing subjects through the data for
each cochlear implant subject. To determine the performance
of cochlear implant relative to normal-hearing subjects, we
compared the regression slopes of each cochlear implant sub-
ject with that of the average normal-hearing subject at each
of the three base frequencies �Fig. 3�. Values for individual
cochlear implant subjects that fall outside the dotted lines
�representing the 95% confidence interval for the normal-
hearing slope distribution� are interpreted as significantly dif-
ferent from those of the average normal-hearing subject. At a
base frequency of 200 Hz, four cochlear implant subjects
have slopes that are significantly lower than the average
normal-hearing subject, while at 800 and 2000 Hz, two and
three cochlear implant subjects, respectively, have slopes that
are significantly lower. These results suggest that a number
of cochlear implant subjects experience significantly less au-
ditory stream segregation with increasing frequency separa-
tion than normal-hearing listeners. The effect of base fre-

quency on streaming was also analyzed via repeated-
measures ANOVA for the regression slopes, with no
significant differences observed within cochlear implant sub-
jects between base frequencies �F1.17,6=4.08 �Greenhouse-
Geisser adjustment for lack of sphericity�; p�0.05�.

2. Influence of electrode separation „place pitch cues…
on streaming

The influence of electrode separation on the streaming
rhythm task was also examined for the six Nucleus CI24
cochlear implant recipients. The goal of this analysis was to
determine if performance on the task could be explained pri-
marily by the distance between the electrodes presenting
tones A and B; if this were the case, for example, we would
expect two tones presented by adjacent electrodes to result in
similar streaming performance whether the base frequency
was 200, 800, or 2000 Hz. We focused on the Nucleus sub-
jects because we wanted our measure of electrode separation
to reflect the role of place pitch cues for auditory streaming.
The low-pass temporal envelope cutoff frequency for the sig-
nal processing strategies of the Nucleus subjects was
�125 Hz �personal communication with Bom-Jun Kwon,
Cochlear Corporation�, which was below the lowest fre-
quency tested �200 Hz�, suggesting that temporal pitch cues
would not confound our analysis. In contrast, for the Clarion
subjects, the low-pass envelope cutoff frequency was high
enough that temporal pitch cues may have been available to
these subjects.

FIG. 2. Normalized performance on
the streaming rhythm task for normal-
hearing and cochlear implant subjects.
The average performance of six
normal-hearing subjects �NH� is
shown in the heavy line at various fre-
quency differences between tone A
and tone B, with the error bars repre-
senting one standard deviation above
and below the mean. The individual
performance of seven to eight cochlear
implant �CI� subjects is also shown.
Measures are made at each of three
base frequencies �tone A=200, 800, or
2000 Hz�. The time delay thresholds
are normalized by baseline perfor-
mance, giving a normalized threshold
that represents the factor by which the
task increases in difficulty at different
frequency separations of the alternat-
ing tones. A larger value of normalized
threshold is consistent with greater au-
ditory stream segregation.
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To analyze the role of electrode separation on streaming,
the values for frequency difference shown in Fig. 2 were
replotted as electrode separation on separate graphs for each
individual subject �with two such examples shown in Fig. 4�.
To convert frequency difference to electrode separation, each
stimulus tone �tone A or tone B� was assigned to the single
electrode that was programmed to represent that stimulus
frequency in the patient’s clinical MAP �according to the
cutoff frequencies for each electrode�. Then, the number of
electrodes separating the stimulating electrodes correspond-
ing to tone A and tone B was determined. This conversion
only provided an estimate of the electrode separation for two
tones, since the slope of each filter at the cutoff frequency
was not infinite. Nevertheless, this was useful in providing a
general picture of the influence of electrode separation on
streaming. The conversion was performed for each subject at
all three base frequencies, with the resulting values plotted
versus normalized threshold onto a single graph for each
subject. Linear regression was then performed for the data
across all three base frequencies for each subject. A statisti-
cally significant value for the slope of the regression line was
interpreted as evidence that performance on the streaming

rhythm task could be explained by electrode separation, re-
gardless of the region of the cochlea that the stimuli were
presented.

Four cochlear implant subjects �subjects CI4, CI1, CI5,
and CI2� showed evidence of a similar streaming ability
based on electrode separation across all frequency ranges.
Figure 4�a� shows the data for one of these four subjects,
subject CI4. As depicted by the figure, the linear regression
line for the normalized time delay thresholds versus elec-
trode separation across the three base frequency conditions
was statistically significant �p�0.001�, with slope=0.278
and r=0.655. The linear regressions for the other three sub-
jects �not shown in figure� were also statistically
significant—subject CI1 �slope=0.117; r=0.396; p�0.005�,
subject CI5 �slope=1.388;r=0.841; p�0.001�, and subject
CI2 �slope=0.339; r=0.792; p�0.001�—suggesting that
electrode separation could also explain a significant portion
of their performance on the streaming rhythm task in differ-
ent stimulus frequency ranges.

In contrast, the other two cochlear implant subjects �sub-
jects CI3 and CI6� appeared to have different streaming

FIG. 3. Overall streaming ability in normal-hearing and cochlear implant subjects. Overall streaming ability is indicated by the slopes of regression lines �with
a common y intercept� fit through the data for the streaming rhythm task at each of three base frequencies �tone A=200, 800, or 2000 Hz�. NH represents the
average slope of six normal-hearing subjects, with the 95% confidence interval for the normal-hearing slope distribution �±2 standard deviations about the
mean� denoted by the dashed lines. The slopes of each individual cochlear implant �CI� subject are shown by the other bars.
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abilities across electrodes in different regions of the cochlea.
Figure 4�b� shows an example of one subject �subject CI3�
who appeared to have different streaming abilities in differ-
ent frequency ranges, after accounting for electrode separa-
tion, since a single regression line fit the data very poorly
�r=0.140; p�0.1�. In fact, if two regression lines are drawn
through the data, one through the 200-Hz base frequency
data points and the other through the 800- and 2000-Hz base
frequency points, the correlations are statistically significant
�for 200 Hz line, slope=0.268, r=0.570 and p�0.02; for the
800–2000-Hz line, slope=0.113, r=0.714 and p�0.001�.
The data for subject CI6 also fit a single regression line

poorly �r=0.053; p�0.5�. Two regression lines were again
required to better describe the data, with one line for the 800-
and 2000-Hz base frequencies �slope=0.176; r=0.723; p
�0.001� and another for the 200-Hz base frequency �r
=0.264; p�0.1�, though the latter correlation was not statis-
tically significant.

3. General discussion

The results from Fig. 3 suggest that there is a range of
streaming abilities for both normal-hearing and cochlear im-
plant users. Nevertheless, despite the variability in perfor-
mance on the streaming rhythm task within the normal-
hearing group, this study demonstrates that some cochlear
implant users stream significantly worse than normal-hearing
subjects. These differences in pure-tone streaming between
cochlear implant subjects likely represent a combination of
differences in peripheral �frequency resolution� and central
processing. The results from Fig. 4 suggest that in some
cases, within a cochlear implant subject, streaming ability
based on place pitch cues can vary from one region of the
cochlea to another. Within a subject, the contribution of cen-
tral processing to streaming is presumably similar across all
stimulus frequencies, and thus differences in streaming for
different electrode locations reflect differences in peripheral
processing. One possible explanation for why some subjects
may have different streaming abilities for electrode separa-
tion in different regions of the cochlea is that there may be
different amounts of nerve survival throughout the cochlea,
leading to differences in the perceptual distance of pitch at-
tributed to adjacent electrodes and thus differences in pure-
tone streaming.

There is a possibility that differences in loudness, as
opposed to differences in pitch, could be responsible for
some of the auditory stream segregation observed in this
experiment. All of the stimuli were presented at equal dB
SPL and thus were not loudness balanced. We believe that
the effects of loudness differences in streaming in our experi-
ment were minimal for a number of reasons. First, for
normal-hearing listeners, there are minimal differences in
loudness across much of the intensity and frequency range
tested �ISO 226: 2003 �Normal equal-loudness-level con-
tours� of the International Organization for Standardization�.
Second, the presence of any loudness cues for all subjects
was minimized by the presentation of stimuli in a free field,
because the head position of listeners was not fixed with
respect to the speaker, which allowed for potential random
variations in sound intensity over a few decibels with spo-
radic changes in head position during the course of testing.
Third, none of the subjects reported that loudness differences
hindered performance on the task. Fourth, there is no clear
evidence that loudness differences can be used to obligatorily
segregate sounds in the same powerful way as frequency
differences �Bregman, 1990, pp. 126–127�. Finally, it is in-
teresting to note that even if loudness cues were present,
there were clearly some cochlear implant subjects that had
little ability to stream at any frequency difference based on
either loudness or frequency cues �e.g., subject CI1 or CI3 in
Fig. 3�. For the other cochlear implant subjects with better
streaming abilities, if they were able to use loudness as a cue

FIG. 4. Performance on streaming rhythm task with respect to electrode
separation in cochlear implant subjects. Data from all three base frequencies
of the streaming rhythm task are converted into electrode separation and
plotted on the same graph for each subject. The resulting graphs of two
subjects, which represent the two general types of data patterns observed,
are shown. �a� Subject CI4 has a moderate, statistically significant correla-
tion between task performance across all frequency ranges and electrode
separation �r=0.655; p�0.001�. �b� Subject CI3 shows no evidence of a
correlation between task performance and electrode separation for data com-
bined across all three base frequencies �r=0.140; p�0.1; regression line not
shown�. However, correlations were significant when one regression line
was drawn through the 200-Hz data �r=0.570; p�0.02�, and a different
regression line was drawn through the combined 800- and 2000-Hz data
�r=0.714; p�0.001�.
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for streaming, this would suggest that our results may over-
estimate their ability to segregate pure tones into different
streams.

There is also the possibility that age differences between
the normal-hearing and cochlear implant groups in this ex-
periment may be a confounding factor in the analysis of the
results with respect to streaming. The cochlear implant sub-
jects were older than the normal-hearing subjects �ages
39–78 compared to ages 21–35�, and there is evidence in the
literature that performance on temporal tasks declines with
age �for a review, see Pichora-Fuller, 2003�. However, there
are a number of reasons why we believe that differences in
age between the two groups did not affect our overall con-
clusions. First, as stated earlier, the time delay thresholds
from the streaming rhythm task used in our analysis of
streaming ability were all normalized with respect to each
individual subject’s baseline ability to discriminate rhythms
�baseline assessed at Weber fraction=0�. By doing this, we
attempted to control for differences in basic temporal percep-
tion ability between individuals, including those due to dif-
ferences in age. Second, we did not find any statistically
significant correlations between age and performance on the
streaming rhythm task �for normalized thresholds and regres-
sion slopes�, both within and across subject groups. Finally,
assuming that temporal ability differences due to age were
responsible for differences in performance on the task, we
would expect that the older cochlear-implant group would
have higher thresholds than the younger normal-hearing
group. However, our results indicated the opposite: the time
delay thresholds of the cochlear-implant group tended to be
lower than those of the normal-hearing group. Thus, it does
not appear that age differences between the two groups con-
founded our conclusion that the streaming ability of many
cochlear implant subjects was worse than that of normal-
hearing individuals.

III. EXPERIMENT 2. AUDITORY STREAM
SEGREGATION OR GAP DISCRIMINATION?

A. Rationale

It is possible that the results obtained on the streaming
rhythm task may not reflect auditory streaming, but merely
gap discrimination. For example, one can imagine a subject
who performs the streaming rhythm task by focusing only on
the end of the alternating-tone sequence to determine the
sequence with the irregular rhythm. Taken to the extreme, it
is possible that the subject may ignore the entire sequence
except for the final three tones of the sequence, where the
largest and smallest gaps are present, turning the task into
one that looks very similar to gap discrimination.

It is difficult to determine based on the results of experi-
ment 1 whether gap discrimination or stream segregation is
the dominant phenomenon. Studies of gap detection and
stream segregation in normal-hearing subjects have demon-
strated that both are affected similarly by differences in fre-
quency between tones: it becomes more difficult to perceive
a gap and more difficult to hear tones in the same stream as
the frequency separation widens between different tones
�Neff et al., 1982; Phillips et al., 1997�. If we presume that

the increasing frequency separation affects performance by
increasing the perceptual pitch distance between tones, then
a similar relationship might also be seen with gap detection
in cochlear implants. It has been found that gap detection in
cochlear implants worsens with increasing electrode distance
�place pitch effects� and increasing rate differences �temporal
pitch effects� between the two tones which border the gap to
be detected �Hanekom and Shannon, 1997; Chatterjee et al.,
1998; van Wieringen and Wouters, 1999�. Furthermore, any
correlations found in this study �described in experiment 3�
between the streaming rhythm task and performance on a
speech perception in noise task also will not lend insight into
whether the streaming task measures stream segregation or
gap discrimination. While correlations between speech per-
ception in noise have been found with auditory streaming
�Mackersie et al., 2001�, correlations have also been found
between gap detection and speech perception in noise �Tyler
et al., 1982; Dreschler and Plomp, 1985�, although such cor-
relations with gap detection are not universally present
�Strouse et al., 1998; Snell and Frisina, 2000�.

Although there are a number of similarities between au-
ditory stream segregation and gap discrimination, there are
also a number of ways to distinguish the two. First, auditory
stream segregation is affected by the presentation rate of the
alternating tones, whereas gap discrimination is not �Neff et
al., 1982�. If performance on a task designed to assess audi-
tory streaming varies with presentation rate, this lends sup-
portive evidence that the task measures streaming ability.
Second, auditory streaming is known to build up over time
for alternating tones of moderate frequency separation, such
that increasing amounts of segregation are seen over the first
10–30 s of listening to such tones �Anstis and Saida, 1985�.
This observation can also be used to obtain supportive evi-
dence that differences in performance on the streaming
rhythm task employed in this study reflect differences in
streaming ability, and this latter approach is the one that we
chose to take in experiment 2.

The goal of experiment 2 is to determine if the stream-
ing rhythm task used in experiment 1 measures auditory
stream segregation. For this experiment, we use shortened
versions of the alternating-tone sequences presented in the
streaming rhythm task and again measure the time delay
threshold required to hear the irregular rhythm. We refer to
this task as the short rhythm task. If there is no difference in
relative performance between the short rhythm task and the
streaming rhythm task when the frequency separation in
tones is increased, this suggests that the streaming rhythm
task is merely a measure of gap discrimination. However, if,
as we hypothesize, subjects perform relatively worse on the
streaming rhythm task, then this suggests that the streaming
rhythm task measures streaming ability: the build-up of
streaming induced by the longer sequences in the streaming
rhythm task makes it more difficult to detect the irregular
rhythm.

B. Participants

Three normal-hearing subjects who participated in ex-
periment 1 also participated in this experiment. Additionally,
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three cochlear implant �subjects CI2, CI9, and CI10� subjects
were randomly selected to participate in this experiment,
with their demographics found in Table I.

C. Stimuli and procedures

The task in this experiment is identical in all respects to
the streaming rhythm task presented in experiment 1, except
for the stimuli. In this experiment, the rhythmic sequences
are shortened so that they contain only three pure tones �in-
stead of 24 pure tones�. The three pure tones of the regular
rhythm sequence in this experiment are derived from the first
three tones of the regular rhythm sequence of the streaming
rhythm task. The three pure tones of the irregular rhythm
sequence in this experiment are identical to the first three
tones of the “accumulated delay” region �described in Fig. 1�
of the irregular rhythm sequence of the streaming rhythm
task. The time delay used for rhythmic discrimination thresh-
old measurements is thus the same for the two experiments.
As with the streaming rhythm task, subjects listened to two
sequences and are asked to identify the irregular, unsteady
rhythm in a 2-IFC adaptive task that converges on the 79.4%
correct point for time delay threshold. Subjects were tested at
each of three base frequencies �200, 800, and 2000 Hz� at
conditions corresponding to a Weber fraction=0 and Weber
fraction=0.5. Overall thresholds were determined from the
average of the thresholds from three �or four� runs at each
test condition. These specific conditions were chosen be-
cause they were the ones where correlations were subse-
quently performed between the streaming rhythm task and
speech perception in noise �described in experiment 3�, al-
lowing insight into whether any correlations observed at
those specific frequency differences reflected stream segre-
gation or gap discrimination.

D. Results and discussion

The baseline ability �Weber fraction=0� of each listener
to perform the streaming rhythm task and the short rhythm
task at each of three base frequencies �200, 800, and
2000 Hz� is shown in Fig. 5 for both normal-hearing �Fig.
5�a�� and cochlear implant �Fig. 5�b�� subjects. In every case,
when all of the tones were identical in frequency, it was
easier to detect the irregular rhythm in the streaming rhythm
task �24-tone sequences� than in the short rhythm task �three-
tone sequences�, suggesting that the streaming rhythm task is
a fundamentally easier task �irrespective of streaming con-
siderations�. There are a number of possible reasons to ex-
plain this result. First, the 24-tone sequences contain three
repetitions of the irregular rhythm used in the short rhythm
task, which may provide more chances for the subject to hear
the irregular rhythm in the streaming rhythm task, making
the task easier. Second, the 24-tone sequences contain a re-
gion of progressively increasing delay in the rhythm �Fig. 1�
not present in the three-tone sequences. This may provide an
additional cue to subjects taking the streaming rhythm task
for detecting the irregular rhythm.

Figure 6 shows the performance of normal-hearing �Fig.
6�a�� and cochlear implant �Fig. 6�b�� subjects on the stream-
ing rhythm task and the short rhythm task at a Weber fraction

of 0.5. The raw scores for time delay threshold have been
divided by baseline performance thresholds �i.e., threshold at
Weber fraction=0� for each test to give the resulting normal-
ized thresholds shown on the ordinate in Fig. 6. This normal-
ized threshold represents the performance on each task when
the frequency difference of the alternating tones is at a Weber
fraction of 0.5, after taking into account the baseline perfor-
mance on each task shown in Fig. 5. The normalization pro-
cedure allows us to directly compare the relative perfor-
mance on the streaming and short rhythm tasks at a Weber
fraction of 0.5 to determine if auditory stream segregation
plays a role in performance on the streaming rhythm task.
The reason that normalized thresholds as opposed to absolute
thresholds are compared between the two tasks is that the
normalized threshold is the relevant measure used to assess
streaming in the streaming rhythm task; our goal is to deter-
mine if a measure derived from the short rhythm task in a
similar manner leads to similar results. If normalized perfor-
mance on the two tasks is the same, this suggests that the
difference in sequence length for the two tasks does not af-
fect performance and that the streaming rhythm task does not
measure stream segregation. In contrast, if normalized per-

FIG. 5. Baseline performance on streaming rhythm task versus short rhythm
task for normal-hearing and cochlear implant subjects. The baseline perfor-
mance �tone A� tone B� on the streaming rhythm task �filled bars� and short
rhythm task �hatched bars� is shown at all three base frequencies �200, 800,
and 2000 Hz� for �a� three normal-hearing and �b� three cochlear implant
subjects. Error bars represent one standard deviation.
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formance is worse with the streaming rhythm task, this sug-
gests that the longer sequence in the streaming rhythm task
has induced a build-up of stream segregation to make it more
difficult to detect the irregular rhythm in this task, and that
the streaming rhythm task does measure stream segregation.

The values of the normalized threshold for the short
rhythm task for both normal-hearing and cochlear implant
subjects across all base frequencies generally fell in the
range of 1 to 2, suggesting that increasing the frequency
separation of the tones from baseline �no difference in fre-
quency� to one corresponding to a Weber fraction of 0.5
resulted in either no change in difficulty of the task to a two
times increase in difficulty of the task. For the streaming
rhythm task, the normalized threshold values at a Weber
fraction of 0.5 ranged from 2.83 to 9 for normal-hearing
subjects and from 2.86 to 19 for cochlear implant subjects.
This suggests that the streaming rhythm task was at least 2.8
times more difficult for all subjects in this experiment when
the frequency separation was increased from baseline to one
corresponding to a Weber fraction of 0.5.

To determine the contribution of streaming to this in-

creased difficulty, we compared the normalized thresholds of
the streaming rhythm task with those of the short rhythm
task. Figure 6 shows that in every case, for both normal-
hearing and cochlear implant subjects, the normalized
threshold was significantly higher for the streaming rhythm
task. For normal-hearing subjects, the mean of the threshold
on the streaming rhythm task was 4.69, compared to 1.23 for
the short rhythm task �tdf=8=4.85; p=0.001�. For cochlear
implant subjects, the mean of the threshold on the streaming
rhythm task was 5.96, compared to 1.54 for the short rhythm
task �tdf=8=2.62; p=0.03�. If subjects were performing the
streaming rhythm task by ignoring the first part of the 24-
tone sequence and only focusing on the end of the sequence,
such that streaming was irrelevant to the task, we would
expect the normalized thresholds for the two tasks to be
similar. This is not the case. Instead, the higher values of
normalized threshold for the streaming rhythm task suggest a
greater build-up of streaming with the longer sequence, mak-
ing the streaming rhythm task relatively more difficult than
the short rhythm task. Therefore, the results suggest that the
normalized threshold in the streaming rhythm task reflects
auditory stream segregation and not just gap discrimination
abilities.

Our findings are consistent with those in the literature
that suggest an increase in separation in pitch between the
tones bordering a gap may result in a more difficult gap
discrimination task for both normal-hearing �Neff et al.,
1982; Phillips et al., 1997� and cochlear implant subjects
�Hanekom and Shannon, 1997; Chatterjee et al., 1998; van
Wieringen and Wouters, 1999�. Furthermore, the differences
in performance we observed between the streaming rhythm
task and short rhythm task are consistent with the results of
Grose and Hall �1996�, who showed that the build-up of
auditory stream segregation through the use of longer se-
quences can make a gap discrimination task more difficult; in
our experiment, the greater difficulty of the streaming
rhythm task compared to the short rhythm task provides evi-
dence that the streaming rhythm task measures auditory
stream segregation. Further evidence for the streaming
rhythm task as a measure of streaming has been provided by
Roberts et al. �2002�. This study compared the results of the
streaming rhythm task with results from a different task that
has been used to assess streaming and found similar results
for both tasks, suggesting that the present task does measure
auditory stream segregation.

In conclusion, experiment 2 provides evidence that the
streaming rhythm task is a measure of auditory stream seg-
regation and not merely gap discrimination. Having exam-
ined this, we will now move forward to experiment 3 and
determine the implications of performance on our measure of
stream segregation on the understanding of speech in back-
ground noise for cochlear implant users.

IV. EXPERIMENT 3. AUDITORY STREAMING AND
SPEECH PERCEPTION IN NOISE

A. Rationale

A better ability to perform auditory stream segregation
should be associated with a better ability to understand

FIG. 6. Performance on streaming rhythm task versus short rhythm task for
normal-hearing and cochlear implant subjects. Normalized time delay
thresholds for the streaming rhythm �filled bars� and short rhythm �hatched
bars� tasks are shown, with the alternating tones separated by a frequency
difference corresponding to a Weber fraction of 0.5. Data are shown at all
three base frequencies �200, 800, and 2000 Hz� for �a� three normal-hearing
and �b� three cochlear implant subjects. Error bars represent one standard
deviation.
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speech in various backgrounds; to understand speech in
noise, it is helpful to segregate the target speech into one
attended perceptual group and the noise into a different, ig-
nored group. Such a relationship between streaming and
speech perception in noise has been found in hearing-
impaired individuals �Mackersie et al., 2001�, but, to our
knowledge, has yet to be studied in cochlear implant pa-
tients. We are interested in determining if a relationship ex-
ists between stream segregation and speech perception in
noise in cochlear implant patients, because such a relation-
ship would suggest that measures of stream segregation may
be useful for comprehending the problems that implant users
have in understanding speech in noise. Our hypothesis is that
cochlear implant patients who have difficulty segregating
pure tones into separate streams will have more trouble un-
derstanding speech in various backgrounds.

Additionally, we have chosen to study two different
types of noise—steady-state noise and two-talker babble—to
see if streaming ability is more strongly related to one or the
other. For example, studies have shown that in normal-
hearing subjects, the fundamental frequency of target speech
is an important cue for segregating it from background talk-
ers �Brokx and Nooteboom, 1982; Assmann and Summer-
field, 1990�. This leads us to hypothesize that the strongest
correlations may occur for cochlear implant subjects between
low-frequency pure-tone streaming ability and speech per-
ception in babble, assuming fundamental frequency is also
an important cue for talker segregation in cochlear implant
users. Furthermore, by studying both types of noise, we can
determine if the relative performance on speech perception in
steady-state noise versus two-talker babble is related to
streaming ability in cochlear implant users. Normal-hearing
subjects perform better on tasks of speech perception in a
competing talker background compared to steady-state noise
�Duqeusnoy, 1983; Festen and Plomp, 1990�. In contrast, co-
chlear implant subjects experience an increase in masking
with competing talker�s� compared to steady-state noise �Qin
and Oxenham, 2003; Turner et al., 2004�, which is the op-
posite of the trend seen for normal-hearing subjects. One
reason that cochlear implant subjects may have more trouble
understanding speech in a competing talker background is
that they may not be able to segregate the target from back-
ground speech in a way that allows them to correctly identify
the target speech. Thus, they are not able to take advantage
of the temporal and spectral gaps in the competing talker
noise to obtain additional glimpses of the target speech and
experience the release from masking observed in normal-
hearing listeners. This leads us to hypothesize that this in-
ability of cochlear implant subjects to experience a release
from masking may also be correlated to pure-tone streaming
ability.

B. Participants

All cochlear implant subjects who participated in experi-
ment 1 also participated in this experiment. All subjects were
tested on speech perception in steady noise and in multi-
talker babble. Eight additional cochlear implant subjects
�ages 33–78� were recruited to undertake an abridged version

of the pure-tone streaming task described in experiment 1 in
order to increase the sample size for the correlations of
streaming ability with speech perception in noise. All co-
chlear implant subjects had at least 1 year of experience with
their device at the time of testing. The age, type of implant,
signal processing strategy, and stimulation mode of each par-
ticipating cochlear implant subject are shown in Table I.

C. Stimuli and procedures

1. Pure-tone streaming task „abridged version…

The full version of the streaming rhythm task used in
experiment 1 allowed for the measurement of time delay
thresholds at many different frequency differences; these
data were subsequently fit with a regression line, with the
slope interpreted as an overall measure of streaming ability.
However, such testing was extremely time consuming, re-
quiring about 6 h per subject. To shorten testing time in
experiment 3, we opted to use an abridged version of the
streaming rhythm task, where the normalized value of the
time delay threshold at a Weber fraction of 0.5 was taken as
the streaming metric. This normalized threshold represents
how many times more difficult the streaming rhythm task
was at a Weber fraction of 0.5 than at baseline �Weber
fraction=0�. The use of this metric allowed us to more effi-
ciently increase the sample size for the correlation analysis
performed in this experiment. The abridged version of the
streaming rhythm task is identical to the full version de-
scribed in experiment 1, except the only conditions tested
were those where tones A and B differed by frequency dif-
ferences corresponding to Weber fractions of 0 and 0.5. The
frequency difference corresponding to a Weber fraction
=0.5 was chosen to be tested because from experiment 1, it
appeared that the results from cochlear implant subjects at
this condition demonstrated the largest variation across sub-
jects and exhibited minimal ceiling effects. Large variation
across subjects in the rhythmic discrimination threshold was
desirable because we wanted to subsequently correlate our
measure of streaming ability with speech perception in noise.
Furthermore, values for the regression slope streaming met-
ric used in experiment 1 were strongly correlated with nor-
malized thresholds at a Weber fraction of 0.5 in experiment 3
�200 Hz base frequency: r=0.881, p�0.005; 800 Hz base
frequency: r=0.830, p�0.025; 2000 Hz base frequency: r
=0.906, p�0.0025�, suggesting consistency between the two
measures of streaming in cochlear implant users.

Testing was once again performed at all three base fre-
quencies �200, 800, and 2000 Hz� in a randomized order. At
each base frequency, the first condition tested was that where
the Weber fraction was 0, followed by the condition where
the Weber fraction was 0.5. The exclusion criterion of an
average raw score time delay threshold below 15 ms with the
two tones equal in frequency �Weber fraction=0� was main-
tained for the abridged version of the test. Two subjects did
not meet this criterion at one out of three base frequencies:
both subjects CI11 and CI15 were unable to meet this crite-
rion at the 2000-Hz base frequency condition.
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2. Speech perception in steady-state noise and multi-
talker babble

The tasks of speech perception in steady-state noise and
multi-talker babble used in this study are the same as those
previously described by Turner et al. �2004�. The speech in
these tasks was presented via a loudspeaker situated directly
in front of the listener at 70 dB SPL. The most pertinent
details of these tasks will be described in the following para-
graph. For a more complete description of the tasks, the
reader may refer to Turner et al. �2004�.

Subjects were asked to identify a randomly chosen, pre-
viously recorded spondee from a fixed set of 12 homoge-
neously difficult spondees. The spondee was spoken by a
female talker �fundamental frequency range: 212–250 Hz�
in the presence of varying levels of background sound. Two
different backgrounds were employed. In the first task, the
background was a steady-state white noise, low-pass filtered
at −12 dB per octave above 400 Hz to resemble the long-
term spectrum of speech. In the second task, the background
was two simultaneously presented sentences from the SPIN
test �Bilger, 1984�, with one sentence spoken by a male
talker �fundamental frequency range: 81–106 Hz� and the

other sentence spoken by a female talker �fundamental fre-
quency range: 149–277 Hz�. Within each task, the same
noise sample was used for the background from trial to trial.
An adaptive procedure with 2-dB step sizes �for the varying
background level� was used to determine the 50%-correct
point �in terms of signal-to-noise ratio� for the speech recog-
nition threshold �SRT� for spondees in noise. Each run was
composed of 14 reversals, with the mean of the last ten re-
versals taken as threshold for that run. Each subject com-
pleted four or five runs, with the mean of the last three runs
taken as SRT for that subject.

D. Results and discussion

This experiment was designed to determine if a correla-
tion exists between pure-tone streaming ability and speech
perception in noise. The normalized time delay threshold
�calculated in the same manner as for experiment 1; see Fig.
2� for the rhythmic discrimination streaming task was corre-
lated using exponential fits with performance on speech in
steady-state noise and speech in multi-talker babble for all
cochlear implant subjects. The results are shown in Fig. 7 for

FIG. 7. Correlations between streaming rhythm task and speech in noise for cochlear implant subjects. Normalized time delay thresholds for the streaming
rhythm task at a Weber fraction of 0.5 at each of three base frequencies �200, 800, and 2000 Hz� are plotted against performance on �a� speech in steady-state
noise and �b� speech in two-talker babble.
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each of the three base frequencies of the rhythm streaming
task. Figure 7�a� shows the correlations with speech in
steady-state noise, and Fig. 7�b� shows the correlations with
speech in multi-talker babble. In each case, there was a nega-
tive correlation between performance on the streaming
rhythm task and speech in noise, suggesting that cochlear
implant subjects who had larger time delay thresholds �and
therefore better streaming abilities� performed better on
speech recognition in noise. The correlations were of mod-
erate strength, with r values ranging from 0.460 to 0.757, as
shown in Fig. 7. All of the correlations were statistically
significant �p�0.05�, except for the correlation between the
streaming rhythm task at 200-Hz base frequency and speech
in multi-talker babble �p=0.084�. Exponential fits were cho-
sen to better account for the one data point at the 200-Hz
base frequency on the streaming rhythm task that was much
higher than all of the others, with a value close to 18 for the
normalized threshold. However, all of the data were also fit
with linear regression curves �not shown�, which yielded
similarly moderate correlations and statistically significant
results. Additionally, statistical analysis performed to deter-
mine if the correlation coefficients were significantly differ-
ent from each other revealed no significant differences,
whether comparing r values within each speech perception in
noise task at different base frequencies �p�0.4�, or compar-
ing r values between the two speech perception tasks at the
same base frequency �p�0.5�.

The cochlear implant subjects in this study perform on
average 4.5 dB worse �standard deviation of 3.53 dB� on the
speech perception in two-talker babble task than the speech
perception in steady-state noise task. For comparison’s sake,
Turner et al. �2004� has reported for the same tasks that
normal-hearing subjects perform about 13 dB better on
speech perception in babble. Correlations performed between
the difference in speech recognition thresholds �i.e., examin-
ing the lack of masking release� for the two tasks and the
normalized time delay thresholds of the streaming rhythm
task at each of three base frequencies revealed no significant
correlations �p�0.35 for all correlations�.

The results of the streaming rhythm task may underesti-
mate the amount of stream segregation when the subject can-
not hear the irregular rhythm even at the largest possible time
delay. However, this problem occurred only in a few cases.
Of the 42 unique values for threshold obtained at a Weber
fraction=0.5 �across subjects and base frequencies�, only
four of them were assigned the nominal �ceiling� value of
40 ms for threshold. Thus, ceiling effects did not appear to
be a major problem with our task at the frequency difference
where the correlations with speech perception in noise were
performed.

The correlation between pure-tone stream segregation
and speech perception in noise found in cochlear implant
subjects is consistent with findings in the literature that sug-
gest that frequency resolution is an important determinant of
the ability to perceive speech in noise �Fu et al., 1998�. Di-
minished frequency resolution likely leads to both poorer
pure-tone auditory streaming and poorer speech perception
in noise. However, it is likely that other common factors,
beyond peripheral processes, are also involved in auditory

stream segregation and speech perception in noise. For ex-
ample, common central processes such as selective attention
have been shown to influence auditory stream segregation
�Carlyon et al., 2001� and certainly also play a role in the
ability to understand speech in noise. We propose that the
normalized thresholds from the streaming rhythm task are a
measure of the summation of relevant peripheral and central
processing abilities within a subject. For example, a cochlear
implant subject with poor peripheral frequency resolution
and extremely good cognitive processing may perform
equally well on pure-tone streaming as a different cochlear
implant subject with better frequency resolution but poorer
cognitive processing. The shared importance of these periph-
eral and central processes with speech perception in noise
could thus explain why a correlation is observed between
streaming and speech perception in noise in cochlear implant
subjects.

The observation that the weakest correlation between
streaming and speech perception in noise occurred between
the 200-Hz base-frequency streaming condition and speech
perception in two-talker babble was unexpected. We had hy-
pothesized that we may find the strongest correlation here,
because the 200-Hz region is where the fundamental fre-
quencies of the different talkers are found, and the ability to
segregate talkers based on fundamental frequencies is
thought to be important for understanding speech in noise.
However, there may be a number of reasons for the discrep-
ancy between our hypothesis and our results. First, the ability
of cochlear implant users to stream pure tones �as measured
by the streaming rhythm task� may be different from their
ability to stream more complex, speechlike stimuli. This is
because cochlear implant users may have differing abilities
to extract the fundamental frequencies from more complex
tones. Thus, pure-tone streaming at a base frequency of
200 Hz may not be an accurate measure of streaming based
on fundamental frequency. Second, a number of recent stud-
ies have suggested that current cochlear implant users who
rely solely on electric hearing are deficient in or receive little
to no benefit from fundamental frequency cues for under-
standing speech in a competing talker background �Qin and
Oxenham, 2005; Kong et al., 2005�. This suggests that cues
other than fundamental frequency may currently be more im-
portant for talker segregation by cochlear implant users.
Thus, correlations between speech perception in noise and
streaming ability across all frequency regions may be similar,
because frequency cues in all regions may be used by co-
chlear implant users to segregate speech from noise. Finally,
the correlations between speech perception and streaming at
different base frequencies may be similar because they are
correlated with some common underlying factor. For ex-
ample, central processing abilities may be related to both
auditory stream segregation and speech perception in noise.

We also hypothesized that the increase in masking expe-
rienced by cochlear implant subjects with speech perception
in two-talker babble compared to steady-state noise may be
correlated with streaming ability. One possible reason for the
lack of such correlations in our results is that the ability to
stream speech from different talkers may be different from
the ability to correctly identify which speech belongs to the
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target and which to the masker�s�. In order to take advantage
of the temporal and spectral gaps in the competing talker
noise to understand speech, one must be able to do both.
Thus, variability in the ability to correctly identify the target
speech among subjects with similar streaming abilities may
account for the lack of correlation between streaming and
relative performance on the two speech in noise tasks.

V. CONCLUSIONS

�i� The results of this study suggest that the streaming
rhythm task �adapted from Roberts et al., 2002� is
a test paradigm that can be used to assess auditory
stream segregation in cochlear implant subjects.
The task is sensitive to detection of a range of
pure-tone streaming abilities that is present within
the cochlear implant population.

�ii� There is a range of streaming abilities both within
individual cochlear implant subjects �comparing
different regions of the cochlea� and between co-
chlear implant subjects. Some cochlear implant
subjects perform comparably to normal-hearing
subjects, while others experience much less
streaming than normal-hearing subjects as the fre-
quency separation of two alternating tones is in-
creased.

�iii� The variability in pure-tone streaming abilities
across a wide range of frequencies among different
cochlear implant users correlates moderately well
with their ability to perceive speech in both steady-
state noise and multi-talker babble.

�iv� For normal-hearing listeners, many cues other than
frequency have been shown to be available for
stream segregation, including those based on am-
plitude spectra �Iverson, 1995�, temporal envelope
�Grimault et al., 2002�, and spatial location �Dowl-
ing, 1973�. It will be important in the future to
determine which of these cues available to normal-
hearing individuals are also available to cochlear
implant users for auditory stream segregation, as
well as the utility of these additional streaming
cues for the perception of speech in complex
acoustical backgrounds.
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Temporal onset-order discrimination through the tactual sense:
Effects of frequency and site of stimulation
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This research extends the study of temporal resolution of the tactual sensory system through
measurements of temporal-onset order discrimination for continuous tonal signals addressing �a� the
effects of frequency separation of the two stimuli whose onset orders are to be discriminated and �b�
the effects of redundant coding of frequency and site of stimulation on performance. Sinusoidal
signals were presented either at two separate digits �thumb and index finger of the left hand� or at
a single site of stimulation �left index finger� using a multifinger tactual stimulation system.
Measurements were obtained using a one-interval two-alternative forced choice procedure in which
each interval consisted of the random-order presentation of two different stimuli with roving values
of amplitude and duration. Thresholds were estimated from psychometric functions of d� as a
function of stimulus-onset asynchrony �SOA�. On average, temporal onset-order thresholds were
larger for one-finger conditions �mean SOA of 74.8 ms� than for two-finger conditions �mean SOA
of 48.5 ms� and decreased as frequency separation increased, particularly for single-site
presentation. Redundant coding of frequency and site of stimulation resulted in higher resolution by
a factor of 1.5 compared to frequency alone and by a factor of 1.2 compared to site alone.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2204452�

PACS number�s�: 43.66.Wv �RAL� Pages: 375–385

I. INTRODUCTION

The current research is concerned with the temporal-
resolution ability of the human tactual sensory system and
extends previous work of Yuan et al. �2005a� investigating
tactual temporal onset-order resolution. This research is re-
lated to the development of optimal encoding schemes for
the tactual display of temporal properties of acoustic signals
in communication aids for persons with profound hearing
impairment �see Yuan, 2003; Yuan et al., 2004, 2005b�.

In the tactual modality, much of the previous research
has been concerned with the ability to discriminate the tem-
poral order of two successive transient mechanical or elec-
trotactile signals �Hirsh and Sherrick, 1961; Sherrick, 1970;
Marks et al., 1982; Shore et al., 2002� or brief vibrotactile
patterns �Craig and Baihua, 1990; Craig and Busey, 2003�.
Because of the transient nature of these signals, there is no
overlap between signals, and judgments of temporal order
can be based on both onset and offset cues. Temporal-order
thresholds obtained with such signals are generally on the
order of 20–40 ms, with the exception of much larger values
on the order of hundreds of ms reported by Marks et al.
�1982� for electrocutaneous signals. More recently, research
has been concerned with temporal onset-order measurements
through the tactual sense using continuous rather than tran-
sient signals �Eberhardt et al., 1994; Yuan et al., 2005a�.
Measurements with such signals typically involve temporal
overlap of the two stimuli whose onset is to be discriminated,
and techniques may be introduced to eliminate the use of
confounding offset cues �Yuan et al., 2005a�.

Eberhardt et al. �1994� presented preliminary results of
measurements concerned with the ability to determine the
temporal-onset order of a “movement” and a “vibratory” sig-
nal presented through a haptic display at the index finger
where thresholds ranged from roughly 40 to 93 ms across
subjects. Yuan et al. �2005a� conducted a psychophysical
study of tactual temporal-onset order thresholds for the fol-
lowing two signals: a 250-Hz sinewave at the index finger
and a 50-Hz sinewave at the thumb. These signals were se-
lected on the basis of a tactual display designed for the pre-
sentation of a temporal cue to voicing �Yuan, 2003; Yuan et
al., 2004, 2005b�. The amplitude and duration of each of
these sinewaves were roved independently from trial to trial
in a one-interval two-alternative forced choice �1I2AFC�
procedure �to approximate the variations in these parameters
encountered in real speech signals�. Performance, measured
as a function of stimulus-onset asynchrony �SOA�, averaged
roughly 34 ms at threshold �defined as the �SOA� required for
d�=1.0�. The current research was undertaken to extend the
psychophysical results of Yuan et al. �2005a� to include
study of the effects of frequency separation and site of stimu-
lation, as well as the effects of redundancy in the coding of
these two parameters, on temporal onset-order resolution.
Such effects have not been studied systematically for onset-
order discrimination of continuous tonal signals and are
highly relevant to issues regarding the coding of tactual dis-
plays of speech.

Previous psychophysical and neurophysiological re-
search on the tactual sensory system indicates that this sys-
tem is composed of at least four separate information-
processing channels, each with specific receptors and
peripheral nerve fibers, associated psychophysical character-a�Electronic mail:hfyuan@mit.edu
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istics, and distinct perceptual qualities �e.g., see Bolanowski
et al., 1988; Gescheider et al., 2002�. Three channels con-
tribute primarily to the frequency-response characteristic of
the tactual sensory system. The P channel, associated with
Pacinian afferents, is the most sensitive one at high frequen-
cies of vibration �60-500 Hz� �Verrillo, 1966a,b; Mountcastle
et al., 1972; Verrillo and Gescheider, 1977; Johansson, 1978;
Johansson et al., 1982; Bolanowski and Verrillo, 1982; Bol-
anowski et al., 1988�. The perceptual quality associated with
these high-frequency low-amplitude �on the order of tens of
microns� stimuli is that of a relatively focused vibration. The
NPI channel, corresponding to the rapidly adapting �RA� af-
ferent fibers associated with Meissner corpuscles, is prima-
rily responsible for detection of midfrequency vibrations be-
tween approximately 10 and 60 Hz �Talbot et al., 1968;
Mountcastle et al., 1972; Gescheider et al., 1985; Verrillo
and Bolanowski, 1986; and Bolanowski et al., 1988�. Stimuli
within this region of intermediate frequencies and amplitudes
give rise to a qualitative sensation of fluttering. The NPIII
channel, associated with the slowly adapting type I �SAI�
afferent fibers that innervate Merkel-cell neurite complexes,
is the most sensitive at frequencies below roughly 10 Hz; its
threshold is relatively independent of frequency �Johansson,
1978; Verrillo, 1979; Bolanowski et al., 1988�. The percep-
tual quality associated with these low-frequency high-
amplitude signals �on the order of several mm� is that of
slow movements. The NPII channel, associated with the
slowly adapting type II �SAII� afferent fibers that innervate
Ruffini endings, contributes to the perception of pressure. Its
role in vibrotactile processing is less clear than that of the
other three channels, but is believed to contribute to the su-
prathreshold reception of tactual sensations over a wide fre-
quency range �Bolanowski et al., 1993; Gescheider et al.,
2002�.

For many purposes, the tactual sensory system may be
regarded as a continuum from the kinesthetic information
provided by high-amplitude low-frequency movements to
the cutaneous information provided by low-amplitude high-
frequency vibrations. The experiments reported here exam-
ined the effects of stimulating frequency within and across
the different information-processing channels of the tactual
sensory system on the ability to discriminate temporal onset
order. The effects of frequency and site of stimulation �and
their redundancy� on the ability to make judgments regarding
the temporal onset-order of stimulation have not been stud-
ied in a systematic manner. These stimulus properties are
typically employed in the design of tactual and haptic dis-
plays of acoustic or visual information. A more thorough
understanding of the effects examined here has important
applications to the design of coding systems for the display
of information through the sense of touch.

The experiments employed pairs of identical or different
frequencies from within each of the three major channels of
the tactual sensory system as well as pairs of frequencies
from across each of the three channels. The effects of fre-
quency separation were examined at two sites of stimulation
�Experiment 1� as well as at one site of stimulation �Experi-
ment 2�. The experiments also explored the effects of redun-
dant versus nonredundant coding of site and frequency of

stimulation. Redundancy effects were examined in condi-
tions comparing the presentation of the same frequency ver-
sus different frequencies in the two-finger condition and con-
ditions comparing the presentation of a given frequency pair
at one site versus two sites. In addition, redundancy effects
were examined in two conditions in which frequency was
independent of site of stimulation but differed as to whether
subjects were instructed to respond to temporal-onset order
on the basis of frequency �Experiment 3� or site of stimula-
tion �Experiment 4�.

II. METHOD

A. Subjects

Four normal-hearing individuals ranging in age from 18
to 40 years �two females� served as subjects in this study. All
subjects were screened for tactual threshold detection before
participating in the experiments. Audiological testing was
conducted to provide a baseline for each subject’s hearing
level prior to exposure to auditory masking noise and again
at the completion of the study. Subjects were paid for their
participation in the study. None of the subjects reported any
known tactual impairments of the hand. One of the subjects
�Subj. 1� participated in a previous study of tactual temporal
onset-order �Yuan et al., 2005a� and tactual speech reception
�Yuan et al., 2005b�. The remaining subjects had no previous
experience in experiments with tactual stimulation.

B. Apparatus

The tactual stimulating device used in the experiments
�referred to as the Tactuator—see Fig. 1� was initially devel-
oped by Tan �1996� for research with multidimensional tac-
tual stimulation. A complete discussion of this system is pro-

FIG. 1. Illustration of the Tactuator stimulating device. The upper panel is a
photograph of one of the three motor assemblies with labeled components.
The lower panel is a schematic drawing illustrating finger placement on
three vibrating rods of the Tactuator device �right panel�. �Taken from Tan,
1996�.
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vided in Tan and Rabinowitz �1996�, which includes a
detailed description of the hardware components, controller
components, and performance characteristics of the device.
For the current research, the original system was upgraded
with a new computer, digital signal-processing system, and
electronic control system to improve its performance capa-
bilities. A complete description of the characteristics of the
modified system is available in Yuan �2003�.

The device is a three-finger display capable of present-
ing a broad range of tactual movement to the human fingers.
It consists of three mutually perpendicular rods that interface
with the thumb, index finger, and middle finger in a manner
that allows for a natural hand configuration �see bottom
panel of Fig. 1�. A photograph of the motor assembly �with
labeled components� associated with one of the rods is pro-
vided in the upper panel of Fig. 1. Each rod is driven inde-
pendently by an actuator that is a head-positioning motor
from a hard-disk drive. The position of the rod is controlled
by an external voltage source to the actuator and is measured
by an angular position sensor that is attached to the moving
part of each of the three motor assemblies. The rods are
capable of moving the fingers, which rest lightly on the rods,
in an outward �extension� and inward �flexion� direction rela-
tive to a neutral resting position. The subject is instructed to
actively follow the movements of the device by maintaining
contact with the rod.

The design of the device was guided largely by the de-
sire to incorporate characteristics of successful “natural”
methods of tactual communication used by deaf-blind per-
sons �such as Tadoma� into an artificial display of speech. In
Tadoma, the deaf-blind user places his or her thumb on the
lips of the talker and fans the other four fingers across the
talker’s face and neck. By monitoring the movements of the
lips and jaw �predominantly kinesthetic cues� and vibrations
on the neck �predominantly tactile cues�, well-trained deaf-
blind individuals can achieve good comprehension of speech
presented at slow-to-normal rates �Reed et al., 1985�. As
Rinker et al. �1998� point out �in a study employing a similar
type of stimulating device�, this type of stimulation is inter-
mediate between �1� the active, unconstrained movements of
the fingers involved in natural tactual exploration and �2� the
passive delivery of stimuli to a resting body site. Such an
intermediate type of design has the advantage of measuring

performance in a practical display that permits a natural type
of finger movement on the part of the subject, but carries a
corresponding limitation in the precision with which the
stimulation can be controlled and specified.

The overall performance of the device is nonetheless
well suited for psychophysical studies of the tactual sensory
system. First, the device is capable of delivering frequencies
along a continuum from dc to 300 Hz, allowing for stimula-
tion in the kinesthetic �low-frequency� and cutaneous �high-
frequency� regions, as well as in the midfrequency range.
Second, the range of motion provided by the display for each
digit is roughly 26 mm. This range allows delivery of stimu-
lation at levels from threshold to approximately 50 dB sen-
sation level �SL� throughout the frequency range from dc to
300 Hz. Third, each channel is highly linear, with low har-
monic distortion and negligible interchannel crosstalk.
Fourth, loading �resulting from resting a finger lightly on a
moving bar of the actuator� does not have a significant effect
on the magnitude of the stimulation.

C. Experimental Paradigm

Temporal-onset order discrimination thresholds were
measured using a 1I2AFC procedure with trial-by-trial
correct-answer feedback. The temporal sequence of events
for two representative trials in the 1I2AFC procedure is il-
lustrated in Fig. 2. One interval �or trial� of the experiment
involved the presentation of two stimuli �S1 and S2� in one
of two possible onset orders �with equal a priori probabili-
ties�: onset of S1 followed by onset of S2 �S1, S2� or onset
of S2 followed by onset of S1 �S2, S1�. The subject’s task
was to determine, on each trial, which of the two possible
onset orders ��S1, S2� or �S2, S1�� was presented, and per-
formance was examined as a function of stimulus-onset
asynchrony SOA. The upper panel of Fig. 2 shows S1, and
the lower panel shows S2. Sequential events are shown for
two full trials �Trial 1 and Trial 2�. The onsets of S1 and S2
of the two trials are marked by T1 and T2, respectively. �The
values of the duration and amplitude of each of the two sig-
nals are selected randomly and independently from the dis-
tributions described below.� Note �as in Trial 2� that it is
possible for the signal with an earlier onset to terminate after
the second stimulus.

FIG. 2. �Color online� Illustration of the temporal se-
quence of events for two representative trials in the
temporal-onset order discrimination experiment. The
upper panel shows S1, and the lower panel shows S2.
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SOA was defined as the time asynchrony between the
onset of S1 relative to the onset of S2, i.e., onset time of
Signal 1 minus onset time of Signal 2 �S1onset−S2onset�. The
absolute value of SOA was kept constant throughout a given
run so that, in effect, the only aspect of the stimulus that
varied during the run and needed to be judged by the subject
on a trial-to-trial basis was the sign of the SOA. In Fig. 2,
Trial 1 represents a positive value of SOA, where the onset
time for S2 leads the onset time for S1 �T1–T2�0�. Trial 2
illustrates a negative value of SOA, where the onset time for
S1 leads the onset time for S2 �T1–T2�0�.

During the end of one trial to the beginning of the next
trial, the following series of events occurred: A prompt was
presented for the subject to choose one of the two response
codes, the response was stored digitally, the text providing
correct-answer feedback was displayed on the monitor, the
parameters were computed for the next trial, and finally a
prompt was presented for a new trial. The duration of this
time period varied, depending primarily on the subject’s re-
sponse time.

The experiment was conducted with trial-by-trial inde-
pendent roving of both the duration and amplitude of each of
the two sinewaves. Signals were gated on and off with a
rise-fall time of 20 ms shaped with a Hanning window. The
duration of the two stimuli in each trial was selected inde-
pendently from a uniform distribution of the following seven
values: 200, 250, 300, 350, 400, 450, 500 ms �leading to 7
�7=49 possible duration pairs�. Thus, the offset order of the
two stimuli on each trial is random, and cannot be used as a
cue in the temporal onset-order task. Roving amplitude was
also employed to eliminate the potential use of a confound-
ing cue based on possible differences in the perceived mag-
nitude of the two stimuli if they were fixed at a given value
of SL. The value of amplitude of the two stimuli in each trial
was selected from a uniform distribution of six values of
sensation level: 30, 33, 36, 39, 42, and 45 dB SL relative to
average thresholds obtained previously with the Tactuator
device �Yuan, 2003�. These stimulus levels are within the
range of comfortable levels of tactual stimulation described
by Verrillo et al. �1969� and were selected to permit the
distinct perception of both stimuli within any given trial.

Threshold measurements were obtained using a two-
interval two-alternative forced choice procedure at frequen-
cies of 2, 10, 25, 50, 100, 200, 250, and 300 Hz at the index
finger and thumb of four subjects �Yuan, 2003�. Thresholds
at other frequencies employed in the current study but not in
the threshold testing �3, 7, 55, 155, and 315 Hz� were inter-
polated from curves fit to the data points. Threshold values
for the eight frequencies examined in the current study are
provided in Table I. The stimulation levels of the signals
employed in the experiments are described in terms of dB SL
relative to the thresholds reported in Table I.

D. Experimental conditions

The experimental conditions employed in the measure-
ment of temporal onset-order discrimination thresholds are
summarized in Table II. In Table II, S1 and S2 are described
in terms of frequency ��� and site of stimulation �F�. S1 is

notated as ��1 ,F1� and S2 as ��2 ,F2�. Frequency of stimu-
lation � could take on one of eight values: two frequencies
from the low-frequency region �3 and 7 Hz�, three frequen-
cies from the intermediate region �25, 50, and 55 Hz�, and
three frequencies from the high-frequency region �155, 250,
and 315 Hz�. The site of stimulation F could assume one of
two values: T for thumb and I for index finger.

The conditions shown in Table II are grouped into four
different experiments.

In Experiment 1, �1, was always delivered to the thumb,
and �2 was always delivered to the index finger. Ten differ-
ent pairs of �1 ,�2 were tested: three pairs where �1=�2

�SF�same frequency�, three pairs where �1��2 and both
values are from within the same frequency region �WC
�within channel�, and four pairs where �1��2 and both
values are taken from different frequency regions �CC�cross
channel�. Subjects were instructed to respond by typing “T”
if the stimulus order was �S1, S2� or “I” if the stimulus order
was �S2, S1�.

In Experiment 2, only one site of stimulation was em-
ployed: the index finger. Three pairs of WC values of �1 and
�2 were employed and four pairs of CC values of �1 and
�2. Subjects were instructed to respond by typing “L” if the
stimulus order was �S1, S2� or “H” if the stimulus order was
�S2, S1�.

In the four conditions of Experiments 3 and 4, S1 and S2
each could assume one of two different values. In Experi-
ment 3, the subject’s task was to determine which of the two
stimulating frequencies had an earlier onset. The subjects
were instructed to press “L” if they perceived the order to be
��1 ,�2� or “H” if they perceived the order to be ��2 ,�1�. In
Experiment 4, the subject’s task was to determine which of
the two sites of stimulation had an earlier onset. The subjects
were instructed to press “L” if they perceived the order to be
��1 ,�2� or “H” if they perceived the order to be ��2 ,�1�. In
Experiment 4, the subject’s task was to determine which of
the two sites of stimulation had an earlier onset. The subjects
were instructed to press T if they perceived that the stimuli
were ordered as �F1,F2� or I if they perceived the ordering to
be �F2,F1�.

Experiment 1 was designed to examine the effects of
frequency separation on temporal onset-order discrimination
for the case where S1 and S2 were presented at different sites
of stimulation �i.e., S1 at the thumb and S2 at the index
finger�. Experiment 2 examined the effects of frequency
separation for presentation at a single site of stimulation �in-
dex finger�. Experiment 3 measured the ability to make tem-
poral onset-order decisions on the basis of frequency in the
presence of the irrelevant property of site of stimulation. Ex-

TABLE I. Mean of the absolute threshold values in dB re 1.0 �m peak at
the eight frequencies for the thumb and index finger across four subjects in
a previous study �Yuan, 2003�, through the Tactuator device.

Frequency
�Hz� 3 7 25 50 55 155 250 315

Index 32 25 17 5 3 −15 −22 −19
Thumb 37 30 20 0 2 −20 −25 −25
Mean 34 28 19 3 3 −18 −24 −22
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periment 4 measured the ability to make such decisions on
the basis of site of stimulation in the presence of the irrel-
evant property of stimulating frequency.

E. Procedure

For each subject, performance was measured at two dif-
ferent values of �SOA� for each of the stimulus pairs �S1, S2�
described in the experimental conditions of Table II. As
stated previously, for any given value of �SOA�, the subject’s

task was to determine the sign of the SOA. The particular
�SOA� values used for each subject were selected to yield
performance in the range of roughly 55–90% correct. Five
experimental blocks were run using the two values of �SOA�
selected for each subject. Within each block, one 50-trial run
was conducted at each of the two values of �SOA� with the
order of the two values of �SOA� chosen at random. The
subjects were instructed to guess when they were unsure of
the order of the stimuli.

A computer program written in C controlled the genera-
tion of the stimuli, the presentation of the stimuli to the Tac-
tuator device, and the recording of subject’s responses on a
DELL computer. During the experiment, the subject sat ap-
proximately 0.8 m from the video monitor �DELL Trinitron�
and 0.6 m from the Tactuator, and placed the index finger
and the thumb of the left hand on the two corresponding rods
of the Tactuator. To eliminate any auditory cues from the
vibration of the Tactuator, subjects wore foam earplugs that
were designed to provide 30-dB attenuation and also wore
earphones that delivered pink masking noise at an overall
level of roughly 90 dB sound pressure level. The attenuation
and the noise were sufficient to mask any air-conducted
sounds arising from the device itself. In addition, the mask-
ing noise was deemed sufficient for eliminating any bone-
conducted sounds that might arise from the highest levels of
stimulation.

F. Data analysis

Results for each subject and each experimental run were
summarized in terms of a 2�2 stimulus-response confusion
matrix. Signal-detection measures of sensitivity �d�� and bias
��� �Green and Swets, 1966; Durlach, 1968� were computed
for each matrix assuming equal-variance Gaussian distribu-
tions. Data were summarized by psychometric plots of d�
versus �SOA�. Threshold is estimated as the value of �SOA�
corresponding to d�=1.

III. RESULTS

A. Experiment 1: Two-finger stimulation, frequency
fixed at each finger

Thresholds of the temporal onset-order discrimination
task �defined as the value of �SOA� at which d�=1� are
shown in Table III for each subject and each of the ten fre-
quency pairs. For each subject, thresholds were similar
across frequency pairings. Standard deviations across the fre-
quency pairings ranged from 4.7 ms �Subj. 1� to 9.4 ms
�Subj. 2�. Average threshold values, however, varied substan-
tially across subjects, ranging from 23.1 ms �Subj. 1� to
69.9 ms �Subj. 2�.

Results are further grouped into three types of frequency
pairs: SF, WC, and CC frequency pairs �see Table II, Experi-
ment 1�. Mean and standard deviation of performance on the
pairs within each group are shown for each of the four indi-
vidual subjects in the top panel of Fig. 3. For each subject,
thresholds were similar within each of the three groups of
frequency pairings. Standard deviations were small within
each of the groups, and never exceeded 10 ms for any sub-

TABLE II. Description of the stimulus pairs �S1 and S2� employed in the
temporal onset-order discrimination experiments. The stimuli are defined in
terms of frequency ��� and finger of stimulation �F�. � is given in Hz; F can
take on one of two values—thumb �T� or index finger �I�. S1 is notated as
��1 ,F1� and S2 is notated as ��2 ,F2�. The subject’s task was always to
determine the order in which the two stimuli were presented, i.e., �S1, S2� or
�S2, S1�. The frequency comparison �1 vs �2 for each condition is labeled
as one of three types: SF �same frequency�, WC �within channel�, or CC
�cross channel�.

Exp. �1 vs �2 �1
a F1 �2

a F2

1 SF 7 T 7 I
1 SF 55 T 55 I
1 SF 315 T 315 I
1 WC 3 T 7 I
1 WC 25 T 55 I
1 WC 155 T 315 I
1 CC 7 T 55 I
1 CC 55 T 315 I
1 CC 7 T 315 I
1 CC 50 T 250 I

2 WC 3 I 7 I
2 WC 25 I 55 I
2 WC 155 I 315 I
2 CC 7 I 55 I
2 CC 55 I 315 I
2 CC 7 I 315 I
2 CC 50 I 250 I

3b WC 25 I or T 55 T or I
3b CC 7 I or T 55 T or I
3b CC 50 I or T 250 T or I
3b CC 7 I or T 315 T or I

4c WC 25 or 55 T 55 or 25 I
4c CC 7 or 55 T 55 or 7 I
4c CC 50 or 250 T 250 or 50 I
4c CC 7 or 315 T 315 or 7 I

aThe amplitude and duration of the stimulating frequency �1 and �2 were
selected at random �with equal a priori probability� on each trial from a
distribution of six values of sensation level in the range of 30–45 dB SPL
and seven values of duration in the range of 200–500 ms.
bIn Experiment 3, S1 uses I if and only if S2 uses T; and S1 uses T if and
only if S2 uses I. The assignment of I to S1 or S2 is random on each trial
with equal a priori probabilities.
cIn Experiment 4, S1 uses the lower frequency value if and only if S2 uses
the higher frequency value; and S1 uses the higher frequency value if and
only if S2 uses the lower frequency value. The assignment of the low-
frequency value to S1 is random on each trial with equal a priori probabili-
ties.
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ject or frequency grouping. Thresholds averaged across sub-
jects were 53.9 ms for SF pairs, 47.2 ms for WC pairs, and
47.8 ms for CC pairs. A two-way ANOVA was performed on
the threshold values using type of frequency pair and subject
as the two main factors. The effects of subject and frequency
grouping on performance were both significant with
�F�3,34�=116.88; p�0.001� and ��F�2,34�=8.07; p
�0.001�, respectively. A posthoc Scheffe analysis was also
conducted to examine the significance of differences within
pairs of means on each of the main factors. For the factor of
subject, the performance of Subj. 1 and Subj. 4 was signifi-
cantly different from each other ��=0.05� and from the per-
formance of Subj. 2 and Subj. 3 ��=0.05�, who did not differ

significantly. For the factor of frequency grouping, perfor-
mance under SF grouping was significantly ��=0.05� differ-
ent from the performance under the other two frequency
groupings �WC and CC groupings�.

B. Experiment 2: One-finger stimulation

Thresholds for each subject and each frequency pair are
shown in Table IV. Mean threshold values across the fre-
quency pairings were similar for Subj. 1, Subj. 3, and Subj. 4
�54.2 to 55.6 ms� compared to the much larger mean thresh-
old of 133.6 ms for Subj. 2. Standard deviations were larger
across the frequency pairings than in Experiment 1 and
ranged from 23.4 ms �Subj. 3� to 58.3 ms �Subj. 2�.

Results are further grouped into two types of frequency
pairs: WC and CC frequency pairs. Mean and standard de-
viation of performance within each group are shown for each
of the four individual subjects in the bottom panel of Fig. 3.
For each subject, effects of frequency separation are obvious.
Thresholds for the three WC pairs �averaging 98.5 ms across
subjects� are larger than for the four CC frequency pairs
�averaging 56.9 ms�. The ratio of WC/CC threshold values is
in the range of 1.5 to 2.2 across the four subjects. A two-way
ANOVA was performed on the threshold values using type of
frequency pair and subject as the two main factors. The re-
sults of the ANOVA indicate that both factors are significant
�F�1,23�=11.83; p�0.002;F�3,23�=10.75; p�0.0001�. A
posthoc Scheffe analysis on the Subject effect indicated that
the performance of Subj. 2 was significantly different ��
=0.05� from that of the other subjects.

C. Experiment 3: Two-finger stimulation, frequency
not tied to finger, discriminate on basis of
frequency

Thresholds for each subject and each of the four fre-
quency pairs are provided in Table V. Again, mean threshold
values were similar for Subj. 1, Subj. 3, and Subj. 4 �ranging
from 41.1 to 49.3 ms� and substantially lower than the
146.4 ms threshold obtained by Subj. 2. Standard deviations
across the four frequency pairings ranged from 1.7 ms �Subj.
4� to 81.0 ms �Subj. 2�. Results are further grouped into two
types of frequency pairs: one WC pair �25,55� and three CC
frequency pairs ��50,250�, �7,55�, and �7,315��. Performance
within each group is shown for the four individual subjects
in the upper panel of Fig. 4. For each subject �except Subj.

TABLE III. Temporal onset-order thresholds �in ms� for each subject and each frequency pair in Experiment 1.

SF WC CC

Mean S.D.�7,7� �55,55� �315,315� �3,7� �25,55� �155,315� �50,250� �55,315� �7,55� �7,315�

Subj. 1 22.16 26.81 29.98 15.36 18.30 18.04 25.06 25.54 23.24 26.94 23.14 4.66
Subj. 2 84.24 67.12 78.86 66.29 71.04 75.63 65.30 73.60 67.26 49.66 69.90 9.38
Subj. 3 54.66 63.01 58.47 50.60 50.39 57.40 55.40 53.09 42.61 46.37 53.20 5.98
Subj. 4 50.94 53.71 57.00 52.34 45.61 45.23 41.99 38.05 48.48 45.27 47.86 5.75

Mean 53.00 52.66 56.08 46.15 46.34 49.08 46.94 47.57 45.40 42.06 48.53
S.D. 25.39 18.12 20.06 21.69 21.70 24.17 17.43 20.69 18.13 10.25 18.15

FIG. 3. �Color online� Summary of results for Experiments 1 and 2. In the
top panel, results of Experiment 1 are grouped into three types of frequency
pairs: SF pairs, WC frequency pairs, and CC frequency pairs. Mean and
±1 S.D. of performance within each group are shown for each of the four
individual subjects. In the bottom panel, results of Experiment 2 are grouped
into two types of frequency pairs: WC and CC frequency pairs. Mean and
±1 S.D. of performance within each group are shown for each of the four
individual subjects.
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4�, threshold for the WC pair �25,55� is larger than thresholds
for the three CC pairs. Mean threshold values across the four
subjects averaged 111.1 ms for the WC pair and 57.4 ms for
the CC pairs. A two-way ANOVA was performed on the
threshold values using type of frequency pair and subject as
the two factors. The results of the ANOVA indicate that both
factors are significant �F�1,11�=7.46, p�0.02;F�3,11�
=8.82, p�0.002�. A posthoc Scheffe analysis of the Subject
effect indicated that the performance of Subj. 2 was signifi-
cantly different ��=0.05� from that of the other three sub-
jects.

D. Experiment 4: Two-finger stimulation, frequency
not tied to finger, discriminate on basis of
finger

Thresholds for each subject and each of the four fre-
quency pairs are shown in Table VI. Threshold values were
similar for Subj. 1, Subj. 3, and Subj. 4 �ranging from 46.8 to
56.2 ms� and somewhat higher for Subj. 2 �92.0 ms�. Stan-
dard deviations across the four frequency pairings ranged
from 5.5 ms �Subj. 3� to 36.7 ms �Subj. 2�. Results are fur-
ther grouped into two types of frequency pairs �WC and CC�.
Performance within each group is shown for the four indi-
vidual subjects in the bottom panel of Fig. 4. For each sub-
ject, no significant effects of frequency separation were ob-
served. A two-way ANOVA was performed on the threshold
values using type of frequency pair and subject as the two
main factors. The results of the ANOVA indicate significance
only for the factor of subject �F�3,11�=3.96, p�0.04�.

IV. DISCUSSION

A. Effects of frequency separation

The effects of frequency separation on temporal onset-
order discrimination were much larger for single-site stimu-
lation than for two-finger stimulation. For stimuli delivered
solely to the left index finger, thresholds for within-channel

TABLE IV. Temporal onset-order thresholds �in ms� for each subject and each frequency pair in Experiment 2.

WC CC

Mean S.D.�3,7� �25,55� �155,315� �50,250� �55,315� �7,55� �7,315�

Subj. 1 106.98 59.69 44.47 39.07 49.28 47.89 41.90 55.61 23.60
Subj. 2 243.32 125.40 125.58 119.95 167.96 90.26 63.02 133.64 58.31
Subj. 3 73.17 90.83 70.37 40.98 34.17 32.76 36.96 54.18 23.44
Subj. 4 135.57 49.24 57.87 37.11 35.36 42.21 32.06 55.63 36.35

Mean 139.76 81.29 74.57 59.28 71.69 53.28 43.49 74.77
S.D. 73.60 34.30 35.61 40.48 64.54 25.43 13.63 49.93

TABLE V. Temporal onset-order thresholds �in ms� for each subject and
each frequency pair in Experiment 3.

WC CC

Mean S.D.�25, 55� �50, 250� �7, 55� �7, 315�

Subj. 1 76.69 38.34 32.59 49.56 49.30 19.58
Subj. 2 258.66 133.63 128.11 65.35 146.44 80.97
Subj. 3 66.38 37.26 41.56 40.48 46.42 13.43
Subj. 4 42.47 39.35 42.65 39.99 41.12 1.69

Mean 111.05 62.15 61.23 48.85 70.82
S.D. 99.45 47.66 44.82 11.85 60.15

FIG. 4. �Color online� Summary of results for Experiments 3 and 4. In the
top panel, results of Experiment 3 �Two-finger stimulation: onset order dis-
crimination based on frequency� are grouped into two types of frequency
pairs: WC and CC frequency pairs. Mean and ±1 S.D. of performance of
each group are shown for the four individual subjects. In the bottom panel,
results of Experiment 4 �Two-finger stimulation: onset-order discrimination
based on finger� are grouped into two types of frequency pairs: WC and CC
frequency pairs. Mean and ±1 S.D. of performance of each group are
shown for four individual subjects.
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frequency pairs �averaging 98.5 ms across subjects� were
roughly 1.7 times greater than those observed for cross-
channel pairs �56.9 ms�. Among the within-channel pairs for
one-finger stimulation, thresholds were substantially larger
for the low-frequency pair �139.8 ms� than for the
intermediate-frequency �81.29 ms� or high-frequency
�74.6 ms� pair. The length of the periods associated with the
low-frequency stimuli �i.e., periods of 333.33 ms and
142.9 ms for 3 Hz and 7 Hz, respectively� may require a
longer time in which to identify and discriminate low-
frequency compared to higher-frequency signals. For tempo-
ral gap detection of vibrotactile sinusoidal signals, Gesc-
heider et al. �2003� did not observe any difference in
resolution for stimuli selected to activate the Pacinian
�250 Hz, large contactor�, NPII �250 Hz, small contactor�,
and NPI �62 Hz, small contactor� channels. The current data
also show a trend for similar temporal resolution for
intermediate- and high-frequency signals. Because Gesc-
heider et al. �2003� did not include motional stimulation in
their study, it is not known whether the increased temporal-
onset order thresholds observed here would be reflected by
increased gap-detection thresholds.

Although the thresholds for WC pairs are clearly higher
than those at for CC pairs in the single-finger condition, it
seems that there is no strong evidence that the separation �in
terms of the number of just-noticeable-difference �JND�
steps� between the two frequencies in a pair plays a signifi-
cant role in determining the size of the temporal onset-order
threshold. The numbers of JND steps was calculated for each
frequency pair using previous estimates of tactile frequency-
discrimination data available in the literature �see Fig. 1.2 of
Verrillo and Gescheider, 1992�. The calculations assumed
that the Weber fraction �	F /F� increases with frequency and
is 0.1 in the low-frequency range, 0.3 for intermediate fre-
quencies, and 0.5 in the high-frequency range. Estimates of
the number of JND steps between nonidentical pairs of fre-
quencies were calculated assuming a logarithmic relationship
to describe the growth of the JND in Hz within each region.
For WC pairs, our estimates of the number of JND steps
decrease from roughly 9 for the low-frequency pair, to 3.0
for the midfrequency pair, to 1.7 for the high-frequency pair.
Thus, if thresholds are dependent on JND steps, we would
expect to observe a decrease in performance with an increase
in frequency. For Experiment 1, the mean temporal onset-
order thresholds across subjects were quite similar for the

three WC pairs, as well as for the four CC pairs �where the
number of JND steps are estimated to be as high as 20 for the
low-high pair�, strongly suggesting that performance is not
closely related to the number of JND steps. In Experiment 2,
the mean performance on WC pairs, in fact, improved with
increasing frequency �with the largest threshold for the pair
�3,7��. Thus, temporal onset-order discrimination thresholds
appear not to be determined by the number of JND steps, per
se, but rather to be more closely linked to whether or not
frequencies are from within the same or across different
channels of the tactual system.

The increase in thresholds for WC pairs compared to CC
pairs in the single-finger condition may be explained by an
increase in signal interactions for stimulus frequencies within
the same channel �compared to across channels�. This obser-
vation is consistent with that of previous psychophysical
studies of the interactions of signals from within and across
the various channels of the tactual system �e.g., see review
by Gescheider et al., 2004�. For example, psychophysical
measurements of tuning curves for the high frequency Pacin-
ian channel, obtained using same-site forward-masking or
adaptation techniques, demonstrate threshold elevations of
probe signals only in the presence of masking and adaptation
signals located within the same channel as the probe. Simi-
larly, results from same-site loudness-matching studies indi-
cate that sensation magnitudes differ for combinations of two
signals within a given channel compared to signals across
channels. The results of these studies have been interpreted
as suggesting that perceptual interactions between WC sig-
nals occur at a more peripheral level than those of CC sig-
nals.

For the two-finger conditions employed in Experiment
1, the use of the same stimulating frequency at both sites led
to somewhat higher thresholds �averaging 53.9 ms� than the
use of different frequencies �either within or across channels,
where thresholds averaged roughly 47.5 ms� at the two sites.
Generally, the site of stimulation appears to provide a strong
cue for onset-order independent of frequency, although the
use of different frequencies at the two sites does lead to a
slight reduction in threshold. When subjects were asked to
determine temporal-onset order on the basis of frequency
alone �ignoring place of stimulation in a two-finger condi-
tion, as in Experiment 3�, performance on the within-channel
pair of frequencies �111.0 ms� was inferior to that obtained
on the cross-channel frequencies �64.4 ms�, suggesting that a
greater frequency separation facilitates onset-order discrimi-
nation. On the other hand, frequency separation had a much
smaller effect on thresholds when the task was performed on
the basis of site alone �as in Experiment 4�.

B. Effects of redundancy

Conditions employing redundant coding of frequency
and site of stimulation led to lower thresholds than those
obtained in conditions where performance was based solely
on frequency or site. Under the redundant coding conditions
of Experiment 1 �two-finger stimulation with WC and CC
pairs�, thresholds averaged roughly 47.5 ms over subjects
and pairs. Site-alone performance was measured in the two-

TABLE VI. Temporal onset-order thresholds �in ms� for each subject and
each frequency pair in Experiment 4.

WC CC

Mean S.D.�25,55� �50,250� �7,55� �7,315�

Subj. 1 50.94 57.25 32.68 46.21 46.77 10.43
Subj. 2 77.72 146.59 76.83 66.82 91.99 36.73
Subj. 3 51.61 59.11 51.55 62.56 56.21 5.53
Subj. 4 44.78 61.95 48.73 62.60 54.52 9.11

Mean 56.26 81.23 52.45 59.55 62.37
S.D. 14.63 43.62 18.26 9.11 25.29
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finger conditions of Experiment 1 employing SF pairs and in
Experiment 4 �where the subject was instructed to determine
temporal-onset order on the basis of site alone and to ignore
the irrelevant dimension of frequency�. Thresholds for these
two cases described above averaged 53.9 ms and 62.4 ms,
and were greater than the thresholds for redundant coding by
factors of 1.1 and 1.3, respectively. Frequency-alone perfor-
mance was measured through the presentation of WC and
CC frequency pairs to a single site �Experiment 2� and in
Experiment 3 �where the subject’s task was to determine
temporal-onset order on the basis of frequency and to ignore
the irrelevant dimension of site�. Thresholds on these two
tasks averaged 74.8 ms and 70.8 ms, respectively, and were
greater than the redundant threshold value by factors of 1.6
and 1.5, respectively. Thus, the current results indicate that
the discrimination of temporal-onset order is more difficult
for frequency-based cues than site-based cues.

Taylor �1978� investigated redundancy effects for a vi-
brotactile temporal-order identification task which required
subjects to judge the order of three sequential stimuli pre-
sented with a duration of 120 ms and SOA of 120 ms �a
more complex and difficult task than the discrimination pro-
cedure employed in the current study�. The task was per-
formed on the basis of frequency alone �using three values of
frequency balanced for loudness at the index finger�, site of
stimulation alone �using 450-Hz stimulation balanced for
loudness at the index, middle, and ring fingers�, and redun-
dant frequency-site pairings. Performance averaged 33% cor-
rect for the frequency-alone task, 42% for the site-alone task,
and 52% for the redundant-coding condition. As in the cur-
rent study, site of stimulation appears to provide a stronger
cue than frequency for temporal-order judgments. The
redundant-coding score was greater than the frequency-alone
and the site-alone scores by factors of 1.6 and 1.2, respec-
tively, similar to the threshold ratios observed in the current
data. Taylor �1978� also examined the effect of roving an
irrelevant stimulus dimension on performance �e.g., judg-
ments were based on site, but the frequency delivered to each
finger was selected at random on each trial or judgments
were based on frequency with random selection of site of
stimulation� and found that performance was equivalent to
that obtained with a fixed value of the irrelevant dimension.
The conditions employed in Experiments 3 and 4 also exam-
ined performance along one dimension �frequency or site�
with a roving value of the other dimension and resulted in
thresholds that were similar to those obtained with a fixed
value of the irrelevant dimension.

Craig and Busey �2003� also observed positive effects of
redundancy on the ability to discriminate temporal order in
measurements employing brief vibrotactile patterns pre-
sented at two sites �the index and middle fingers of one hand
or of two separate hands�. Performance was measured at five
values of SOA in the range of 13 to 200 ms for a fixed 65-ms
stimulus duration. Stimulus overlap occurred at the three
shortest values of SOA; however, the second stimulus always
ended later than the first stimulus, providing an offset cue
that was confounded with the onset cue. Temporal order
thresholds were roughly 45 ms for static presentation of the
65-ms patterns. When the temporal patterns were scanned

across the fingertip, the ability to judge the onset order of the
two sites of stimulation was found to be dependent on the
direction of movement of the scanned patterns. When the
temporal order of stimulation at the two different sites was
consistent with the direction of movement in which the pat-
terns were scanned across the fingertip, thresholds were sub-
stantially lower than those observed when movement was
inconsistent with onset-order presentation �roughly 13 ms
versus 187 ms�. Similar trends were observed with and with-
out correct-answer feedback as well as for conditions involv-
ing the presentation of one static and one scanned stimulus
and for bilateral presentation, suggesting that the effect most
likely does not arise from a bias derived from the natural
process of haptic exploration, but rather from higher-level
mechanisms of attention.

C. Overlapping versus nonoverlapping trials

The employment of roving in duration leads to two types
of experimental trials: �1� overlap trials where the onset of
the second stimulus occurs earlier than the offset of the first
stimulus; and �2� nonoverlap trials where the offset of the
first stimulus occurs earlier than the onset of the second
stimulus. Overlap trials occur when the duration of the first
stimulus is larger than the SOA for a given run of trials;
nonoverlap trials occur when the duration of the first stimu-
lus is shorter than the SOA. Due to the distribution of dura-
tions and the values of SOA employed in the measurements
for each subject, overlap trials accounted for roughly 70% of
all the experimental trials. In addition to the onset-order cue
present in both types of trials, an offset-order cue is also
introduced in the nonoverlap trials �that is, the second stimu-
lus necessarily ends later than the first stimulus�.

To determine whether performance differed for the two
types of trials, data for each frequency pair under each con-
dition were broken down into each of these two categories
and percent-correct scores were calculated for each of the
two types. This analysis was applied primarily to data ob-
tained in Experiment 2 �and primarily for Subj. 2�, where the
SOA values required to measure threshold resulted in both
types of trials. A comparison of mean percent-correct scores
for the two types of trials in Experiment 2 �80% for nonover-
lap trials versus 82% for overlap trials� indicates that there is
no strong evidence for a difference in performance between
the two types of trials. Thus, subjects seem not to have ben-
efited from the additional offset-order cue available on the
nonoverlap trials, perhaps due to the fact that they were in-
structed to attend only to the onset of the stimuli and may
have ignored any information contained in the offset order.

D. Intersubject differences

The most notable difference in performance across the
four subjects is observed in the data of Subj. 2. The mean
thresholds of Subj. 2 exceed those of the other three subjects
in each of the four experiments. These differences are most
pronounced in Experiments 2 and 3, where temporal onset-
order decisions are made on the basis of frequency. The re-
duced resolution of Subj. 2 may be related to his age of 40
years compared to an age range of 18 to 26 years across the
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other three subjects. Effects of aging have been observed
previously in a variety of psychophysical tasks employing
tactual stimulation, including elevated thresholds for the de-
tection of vibrotactile signals at higher frequencies �Gesc-
heider et al., 1994� greater susceptibility to masking �Gesc-
heider et al., 1992�, and a decrease in subjective magnitude
of vibration �Verrillo et al., 2002�. In the temporal domain,
Van Doren et al. �1990� studied temporal gap detection for
vibrotactile stimuli as a function of aging. The signals con-
sisted of two equal-amplitude, 350-ms sinusoidal �250 Hz�
or bandpass noise �250–500 Hz� bursts separated by a tem-
poral gap which took on values in the range of 8 to 256 ms.
Threshold was defined as the signal level in dB SL at which
a given gap duration was detected with 75% accuracy. Ef-
fects of aging were observed with bandpass noise �but not
with sinusoids� where the thresholds increased with age pri-
marily at the short �i.e., less than 32 ms� values of gap du-
ration; additionally, the function relating threshold to gap
duration was different for tonal and noise signals in older
subjects, leading the authors to conclude that different pro-
cesses may be responsible for gap detection in the two types
of signals.

In the current study, it appears that the data of the older
subject �Subj. 2� diverge more from those of the younger
subjects for onset-order discriminations based on frequency
as opposed to site of stimulation. In Experiment 2 �one-
finger stimulation� and Experiment 3 �which required judg-
ments based on frequency independent of site of stimula-
tion�, the mean thresholds of Subj. 2 were nearly 2.5 to 3.0
times as large as that of the other three subjects. Peripheral
factors related to a decrease in the structure and number of
sensory cells with age �P cells, in particular� may play a role
in the reduced performance of Subj. 2. For example, it is
possible that his tactual detection thresholds are higher than
the average data �from a separate group of subjects see Table
I� used to establish the sensation levels employed in the cur-
rent study. The poorer performance of Subj. 2 may also be
related in part to a decline in central-processing ability.

An additional instance of intersubject variability is ob-
served in Experiment 1, where the performance of Subj. 1 is
significantly better than that of the other subjects. This sub-
ject’s superior performance on the two-finger task may be
related to her previous experience as a subject in the study of
Yuan et al. �2005a� which involved temporal onset-order dis-
crimination in a redundant-coding condition employing a
250-Hz signal presented at the index finger and a 50-Hz sig-
nal at the thumb. This condition was also tested in the current
study �see Table IV�, where Subj. 1 achieved a threshold
value of 25 ms compared to her performance of 43 ms in the
previous study �Yuan et al., 2005a, where she is identified as
S2�. Her previous experience on the two-finger task appears
to have resulted in a transfer of training to all of the fixed-
frequency two-finger conditions of Experiment 1, but not to
the single-finger �Experiment 2� or roving-parameter two-
finger conditions �Experiments 3 and 4�, where her perfor-
mance was quite similar to that of the other two young-adult
subjects.

E. Relation to design of tactual displays of speech

The results of the current experiments can be applied to
the design of tactual displays of temporal onset-order cues in
speech. The data reported here suggest that decisions based
solely on site of stimulation result in lower threshold values
than those based solely on frequency of stimulation. An ad-
vantage for redundant coding is seen over coding through
each cue alone; however, this advantage is smaller for site
than for frequency. The results obtained with a site cue in the
presence of an irrelevant rove of stimulating frequency are
similar to those obtained with a site-alone cue in the pres-
ence of a fixed value of frequency. This finding suggests that
site may be used to provide a temporal-onset order cue for
one speech cue �such as voicing� while frequency is used to
encode an additional parameter of speech �e.g., manner of
production�.

V. CONCLUSIONS

Tactual temporal onset-order thresholds ranged from
roughly 20 to 200 ms across subjects and conditions. Effects
of frequency separation were greater for stimuli presented to
one finger compared to two fingers. For presentation at one
finger, thresholds were substantially higher for WC fre-
quency pairs compared to CC pairs. Performance for two-
finger experiments employing redundancy of frequency and
finger was superior to that of one-finger experiments for WC
pairs. For two-finger experiments, performance with redun-
dant coding was generally superior or similar to the nonre-
dundant coding schemes. Onset-order cues can be usefully
encoded through site of stimulation or through the use of
frequencies from different regions of the tactual sensory sys-
tem at the same site. Age also seems to play a role in onset-
order discrimination performance with higher thresholds for
older compared to younger subjects. These results provide
guidelines to the design of tactual displays of temporal prop-
erties that are important to the perception of speech, music,
and environmental sounds.
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Adjustments to cricothyroid and thyroarytenoid muscle activation are critical to the control of
fundamental frequency and aerodynamic aspects of vocal fold vibration in humans. The
aerodynamic and physical effects of these muscles are not well understood and are difficult to study
in vivo. Knowledge of the contributions of these two muscles is essential to understanding both
normal and disordered voice physiology. In this study, a three-mass model for voice simulation in
adult males was used to produce systematic changes to cricothyroid and thyroarytenoid muscle
activation levels. Predicted effects on fundamental frequency, aerodynamic quantities, and physical
quantities of vocal fold vibration were assessed. Certain combinations of these muscle activations
resulted in aerodynamic and physical characteristics of vibration that might increase the mechanical
stress placed on the vocal fold tissue. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2204442�
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I. INTRODUCTION

Intelligible and efficient production of speech and song
relies, in part, on the ability to precisely control the funda-
mental frequency �F0� of the voice. Average F0 and changes
in F0 during conversational speech signal critical linguistic
information such as questions versus statements �Thorsen,
1980� and syllable and word emphasis, as well as personal
information such as personality traits of the speaker �Brown
et al., 1974�, sex �Bachorowski and Owren, 1999; Gelfer and
Schofield, 2000�, and age �Jacques and Rastatter, 1990�. The
primary control of F0 is thought to be based on the neuro-
muscular activation of two sets of intrinsic laryngeal
muscles: the cricothyroid �CT� and the thyroarytenoid �TA�.
According to the cover-body theory of vocal fold vibration
�Hirano, 1974�, physical quantities of the vocal folds such as
length, mass, and stiffness are adjusted by the complex acti-
vations of these two muscles. Adjustment of these muscles
can therefore have a substantial effect on the aerodynamics
and mechanics of vocal fold vibration. The relationships be-
tween several intrinsic laryngeal muscles and acoustic char-
acteristics of voice �Gay et al., 1972; Kempster et al., 1988;
Tanaka and Tanabe, 1986� as well as vocal fold movement
�Nasri et al., 1994; Poletto et al., 2004� have been studied in
humans and in canine models. Less is known about the ef-
fects of intrinsic laryngeal muscle activation on aerodynamic
and mechanical properties of vocal fold vibration. This
knowledge is critical for understanding normal vocal fold
physiology and pathophysiology in voice disorders. Vocal
fold vibration during speech production often involves co-
contraction of the CT and TA muscles �Poletto et al., 2004;
Shipp and McGlone, 1971; Titze et al., 1989�. Thus, deter-

mining the aerodynamic and mechanical effects of a range of
co-activation combinations for CT and TA is important to
study and has not been addressed in research to date. This
study investigated the simulated effects of increased crico-
thyroid and thyroarytenoid muscle activation on acoustic,
aerodynamic, and mechanical characteristics of adult-male
vocal fold vibration.

Through their ability to lengthen or shorten the vocal
folds, the CT and TA muscles provide the greatest mechani-
cal advantage in altering vocal fold stiffness and thereby
achieving changes in F0. Whereas the apparent importance of
other intrinsic laryngeal muscles such as the lateral cri-
coarytenoid �LCA� and posterior cricoarytenoid �PCA� in F0

control has varied between studies �Atkinson, 1978; Gay et
al., 1972�, the CT and TA muscles consistently emerge as the
primary contributors to F0 change �Gay et al., 1972; Hirano
et al., 1970; Shipp and McGlone, 1971�. Gay et al. �1972�
used intramuscular electromyography �EMG� to measure la-
ryngeal muscle activity relative to F0 change and found that
increases in F0 were correlated with predominant, progres-
sive increases in CT and TA activity. Other investigators sys-
tematically varied CT and TA activity to observe the result-
ing effect on F0. Van den Berg and Tan �1959� conducted
studies on excised human larynges, in which they artificially
induced tension to mimic the action of the CT, TA, and LCA,
and found that F0 increased as a result of these manipula-
tions. Direct electrical stimulation of the CT and TA muscles
has been shown to increase F0 �Kempster et al., 1988�, thus
demonstrating the causal contribution of CT and TA activity
to control of F0.

Simultaneous contraction of the CT and TA muscles dur-
ing human phonation offers a great deal of flexibility in pro-
ducing changes in fundamental frequency. Male subjects
show both intra- and intersubject variability in the levels of
CT and TA activation used to produce a given F0 �Titze et
al., 1989�. Differing levels of TA and CT activation will
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influence aerodynamic and physical characteristics of the vo-
cal folds during vibration. Based on Hirano’s �1974� cover-
body theory, Titze et al. �1989� proposed that TA activation
can increase the stiffness of the vocal fold body while simul-
taneously decreasing the stiffness of the cover. Depending on
the degree to which the body participates in vocal fold vibra-
tion, TA activation could raise or lower F0. Increased F0

would be expected when the body participates significantly
in vibration, such as in the low-frequency range or for loud
phonation. At the mid-frequency range, TA activation could
result in either increased or decreased F0. At high fundamen-
tal frequencies such as in falsetto, and during soft phonation
when the cover contributes more to vibration than the body,
TA activation would be expected to lower F0 because it cre-
ates a slack cover �Titze, 2000�. Changes to the stiffness of
the body and cover not only affect F0, but can also affect
dimensions such as amplitude of vibration, degree of excur-
sion, and vertical phase difference between the body and
cover during vocal fold vibration, as well as aerodynamic
characteristics.

Support for the complex effects of TA activation on F0 is
based on investigations of muscle activation levels of the CT
and TA during F0 change. Hirano and colleagues have dem-
onstrated frequency-dependent, differential activation levels
of the CT and TA with F0 changes �Hirano, 1988; Hirano et
al., 1969, 1970�. Titze et al. �1989� used electromyography
�EMG� to study CT and TA muscle activations associated
with volitional F0 change. Results showed that speakers gen-
erally raised F0 by increasing both CT and TA activation
levels. However, for a given speaker, several combinations
of CT and TA activation could yield the same F0. In the
second portion of the study, Titze et al. �1989� used the elec-
trodes for direct stimulation of the TA muscle. Electrical
stimulation in one subject resulted in consistent increases in
F0 for low to medium F0 ranges. In the medium F0 range, TA
stimulation resulted in both increased and decreased F0. De-
creasing F0 changes were produced with TA stimulation in
the falsetto range and for soft phonation. EMG stimulation in
the other three subjects, however, yielded less clear results
that may have been affected by electrode placement diffi-
culty or measurement error �Titze et al., 1989�. Overall, these
findings highlight the complexity of the TA muscular role in
F0 control and support the theoretical notion that TA activa-
tion can result in both increased and decreased F0.

Beyond the control of F0, less is known about the me-
chanical and aerodynamic consequences of intrinsic laryn-
geal muscle activation. Physical movement of the vocal folds
has been correlated to the activity of several intrinsic laryn-
geal muscles. Poletto et al. �2004� found posterior cri-
coarytenoid EMG activity to correlate consistently with vo-
cal fold opening, whereas CT and TA activity were correlated
with both opening and closing of the vocal folds during
speech production. An in vivo canine model �Nasri et al.,
1994� supported the adductory roles of the TA, lateral cri-
coarytenoid �LCA�, and interarytenoid �IA� muscles.

Few studies have quantified aerodynamic changes asso-
ciated with intrinsic laryngeal muscle activation changes. In-
vestigators who have included estimations or measures of
tracheal pressure or airflow and intrinsic laryngeal muscle

activity �Atkinson, 1978; Baer, 1979; Baker et al., 2001;
Shipp and McGlone, 1971� have generally focused on the
relationship between these aerodynamic variables and the
acoustic variables, versus laryngeal muscle activation. In the
few studies that have correlated intrinsic laryngeal muscle
activity to aerodynamic parameters, conflicting results re-
garding the correlation of TA activity and laryngeal resis-
tance have been reported �Finnegan et al., 2000; Tanaka and
Tanabe, 1986�. CT and TA activity were positively correlated
to subglottal pressure �Baer, 1979; Shipp and McGlone,
1971�, and CT activity was not significantly correlated to
airflow �Faaborg-Andersen et al., 1967�. In all of these stud-
ies, subjects were asked to produce speech utterances at spe-
cific frequencies or intensities, while EMG activity and aero-
dynamic parameters were measured. However, data are
lacking on the aerodynamic and mechanical effects that re-
sult from changes to intrinsic laryngeal muscle activation
levels.

Measuring the isolated effects of intrinsic laryngeal
muscle activation is difficult in vivo. Although speakers can
reliably produce speech at a specified target frequency or
intensity, especially if given a means of external monitoring
and correction, they typically cannot volitionally control the
level of TA or CT activation as targets. Changes to multiple
extralaryngeal variables often occur simultaneously with in-
tricate, synergistic activation of intrinsic laryngeal muscles in
the control of F0. These co-occurring changes complicate the
interpretation of individual, intrinsic laryngeal muscle ef-
fects. One way in which the isolated effects of these muscle
activations have been studied is by electrically stimulating
the muscle and then observing the response to the stimula-
tion. As summarized above, electrical stimulation of the TA
muscle and resulting effects on F0 were assessed by Titze et
al. �1989� in four males. Stimulation either increased or de-
creased F0, depending on the F0 at which the subject was
vocalizing. Kempster et al. �1988� found that electrical
stimulation of the TA and CT increased F0 in the four human
subjects that they studied. Intrinsic laryngeal muscle activa-
tion was simulated in anesthetized canines using mechanical
retraction of cartilages and by electrically stimulating the
thyroarytenoid muscle �Tanaka and Tanabe, 1986�. The ef-
fects of intrinsic laryngeal muscles on subglottal pressure,
flow, and voice intensity were then observed. TA muscle con-
traction resulted in increased subglottal pressure and de-
creased airflow, with no substantial change to voice intensity.
Thus, preliminary work in humans and canines has suggested
some causal effects of intrinsic laryngeal muscle activation
on acoustic and aerodynamic parameters. However, investi-
gation in humans is hampered by the difficult and invasive
techniques of intramuscular stimulation, and the need to
minimize the number of stimulations given to any one sub-
ject.

The effects of intrinsic laryngeal muscle activity on F0

can also be studied with computational models that are based
on approximations of the physical properties of the vocal
folds �Alipour-Haghighi and Titze, 1983, 1991; Ishizaka and
Flanagan, 1972; Story and Titze, 1995�. Such models cannot
necessarily explain how any particular speaker controls their
voice, but rather allow for predictive simulations of possible
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voice productions. Titze et al. �1989� and Titze �1991� devel-
oped a model of male F0 control based on a physiologically
motivated and empirically determined relation between vocal
fold strain �i.e., length change� and normalized activation
levels of the CT and TA muscles. This relation resulted from
experiments with excised larynges, in vivo animal prepara-
tions, and EMG recordings of human speakers, and was sub-
sequently used in the model to specify the passive stress
developed in the various tissue layers within the vocal folds.
These stresses, along with the active stress contributed by the
TA activity, were then combined to predict the vibrational
frequency of the vocal folds. This particular model did not,
however, include an actual simulation of the self-sustained
oscillation of the vocal folds.

More recently, Titze and Story �2002� have incorporated
many aspects of the strain-based F0 control model into a
system in which the activations of the CT and TA muscles,
specified as input parameters, are transformed into the me-
chanical parameters �i.e., stiffness, mass, damping� of a low-
dimensional self-oscillating vocal fold model. This provides
a means by which the vibration of the vocal folds and result-
ing output quantities such as pressure and airflow can be
simulated relative to intrinsic laryngeal muscle activation.
Simulations showed that a continuum of muscle activation
levels for TA and CT could theoretically produce a constant
F0, with isofrequency contour lines generated to depict these
muscle activation combinations �Story and Titze, 1995;
Titze, 2000; Titze et al., 1989; Titze and Story, 2002�. These
simulations suggested that, at certain ranges of CT and TA
activation levels, a male speaker would have various options
for increasing or decreasing F0. Thus, computational model-
ing provides a means to explore the predicted, isolated con-
tributions of intrinsic laryngeal muscles to vocal biomechan-
ics. Follow-up studies in humans are then needed to validate
the simulated effects of these muscle activations in humans.

Determining how simulated changes to CT and TA acti-
vation may alter parameters such as vocal fold configuration,
airflow, and F0 during phonation is a critical step toward
understanding normal and disordered voice physiology.
Changes in certain aerodynamic characteristics have been as-
sociated with voice disorders. Maximum flow declination
rate �MFDR� is indicative of the velocity of vocal fold clo-
sure, and an increase in MFDR may result in a greater degree
of vocal fold collision forces �Hillman et al., 1989�. Sound
pressure level �SPL�, tracheal pressure, laryngeal resistance,
and MFDR are positively correlated �Holmberg et al., 1988,
1989, 1994�. Increased MFDR values have been reported in
subjects with vocal nodules and vocal polyps �Hillman et al.,
1989, 1990�—vocal pathology that is thought to be related to
vocal hyperfunction and increased vocal fold impact stress
�Boone and McFarlane, 2000; Case, 2002; Gray and Titze,
1988�. Higher levels of impact stress occur at the mid-
membranous portion of the vocal folds during vocal fold
vibration, which corresponds with the location at which vo-
cal nodules often develop in humans �Jiang and Titze, 1994�.

In addition to collision forces and impact stress, shearing
forces are considered potentially harmful to vocal fold tissue.
Shearing forces occur during vibration of the vocal folds,
and prolonged or excessive phonation may result in exces-

sive shearing that can cause damage to the vocal fold tissue
�Courey et al., 1996; Gray and Titze, 1988�. Changes in
muscle activation levels of the CT and TA could differen-
tially affect mass and tension of the vocal fold layers, and
could therefore result in changes to tissue displacement that
might be associated with increased or decreased shearing
forces.

In this study, the effects of controlled change of CT and
TA muscle activity were investigated with the low-
dimensional vocal fold model reported by Titze and Story
�2002� and Story and Titze �1995� and applicable to the
adult-male voice. The first purpose of this study was to de-
termine the effects of CT and TA muscle activation on F0

when the level of each muscle was independently manipu-
lated. The second purpose was to determine whether in-
creased CT or TA activation produced aerodynamic and me-
chanical changes to vocal fold vibration that might be
harmful to vocal fold tissue. The aerodynamic quantities of
maximum intraglottal pressure, maximum glottal flow, and
MFDR, and the physical quantities of amplitude ratio �lower
to upper cover mass� as well as vertical phase difference,
were chosen due to their influence on mechanical stress in
phonation and for their associated potential for increasing the
risk of vocal fold damage in humans.

II. METHOD

Vocal fold vibration was simulated with a model de-
signed to approximate the body-cover structure of the vocal
folds, where upper and lower masses represent the cover, and
a third, laterally positioned mass represents the body �Story
and Titze, 1995�. A schematic diagram of the model is shown
in Fig. 1�a�; the stiffness and damping elements have been
combined to simplify the picture. The upper and lower
masses are coupled to each other and to the body with spring
and damping elements. The springs account for shearing
forces and stiffness of the tissue, whereas the damping ele-
ments account for the energy losses that occur in the system.
The two-mass representation of the cover allows the vertical
phase difference of the mucosal wave to be represented. In
addition, the separation of cover and body tissue in the
model allows for individual specification of the mechanical
properties of each tissue layer. For all of the simulations in
this study, bilateral symmetry was assumed such that identi-
cal vibrations occur within the right and left vocal folds.

The vocal fold model was coupled to the pressures in the
trachea and the vocal tract �see Fig. 1�b�� according to the
aerodynamic and acoustic considerations specified by Titze
�2002�, thus allowing for self-sustained oscillation. Acoustic
wave propagation in both the trachea and vocal tract was
simulated in time-synchrony with the vocal fold model. This
was carried out with a wave-reflection approach �digital
waveguide� �e.g., Liljencrants, 1985� that included energy
losses due to yielding walls, viscosity, and radiation at the
lips �Story, 1995�. The shape of the trachea and the vocal
tract shown in Fig. 1�b� were maintained for all simulation
cases in this study. The cross-sectional area of the epilaryn-
geal portion was set to be 0.5 cm2, whereas the uniform tube
representation of the pharynx and oral cavity was set at
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3 cm2. A standard input pressure �lung pressure� of
7840 dyn/cm2 was used for all simulations. A very slight
prephonatory adduction angle was used �0.0001 cm�. Lateral
cricoarytenoid activation was set at a normalized level of 0.5
for all simulations.

The muscle activation levels of the CT and TA were
specified in a normalized range from 0.0 to 1.0 and were
intended to represent minimum to supramaximal activity
within each muscle. As shown schematically in Fig. 1�c�,
these muscle activation levels were transformed, according
to the “rules” developed by Titze and Story �2002�, into the
mechanical parameters of mass and stiffness. The rest dimen-
sions of each of the vocal fold layers �length, thickness,
depth� were also set to be the same as specified by Titze and
Story �2002�. Based on a comparison of EMG recordings
and measurements of voice fundamental frequency reported
by Titze et al. �1989� to the range of fundamental frequencies
produced by the simulation model in Titze and Story �2002�,
it can be concluded that the normalized muscle activities
produce physiologically realistic results.

The output waveforms produced by this model consisted
of output pressure �radiated pressure at the lips�, input pres-
sure, glottal pressure, subglottal pressure, glottal flow, glottal
area, and displacements of the upper and lower masses
�Story and Titze, 1995; Titze, 2000; Titze et al., 1989; Titze
and Story, 2002�. Shown in Figs. 2 and 3 are two different
cases of CT muscle activation �aCT� and TA muscle activa-
tion �aTA� levels �aCT=0.24, aTA=0.24 for Fig. 2, and aCT

=0.24, aTA=0.74 for Fig. 3�. Note that the displacements of
the upper and lower cover masses are strongly affected by
levels of TA muscle activation and result in different wave-
form shapes for glottal flow �Ug� and glottal area �Ag�.

To observe the output quantities of the model over a
large range of muscle activation levels, simulations were
generated for 2500 settings of aCT and aTA; the ranges of
both aCT and aTA were divided into 50 evenly spaced incre-
ments from 0 to 1.0. For each simulation, the F0 was deter-
mined with a zero-crossing detector and interpolation applied
to the resulting glottal area signal. Additionally, vertical
phase difference between the upper and lower masses, am-
plitude ratio of lower to upper mass displacement, maximum
glottal flow, and maximum flow declination rate were com-
puted for each simulation.

A contour plot showing lines of constant F0 was pro-
duced with the “contour” function in MATLAB 7 �Math-
works, 2004�, based on the collection of fundamental fre-
quencies from each of the 2500 simulations. The resulting

FIG. 1. Schematic representation of the simulation model: �a� three-mass
model of the vocal folds, �b� tubular configuration of the trachea and vocal
tract, and �c� transformation of CT and TA muscle activation levels into the
mechanical parameters of the three-mass model.

FIG. 2. Waveforms for the condition of aCT=0.24, aTA=0.24, depicting
time-varying output pressure �Po�, input pressure �Pi�, intraglottal pressure
�Pg�, subglottal pressure �Ps�, maximum glottal flow �Ug�, and glottal area
�Ag� as a function of time �a�, and depicting changes in displacement of the
lower and upper cover masses �bottom traces� and body mass �upper trace�
as a function of time �b�.
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contour plot is shown in Fig. 4 and indicates how F0 either
changes or remains constant as the CT and TA activation
levels change. Hence, it is referred to as a muscle activation
plot �MAP�.

The lower left portion of Fig. 4 represents CT and TA
activation levels that are both low, and fundamental frequen-
cies that are typical of conversational speech �Titze et al.,
1989�. The upper right portion of Fig. 4 represents high lev-
els of CT and TA activation. A speaker would presumably
use muscle activation levels in this region for production of
high fundamental frequencies. High CT activation levels and
low TA activation levels are represented in the upper left
portion, which encompasses the highest F0 in the MAP. Four
lines were drawn on the MAP to represent constant CT acti-
vation levels with progressively increasing TA activation
�solid lines�, and constant TA activation levels with progres-
sively increasing CT activation �dashed lines�. These lines
were selected to represent low and high levels of constant CT
activation �0.24 and 0.74, respectively� with TA activation
varying from 0.0 to 1.0, and low and high levels of constant

TA activation �0.24 and 0.74, respectively� with CT activa-
tion varying from 0.0 to 1.0. Thus, these four lines represent
midpoints of the lower and upper portions of the MAP �con-
stant CT� and midpoints of the right and left portions of the
MAP �constant TA�. Table I shows the values of the me-
chanical parameters of the three-mass model at the intersec-
tion points of the four lines indicated in Fig. 4. These values
result from the rule-based transformation implemented by
Titze and Story �2002�.

By systematically increasing TA or CT activation levels
from low to high along the selected lines, the isolated effects
of these simulated muscle activations could be assessed. F0,
aerodynamic and physical quantities were assessed for each
data line that represented a range from low to high TA acti-
vation levels �with constant CT� or low to high CT activation
levels �with constant TA�. From the output quantities de-
scribed by the waveforms shown previously in Figs. 2 and 3
�or derivations from those quantities�, changes to the follow-
ing acoustic, aerodynamic, and physical quantities were as-
sessed in response to systematic manipulation of TA and CT

FIG. 3. Waveforms for the condition of aCT=0.24, aTA=0.74, depicting
time-varying output pressure �Po�, input pressure �Pi�, intraglottal pressure
�Pg�, subglottal pressure �Ps�, maximum glottal flow �Ug�, and glottal area
�Ag� as a function of time �a�, and depicting changes in displacement of the
lower and upper cover masses �bottom traces� and body mass �upper trace�
as a function of time �b�.

FIG. 4. Muscle activation plot �MAP� depicting isofrequency contour lines
for normalized minimum to maximum thyroarytenoid �TA� activation levels
and cricothyroid �CT� activation levels.

TABLE I. Mechanical parameter values of the three-mass model at four
settings of TA and CT activation levels. These result from the rule-based
transformation implemented by Titze and Story �2002�.

�aTA,aCT�

Mechanical parameters
�0.24,
0.24�

�0.24,
0.74�

�0.74,
0.24�

�0.74,
0.74�

Lower cover mass: m1 0.0619 0.0612 0.0867 0.0864
Upper cover mass: m2 0.0879 0.0869 0.0628 0.0626
Body mass: M 0.0978 0.0968 0.1973 0.1967
Lower cover stiffness: k1 102 940 487 470 78 484 393 010
Upper cover stiffness: k2 146 100 691 900 56 833 284 590
Body stiffness: K 188 210 430 190 529 310 481 360
Cover coupling stiffness: kc 6739 11 857 5383 10 275
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activation levels: fundamental frequency, maximum glottal
flow, maximum flow declination rate �MFDR�, vertical phase
difference �number of degrees within a vibratory cycle that
the lower mass leads the upper mass�, and amplitude excur-
sion ratios of the lower to upper cover masses. These quan-
tities were chosen due to their potential impact on mechani-
cal stress during vocal fold vibration. MFDR was measured
as the most negative portion of the flow derivative within a
glottal cycle. Maximum intraglottal pressure was analyzed
but was found to be nearly constant at approximately
7300 dyn/cm2 for all muscular settings, hence it was not
included in the Secs. III and IV.

III. PREDICTIONS

To simplify presentation of the simulations, four differ-
ent muscle activation cases were summarized for each output
quantity: TA activation starting at a low normalized level
�0.0� and progressively increasing to a high level �1.0� while
�1� CT activation was held at a constant, low level of 0.24
�case 1� and �2� a constant, high level of 0.74 �case 2�, and
CT activation starting at a low normalized level �0.0� and
progressively increasing to a high level �1.0� while �3� TA
activation was held at a constant, low level of 0.24 �case 3�
and �4� a constant, high level of 0.74 �case 4�. All plots
depict the change that occurred for each quantity as muscle
activation was systematically increased.

A. Fundamental frequency

When CT activation level was held at 0.24, F0 increased
with increasing TA activation to an approximate TA activa-

tion level of 0.68, as shown in Fig. 5�a�. For TA activation
levels higher than 0.68, changes to F0 plateaued. As can be
seen by comparing the lower solid line in Fig. 4 and the
fundamental frequencies in Fig. 5�a� for this same set of
muscle activation combinations, F0 started low at approxi-
mately the 100-Hz isofrequency contour and increased to
cross the 150-Hz isofrequency contour as TA activation was
maximally increased. At a constant CT activation level of
0.74 �case 2�, F0 decreased from 265 Hz to about 190 Hz as
TA activation was increased to about 0.50, and then re-
mained nearly constant, as shown in Fig. 5�b�.

When TA activation was held at 0.24 �case 3�, F0 in-
creased from 125 to 580 Hz as CT activation level increased,
as shown in Fig. 5�c�. The most substantial increase, how-
ever, occurred when CT activation exceeded the level of
0.60. To keep all plots in Fig. 5 on the same scale, the in-
crease in F0 is only shown up to 300 Hz. This increase in F0

can also be observed in Fig. 4 along the vertical dashed line
denoting TA activation level of 0.24. Here the F0 levels begin
below the 130-Hz isofrequency contour, and extend to the
460-Hz isofrequency contour �see Fig. 4�. For a constant TA
level of 0.74 �case 4�, F0 showed a small, gradual increase as
CT activation was increased throughout the range of 0 to 1.0,
as shown in Fig. 5�d�.

B. Maximum glottal flow „Max Ug…

Max Ug decreased with increased TA activation and CT
activation constant at 0.24 �case 1�, as demonstrated in Fig.
6�a�. As previously shown in Figs. 2�a� and 3�a�, changes to
the shape of the flow waveform were substantial when TA

FIG. 5. Changes to fundamental frequency �F0� as a function of increasing TA activation level when CT was constant at 0.24 �a� and 0.74 �b�, and as a function
of increasing CT activation when TA was constant at 0.24 �c� and 0.74 �d�.
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was increased and CT was held at a low level. At low TA
activation levels, a rounded, more gradual flow waveform
was produced that was slightly skewed to the right relative to
the glottal area waveform. At high TA levels, the flow wave-
form had a sharp upper cutoff, with a triangular shape that
followed the changes to the glottal area waveform. Changes
in Max Ug as a function of increasing TA activation with CT
activation constant at 0.74 �case 2� were variable and depen-
dent on TA activation level, as shown in Fig. 6�b�. Max Ug
generally increased between the TA activation levels of 0.0
to approximately 0.28, and then generally decreased for TA
values greater than 0.28.

When TA activation was held at 0.24 �case 3�, Max Ug
decreased as CT activation was increased beyond 0.60, as
demonstrated in Fig. 6�c�. Changes in Max Ug as CT activa-
tion was increased and TA activation was held at 0.74 �case
4� were small but generally in a decreasing direction, as
shown in Fig. 6�d�.

C. Maximum flow declination rate „MFDR…

MFDR changes varied when CT activation was held at a
constant, low level and TA activation was increased �case 1�,
as shown in Fig. 7�a�. MFDR showed an initial decrease as
TA activation was increased from 0 to approximately 0.24.
Beyond those low TA values, MFDR showed a gradual,
steady increase as TA activation was increased. As demon-
strated in Fig. 7�b�, MFDR showed a gradual, small decrease
as TA activation increased and CT activation was held at a
constant, high level �case 2�. This decrease leveled off at TA
values of approximately 0.70 to 0.80.

As shown in Fig. 7�c�, when CT activation was in-
creased and TA activation was held at a constant, low value
�case 3�, changes to MFDR varied by the level of CT acti-
vation. Little change in MFDR was evidenced as CT activa-
tion was increased to approximately 0.60. As CT values were
increased from 0.60 to 1.0, MFDR showed a fluctuating but
substantial decrease. MFDR decreased substantially �from
approximately 1 400 000 to 350 000 cm3/s2� as CT activa-
tion was increased and TA activation was held constant at
0.74 �case 4, Fig. 7�d��.

D. Amplitude ratio „of lower to upper mass…

The amplitude ratios of lower to upper cover masses
gradually increased as TA activation increased when CT was
held at 0.24 �case 1�, as demonstrated in Fig. 8�a�. The dis-
placement waveforms shown in Figs. 2�b� and 3�b� exem-
plify the contrast in amplitude ratios between low and high
TA activation conditions. Amplitude ratios minimally
changed as TA activation increased and CT activation stayed
constant at 0.74 �case 2�, as shown in Fig. 8�b�.

Amplitude ratios of the lower to upper cover masses
showed minimal change as CT activation increased and TA
was held at 0.24 �case 3, Fig. 8�c��. Amplitude ratios de-
creased as CT activation increased beyond 0.3 and TA was
held at 0.74 �case 4�, as shown in Fig. 8�d�.

E. Vertical phase difference „of the upper and lower
cover masses…

With CT activation constant at 0.24 �case 1�, vertical
phase difference increased substantially �from approximately

FIG. 6. Changes to maximum glottal flow as a function of increasing TA activation level when CT was constant at 0.24 �a� and 0.74 �b�, and as a function
of increasing CT activation when TA was constant at 0.24 �c� and 0.74 �d�.
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5 to 81 deg� as TA activation increased �Fig. 9�a��. Figure
9�b� shows that when CT activation was held at 0.74 �case
2�, little change in vertical phase difference was demon-
strated as TA activation was increased.

At a constant TA activation level of 0.24 �case 3�, verti-
cal phase difference decreased �from approximately 58 deg
to approximately 17 deg� as CT activation increased to ap-
proximately 0.58 �Fig. 9�c��. Between CT levels of 0.58 and
1.0, vertical phase difference leveled off and then increased
slightly. When TA activation was held at 0.74 �case 4�, ver-
tical phase difference decreased greatly �approximately
84 deg to as low as 6 deg� as CT activation was increased
�Fig. 9�d��.

IV. DISCUSSION

The purpose of this study was to investigate the pre-
dicted effects of independent manipulations to CT and TA
muscle activation levels on F0 and vocal fold vibration char-
acteristics of adult males. These intrinsic laryngeal muscles
are vital to F0 control. Understanding the effects of these
muscles on aerodynamic and physical quantities of vocal
fold vibration, without the complications of other intrinsic
and extrinsic laryngeal factors, can provide important in-
sights regarding normal and disordered voice physiology.
However, systematic increase of one muscle only, while con-
trolling activation of the antagonist muscle, is difficult for a
real speaker to achieve. Use of the three-mass model for
vocal fold vibration provided a tool for predicting the inde-

pendent, simulated effects of manipulating the CT and TA
muscles during vocal fold vibration. This study is the first to
provide predicted, causal effects of CT and TA activation on
vocal fold aerodynamics and biomechanics.

A. Effect on fundamental frequency

Simulated effects of CT activation on F0 highlighted the
contrasting degree to which CT affects F0, dependent on the
level of TA activation present. Whereas increased CT activa-
tion consistently resulted in increased F0, the greatest degree
of F0 change occurred with low TA activation levels when
CT activation levels exceeded 60% of the maximum. When
TA activation was high, changes in F0 that resulted from
increased CT were much smaller. This can be explained
through the cover-body theory of vibration by the notion that
at high TA levels, the vocal fold body is already quite stiff.
Increases in CT activation would therefore be less effective
in increasing overall vocal fold tension, and the increase in
F0 would be less pronounced. The simulated effects of CT
activation in this study support the findings from electromyo-
graphy studies showing the CT muscle to be a primary con-
troller of F0 �Atkinson, 1978; Faaborg-Andersen et al.,
1967�.

The simulated effects of TA activation support the no-
tion that TA activation can either raise or lower F0, as pre-
dicted by Hirano �1974� and Titze et al. �1989�. Electromyo-
graphy recordings from a small number of subjects �Titze et
al., 1989� provided preliminary evidence supporting the bio-

FIG. 7. Changes to maximum flow declination rate as a function of increasing TA activation level when CT was constant at 0.24 �a� and 0.74 �b�, and as a
function of increasing CT activation when TA was constant at 0.24 �c� and 0.74 �d�.
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mechanical theory outlined by Titze et al. �1989�. However,
the findings from this study expanded on that data by run-
ning simulations for thousands of muscle activation combi-
nations and determining the precise conditions in which TA
activation was predicted to raise or lower F0, dependent on
concurrent CT activation. With low CT activation levels, TA
activation increased F0 up to approximately 60% of its maxi-
mum activation, without further changes to F0 above that
activation level. In contrast, when CT activation was high,
increasing TA activation resulted in decreased F0 until about
mid TA activation levels, after which no further F0 change
was realized. At low CT and TA activation levels, increased
TA activation would increase the tension in the relatively
slack vocal folds, resulting in an increased F0 for the funda-
mental frequencies of approximately 100 to 150 Hz in this
adult-male model. In contrast, with high CT activation and
low TA activation levels �yielding high fundamental frequen-
cies�, the vocal folds would be stiff and tense, and any in-
creased TA activation would shorten the vocal folds and pro-
duce sufficient reduction in tension to result in a lowering of
F0.

B. Effect on aerodynamic and physical quantities

Modification of CT and TA muscle activation levels had
several pronounced effects on aerodynamic and physical
quantities of vocal fold vibration. These quantities influence
vocal fold impact stress and shearing stress, parameters that
contribute to overall mechanical stress during vocal fold vi-
bration �Titze, 1994�. Glottal area and glottal airflow gener-
ally decreased as both TA and CT muscle activation levels
were increased. Decreased airflow during vibration may be

optimal for a speaker who is trying to conserve airflow and
driving pressure, and may allow the speaker to limit their
frequency of respiratory replenishment or depth of inspira-
tion. However, if this airflow conservation occurs as a result
of increased intrinsic laryngeal muscle activation �TA and/or
CT�, the cost to the speaker relative to muscle expenditure
may outweigh the airflow conservation benefits.

Maximum flow declination rate �MFDR� has been used
as an indicator of velocity of vocal fold closure �Hillman et
al., 1989�, and increased MFDR may be associated with in-
creased vocal fold collision forces. MFDR was generally at
its highest when the simulated difference in levels of CT and
TA activation was greatest. Specifically, when muscle com-
binations of high TA activation were coupled with low CT
activation, MFDR was high. As CT and TA activation levels
approached each other, MFDR generally decreased. There-
fore, when high TA muscle activation is used with low CT
muscle activation, velocity of vocal fold closure may be in-
creased and may result in increased collision forces or im-
pact stress of the vocal folds. When simulated activation for
both the CT and TA were high, MFDR values were quite
low. Interestingly, speakers have been observed to use ap-
proximately equal increases in both CT and TA activation
when increasing F0 �Titze et al., 1989�, effectively utilizing a
diagonal from the lower left and upper right corners in the
muscle activation plot �Fig. 4�. This muscle use strategy
would apparently result in lower MFDR values. It should be
noted that, at times, an increase in MFDR is desirable, such
as when increased voice intensity is needed. Two trained
male singers showed different muscle use strategies for in-
creasing F0, primarily relying on increased CT activation

FIG. 8. Changes to amplitude ratio as a function of increasing TA activation level when CT was constant at 0.24 �a� and 0.74 �b�, and as a function of
increasing CT activation when TA was constant at 0.24 �c� and 0.74 �d�.
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while maintaining lower TA activation �Titze et al., 1989�.
This strategy might result in increased MFDR, which would
be important for a singer who needs to achieve both in-
creased F0 and increased intensity.

The amplitude ratio and vertical phase difference of the
lower to upper cover masses are important to the self-
oscillating nature of vocal fold vibration �Titze, 1988�, but
excessive vertical phase differences can also contribute to
shearing forces �Titze, 1994�. No previous studies have
documented the effects of varying levels of intrinsic laryn-
geal muscle activation on these quantities. In this simulation
study, substantial changes in the amplitude ratio occurred
when TA activation was increased and CT muscle activation
was low, creating a large CT to TA activation differential. In
this case, the amplitude ratio more than doubled. Thus, at a
low F0 range, when the vocal folds would be relatively slack,
increased TA activation resulted in increased excursion of the
lower cover mass and decreased excursion of the upper cover
mass. These changes were accompanied by a large increase
in vertical phase difference between the upper and lower
cover masses, due to the upper mass not paralleling the in-
creased excursion of the lower mass, with resulting differ-
ences in phase as TA muscle activation was increased. These
increases in amplitude ratio and vertical phase difference re-
sulted in substantial changes to the glottal area and glottal
flow waveforms. When TA activation was high and CT acti-
vation was low, the glottal area waveform became very
sharp, with an abrupt cutoff point between the opening and
closing phases of vibration.

Abrupt changes to vocal fold dynamics can result in
increased mechanical stress during vibration. An increase in

vertical phase difference of the upper and lower cover
masses during vibration will result in an increase in shearing
forces on the vocal folds; the greater phase asymmetry of the
upper and lower masses would mean increased shearing of
the cover tissue that connects these masses. If shearing forces
are harmful to vocal fold tissue, increased levels of TA acti-
vation may place an individual at risk for damage or change
to the vocal fold tissue due to an increase in shearing forces
that occurs as TA activation is increased. The simulated ef-
fects of muscle activation support Hillman et al. �1989�, who
suggested that increased levels of muscle activation associ-
ated with adducted hyperfunction might result in increased
vocal fold stiffness, high velocity of tissue movement, and an
increase in vocal fold collision forces, all contributing to an
increased risk of vocal fold pathology. These authors theo-
rized that the vocal fold dynamics associated with increased
muscle activation would also result in increased amplitude of
vocal fold excursion, in turn contributing to increased colli-
sion forces. The simulations from the present study indicated
that with increased TA activation and relatively low CT ac-
tivation, the largest increase in amplitude excursion will oc-
cur in the lower cover mass, with a greater amplitude differ-
ential at these muscle activation levels between the lower
and upper cover mass movement. Therefore, in addition to
the increased impact forces, increased shearing forces may
compound the mechanical stress that is placed on the vocal
folds.

There are few studies documenting intrinsic laryngeal
muscle activation levels in people with voice disorders. Most
of the available literature has been conducted with individu-
als presenting with spasmodic dysphonia, a voice disorder of

FIG. 9. Changes to vertical phase difference as a function of increasing TA activation level when CT was constant at 0.24 �a� and 0.74 �b�, and as a function
of increasing CT activation when TA was constant at 0.24 �c� and 0.74 �d�.
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neurologic origin. Several investigators have not found dif-
ferences in intrinsic laryngeal muscle activation between
control subjects and those with spasmodic dysphonia �Van
Pelt et al., 1994; Watson et al., 1991�. Interestingly, the stud-
ies that have found group differences have consistently re-
ported increased activity of the thyroarytenoid muscle in
people with spasmodic dysphonia as compared to control
subjects �Cyrus et al., 2001; Nash and Ludlow, 1996;
Schaefer et al., 1992�. Speech samples that elicited these
group differences varied from phonation breaks only �Nash
and Ludlow, 1996� to speech with and without breaks �Cyrus
et al., 2001� to repeated consonant-vowel-consonant tasks
�Schaefer et al., 1992�. One hypothesis based on the predic-
tions obtained from this study is that increased TA activation
may alter displacement characteristics of the vocal fold cover
and body, contributing to decreased phonatory stability dur-
ing vibration. In voice disorders that occur in the absence of
neurologic or structural laryngeal pathology �often referred
to as functional voice disorders�, increased intrinsic and ex-
trinsic laryngeal muscle activation is frequently assumed but
has generally not been objectively documented �Eustace et
al., 1996; Morrison and Rammage, 1993; Morrison et al.,
1983; Stemple et al., 1995�. The simulations produced in this
study indicate that certain combinations of intrinsic laryngeal
muscle activation may result in aerodynamic and physical
characteristics of vocal fold vibration that could place an
individual at risk for voice problems. However, modeling
studies must be followed by in vivo speech recordings in
people with and without voice disorders to validate these
predictions.

There are several limitations to the present study, and
critical future directions for research in this area. To simplify
the interpretation of results, only a realistic epilaryngeal and
tracheal configuration was included, with the remaining vo-
cal tract modeled as an open tube. To more realistically de-
pict the acoustic, aerodynamic, and physical changes associ-
ated with variation of muscle activation and epilaryngeal
area, modeling of particular vocal tract configurations repre-
senting vowels such as /a/ or /i/ would be useful. Further-
more, this study controlled the configuration of the trachea
and held input pressure �lung pressure� at a constant value to
isolate the effects of CT and TA muscle activation. Manipu-
lation of parameters such as driving pressure would be ex-
pected to influence F0 �Baer, 1979; Hixon et al., 1971�. An
important step in future studies would be manipulating such
parameters in conjunction with CT and TA muscle activa-
tions and determining the predicted outcomes. Likewise, the
output parameters assessed in this study were limited so that
the length and interpretability of the predictions would not be
too unwieldy. Due to the finding of increased skewing of the
glottal pulse under simulated conditions of high TA activa-
tion and low CT activation in this study, future studies might
include the speed quotient as a measure of the symmetry of
the open phase �Baken and Orlikoff, 2000�.

A major limitation to all vocal fold modeling studies is
that the effects that are obtained by experimentally manipu-
lating various parameters may not be evidenced in the human
with those same manipulations. In this study, it was possible
to manipulate intrinsic laryngeal muscles independent of

other factors. In humans, these muscle changes would occur
with a probable concomitant increase in other laryngeal and
pharyngeal muscles, and the effects of those muscle changes
would not be reflected in the present modeling study. Thus,
modeling studies can provide predictions regarding the ef-
fects of controlled manipulation of variables, but must be
followed by in vivo studies to validate these predictions. In
attempting to draw inferences regarding changes to aerody-
namic and physical quantities and their implications for risk
of vocal fold damage, it is also important to note that the
three-mass model of vibration cannot depict tissue damage.
Thus, the actual risk for tissue damage associated with these
changes to vocal fold dynamics is unknown. Finally, the cur-
rent model has been developed on male speakers and may
have limited applicability to female voice production. Future
modifications to this computational model are therefore
needed to adequately represent female voice biomechanics,
as many voice disorders occur more frequently in women.

C. Conclusions

The number of variables that affect F0 in speech and the
interdependence of these variables make the study of F0 con-
trol difficult in vivo. The three-mass model of adult-male
vocal fold vibration allows for the isolated simulation of sev-
eral variables that are critical to F0 control, such as CT and
TA muscle activation. By manipulating activation of one in-
trinsic laryngeal muscle while holding other variables con-
stant, the simulated effects of that muscle on F0, as well as
on aerodynamic and physical characteristics of vibration, can
be studied. The aerodynamic and physical quantities ana-
lyzed in this study were chosen due to their contribution to
vocal fold dynamics and their influence on various forms of
mechanical stress during vibration. F0 was greatly affected
by the simulated manipulation of CT and TA muscle activa-
tion, as were the aerodynamic quantities of glottal airflow
and MFDR. Physical quantities of amplitude ratio and verti-
cal phase difference were also affected by simulated muscle
activation. A simulated increase in TA activation with rela-
tively low CT activation substantially increased both the am-
plitude ratio and vertical phase difference. These aerody-
namic and physical changes would be expected to increase
both vocal fold collision forces and shearing forces, which
may increase the potential for vocal fold tissue damage.
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Although electrolarynx �EL� serves as an important method of phonation for the laryngectomees,
the resulting speech is of poor intelligibility due to the presence of a steady background noise caused
by the instrument, even worse in the case of additive noise. This paper investigates the problem of
EL speech enhancement by taking into account the frequency-domain masking properties of the
human auditory system. One approach is incorporating an auditory masking threshold �AMT� for
parametric adaptation in a subtractive-type enhancement process. The other is the supplementary
AMT �SAMT� algorithm, which applies a cross-correlation spectral subtraction �CCSS� approach as
a post-processing scheme to enhancing EL speech dealt with the AMT method. The performance of
these two algorithms was evaluated as compared to the power spectral subtraction �PSS� algorithm.
The best performance of EL speech enhancement was associated with the SAMT algorithm,
followed by the AMT algorithm and the PSS algorithm. Acoustic and perceptual analyses indicated
that the AMT and SAMT algorithms achieved the better performances of noise reduction and the
enhanced EL speech was more pleasant to human listeners as compared to the PSS algorithm.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2203592�

PACS number�s�: 43.70.Dn �DOS� Pages: 398–406

I. INTRODUCTION

Electrolarynix �EL� is used by people who are unable to
use their natural voice production due to the total removal of
the larynx for the treatment of laryngeal cancer. The most
common EL is the electromechanical vibrator that is typi-
cally held against the neck at the level of the former glottis to
excite the vocal tract acoustically �Barney et al., 1959�. The
advantages of EL are that it is easier to use, produces longer
sentences without special care, and is more effective for
communication in many situations as compared to other
methods of voice rehabilitation �Lauder, 1970; Rothman,
1982�. However, EL speech has several serious shortcomings
including artificial quality, reduced intelligibility, and poor
audibility. Some of the sound produced by the vibrating dia-
phragm is radiated directly from the instrument, its interface
with the neck and the surrounding neck tissues. Barney et al.
�1959� reported that the intensity of the radiated noise was
about 20–25 dB �SPL� when the mouth was closed. Weiss et
al. �1979� found that this value varied over 4–15 dB SPL
across the subjects for the same device. Previous researchers
suggest that the radiated noise may result in a loss of intel-
ligibility, especially at the low signal-to-noise ratio �SNR�
�Knox and Anneberg, 1973�. An acoustic cue that distin-
guishes voiced and voiceless stops is the presence of a peri-
odic low-frequency signal during the closed portions of
voiced stops. Due to continuous operating of EL throughout
the utterance, however, the closure portion consisting of the
periodic radiated noise leads to the confusions between
voiced and voiceless stops �Espy-Wilson et al., 1998�. Weiss

et al. �1979� reported that most of the direct-radiated noise
energy was concentrated in the frequency region
400–800 Hz, which could lead to vowel identification errors
due to a significant auditory masking of the vowel formants.

Although EL has been clinically used for laryngecto-
mees for over 50 years, there have been few scientific efforts
to improve EL devices or the resulting speech. Norton and
Bernstein �1993� tried to improve EL speech by changing the
driving signal of the vibration source. By applying a one-
inch-thick foam shield around the EL, they found that listen-
ers judged the modified EL speech as sounding more natural.
However, Espy-Wilson et al. �1998� noted that the sound-
proof shield failed to provide effective noise isolation and
increased the size of EL. Qi and Weinberg �1991� designed a
digital filter to compensate the low-frequency deficit, mini-
mizing differences between spectra of normal and EL vowels
below 550 Hz using a least-squares estimation procedure.
They found that the low-frequency-enhancing EL speech was
judged more intelligible than the original speech.

The limited effectiveness of the above-mentioned efforts
led researchers to consider the use of signal enhancement
techniques to improve the resulting speech �Espy-Wilson et
al., 1996, 1998; Cole et al., 1997; Pandey et al., 2002; Niu et
al., 2003; Pratapwar et al., 2003; Liu et al., 2006�. One
method is adaptive noise canceling �Espy-Wilson et al.,
1996, 1998; Niu et al., 2003�. Espy-Wilson et al. �1996,
1998� used a two-input least mean squares �LMS� algorithm,
which removes the noise components of the primary input
signal that depend on the reference input signal and are based
on second-order statistics. Niu et al. �2003� proposed an
adaptive noise canceling method-based independent compo-
nent analysis �ICA� and found a better performance than thea�Electronic mail: mxwan@mail.xjtu.edu.cn
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LMS algorithm. However, there may be many other noise
components existing in the primary input signal that depend
on the noise reference signal through higher-order statistics.
The subtractive-type algorithm is the other method for EL
speech enhancement, including power spectral subtraction
�PSS� �Cole et al., 1997�, magnitude spectral subtraction
�MSS� �Pandey et al., 2002�, spectral subtraction with quan-
tile based noise estimation �SS-QBNE� �Pratapwar et al.,
2003�, or improved spectral subtraction �ISS� �Liu et al.,
2006�. This method is based on two assumptions: one is that
speech and additive noise are uncorrelated; and the other is
that the noise is a stationary or a slowly varying process so
that the noise spectrum does not change significantly during
the update periods. The key idea is to estimate the back-
ground noise and then to subtract the estimation value from
the noisy speech in the frequency domain �Boll, 1979�.
Subtractive-type algorithms have been chosen for their sim-
plicity of implementation and relatively inexpensive compu-
tational complexity. However, the subtraction parameters of
the PSS and the MSS algorithms used for EL speech en-
hancement are fixed, limiting the enhancement effects of
noise reduction. Moreover, spectral subtraction can result in
negative estimates of the magnitude or power spectrum that
are non-negative variables, in which a musical noise is intro-
duced. Although many solutions have been proposed to re-
duce the musical noise in the subtractive-type algorithms-
�Boll, 1979; Berouti et al., 1979; McAulay and Malpass,
1980; Ephraim and Malah, 1984; Lockwood and Boudy,
1992; Hansen, 1994�, results performed with these algo-
rithms show that there is a need for further improvement.

The purpose of this investigation was motivated by the
need of improving EL speech in electronically mediated en-
vironments, when speakers and listeners cannot talk face to
face. For example, during the use of a telephone, when ad-
dressing public gatherings, or in any situation in which elec-
tronic media could reasonably be employed, EL speech has
to be enhanced extensively for correct understanding. Addi-
tionally, previous research was focused on the radiated noise
reduction in quiet environments. Most speech communica-
tion takes place in noisy environments, and the low-energy
EL speech is easily masked by the different environment
noises. The reduction of speech quality due to environment
noise causes listeners fatigue. In the perceptual study of EL
speech in noise, it decreased in the intelligibility as SNR
decreased �Weiss et al., 1979; Holly et al., 1983�. Hence, it is
important to investigate the methods to eliminate the additive
noise, although few efforts are put into EL enhancement in
the case of additive noise �Niu et al., 2003; Liu et al., 2006�.
It is necessary to find a new way to efficiently eliminate both
additive noise and radiated noise, which will be helpful to
improve the life quality of the laryngectmees.

In review of normal speech enhancement, efforts have
been made to reduce the musical noise by using a human
auditory masking model, which is widely used in wideband
audio coding �Johnston, 1988; Brandenburg and Stoll, 1994;
Painter and Spanias, 2000�. This is concerned with the criti-
cal band �CB� analysis, which is a central notion because the
auditory perception is based on a similar analysis in the inner
ear. The auditory masking model is used for speech enhance-

ment by calculating an auditory masking threshold �AMT�,
below which any noise components will not be detectable by
the human listener and so perceptually are not important
components to suppress. The goal, then, is to minimize only
the audible portion of the noise spectrum. Some methods
�Tsoukalas et al., 1993, 1997; Usagawa et al., 1994; Nand-
kumar and Hansen, 1995; Hansen and Nandkumar, 1995;
Virag, 1999� by modeling several aspects of the enhance-
ment mechanism present in the auditory system have been
developed.

Therefore, the purpose of the present study was to in-
vestigate the enhancement of EL speech based on the spec-
tral subtraction by incorporating the AMT, not only eliminat-
ing the radiated noise but also reducing the additive noise.
Our goals are described as follows: �1� adopt the AMT algo-
rithm for the enhancement of EL speech; �2� apply a supple-
mentary AMT �SAMT� algorithm, incorporating a cross-
correlation spectral subtraction �CCSS� approach as a post-
processing scheme, to improving EL speech; and �3� evaluate
the quality of EL speech enhanced by these two algorithms
as compared to the PSS algorithm.

II. METHOD

The proposed enhancement scheme is presented in Fig.
1. It consists of two parts: the AMT algorithm and the CCSS
algorithm. The whole block diagram describes the SAMT

FIG. 1. The proposed speech enhancement scheme.
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algorithm. The key of the proposed enhancement scheme can
be divided into two parts: noise estimation and spectral sub-
traction.

A. Noise estimation

Since babble noise is highly nonstationary noise, it is
imperative to update the estimate of the noise spectrum fre-
quently. We adopted the minimum-statistics method pro-
posed by Cohen and Berdugo �2002� which was found to
work well for nonstationary environments. The minimum
tracking is based on a recursively smoothed spectrum which
is estimated using first-order recursive averaging

�D̂�k,l�����2 = �D�D̂�k−1,l�����2 + �1 − �D��Ŷ�k,l�����2 �1�

0 � �D � 1,

where �D̂�k,l�����2 and �Ŷ�k,l�����2 are the kth components of
noise spectrum and noisy speech spectrum at the frame l, and
�D is a smooth parameter. Let p��k , l� denote the conditional
signal presence probability in Cohen and Berdugo �2002�,
then Eq. �1� implies

�D̂�k,l�����2 = �̂D�k,l��D̂�k−1,l�����2

+ �1 − �̂D�k,l���Ŷ�k,l�����2, �2�

where �̂D�k , l���D+ �1−�D�p��k , l� is a time-varying
smoothing parameter. Therefore, the noise spectrum can be
estimated by averaging past spectral power values.

B. Spectral subtraction

1. Modified spectral subtraction

Spectral subtraction is a method for restoration of the
power spectrum or the magnitude spectrum of a signal ob-

served in additive noise, through subtraction of an estimate
of the average noise spectrum from the noisy signal spec-
trum. The noisy signal model in the frequency domain is
expressed as follows:

Y��� = S��� + L��� , �3�

where Y���, S���, and L��� are the fast Fourier transforms
�FFT� of the noisy speech, clean speech, and additive station-
ary background noise.

In order to reduce the musical noise, various existing
subtraction rules are derived and most of them have a para-
metric form allowing for a greater flexibility in the variation
of the suppression curves �Lim and Oppenheim, 1979�. Ac-
cording to the subtractive-type algorithm proposed by Ber-
outi et al. �1979�, the generalized spectral subtraction
scheme is described as follows:

�Ŝ����� = ��Y����� − ��L̂�����, if
�L̂�����

�Y�����
�

1

� + �

��L̂�����, otherwise,

�4�

where ����1� is the subtraction factor, ��0���1� is the
spectral floor, and � is the exponent determining the transi-
tion sharpness. Here we set �=2 but � and � are adapted
frame by frame.

2. Cross-correlation spectral subtraction

As a post-processing scheme, the input signal of the
CCSS algorithm is EL speech enhanced by the AMT algo-
rithm �see Fig. 1�. For this noisy signal, the assumption that
speech and noise are uncorrelated is not valid. Therefore, we
cannot neglect those cross terms between speech and noise.
The CCSS algorithm proposed by Hu et al. �2001� can be
expressed

�Ŝ�����2 =��Y�����2 − ��L̂�����2 − 	�Y����� · �L̂����� if �Y�����2 � ��L̂�����2

��L̂�����2 otherwise,
�5�

where �����, S����, and L���� are the FFT of the input
signal of the CCSS algorithm, and 	 is the cross-correlation
coefficient, which provides an estimate of the correlation be-
tween corrupted speech and noise in the current window
frame. The value of 	 determines the factor of subtraction
and is proportional to the degree of correlation between
speech and noise.

Considering the fact that the uncorrelated noise

��L̂�����2� has been eliminated during the enhancement of the
AMT algorithm and it will result in the oversubtraction if it
is subtracted in the post-processing scheme, we only subtract

the correlated noise �	 �Y���� � · �L̂���� � � in the CCSS algo-
rithm

�Ŝ�����2 = �Y�����2 − 	�Y����� · �L̂����� . �6�

3. Adaptation of subtraction parameters

The AMT is obtained through modeling the frequency
selectivity of the human ear and its masking properties
�Johnston, 1988; Schroeder et al., 1979; Arehart et al. 2003�.
Figure 2 shows an example of the AMT from the vowels /a/
of normal speech and EL speech in the quiet environment. It
can be found that the AMT values in the low-frequency re-
gions are higher than those in the high-frequency regions. On
the other hand, the AMT values of EL speech are lower than
those of normal speech.
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The AMT should be computed from the clean speech
signal. However, in the proposed enhancement scheme, it is
impossible to obtain clean EL speech. Therefore the AMT is
calculated with the original EL speech without additive
noise. For the noisy speech with low SNR, the PSS algo-
rithm is usually used as a preprocessing scheme for the AMT
estimation, reducing background noise while introducing
musical residual noise. In our experiments, the AMT was
estimated from the noisy EL speech directly without the
preenhancement process. This is due to the fact that the AMT
from the preenhanced EL speech is very different from the
one obtained from the original EL speech, even after de-
creasing the relative threshold offset to take into account the
tonelike nature of the musical residual noise. This might be
related to the particular characteristics of EL speech and the
preenhanced processing using the PSS algorithm.

The adaptation rule is based on the following consider-
ation: If the AMT is low, the subtraction parameters will be
increased to reduce the noise. The introduced musical noise
will be masked by the background noise remaining in the
enhanced speech due to the high spectral floor. If the AMT is
high, however, it is necessary to keep the subtraction param-
eters to their minimal values because residual noise will stay
below the AMT and will be naturally masked and inaudible.
The adaptation rules of the subtraction parameters are per-
formed as follows:

� = �max� T���max − T���
T���max − T���min

	
+ �min� T���−T���min

T���max − T���min
	T���min � T���

� T���max, �7�

� = �max� T���max − T���
T���max − T���min

	
+ �min� T��� − T���min

T���max − T���min
	T���min � T���

� T���max, �8�

where �min, �max, �min, �max, T���min, and T���max are the
minimal and maximal values of �, �, and T��� are up-
dated from frame to frame. According to a number of
experiments with different noise types and levels for se-
lecting the appropriate values for these parameters, we
choose the following values to obtain a good tradeoff be-
tween residual noise and speech distortion:

1� �min=1 and �max=6.
2� �min=0 and �max=0.02.

III. EXPERIMENTS

A. Subjects

Six male laryngectomees with the total removal of the
larynx participated in the experiment. The participants had
recovered from the fibrosis and edema resulting from radia-
tion, and their neck tissue was supple enough so as to permit
them to use EL effectively. All of the subjects were native
speakers of Mandarin Chinese. The subjects with laryngec-
tomies ranged from 48 to 70 years with a mean age of 58.68,
and they had at least 2 years of experience using the device
so that they were proficient at using EL for demonstration
purposes.

Six listeners individually carried out the perceptual task
in a soundproof room. Their ages varied from 20 to 32, with
a mean age of 26.36. All of them were unfamiliar with EL
speech, and none of them had hearing problems in both ears
�pure-tone threshold better than 20 dB SPL across all fre-
quencies�. The listeners were reported to possess at least a
college education, and they were able to correctly read and

FIG. 2. Examples of the auditory masking threshold of
the vowel /a/ from the clean normal speech and electro-
larynx speech. The sampling frequency is 20 kHz and
the total number of critical bands is 24.
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comprehend the speech material used in the experiment. All
the participants were monolingual Mandarin speakers.

B. Recordings

The recording procedure was carried out in a sound-
proof room. Speech samples were collected by using a mi-
crophone mounted at a distance of 15 cm from the mouth,
and amplified by using a multichannel conditioning amplifier
�Brüel and Kjær, Model 2693�. A locally made, hand-held
EL was used �Model Hu Die 9201�. The device had a built-in
frequency range of 60 to 90 Hz, with an intensity range of 70
to 80 dB SPL. The EL speakers were instructed to use the
pitch and intensity at a preset level throughout the recording.
Recordings were taken at a sampling frequency of 20 kHz
with 16-bits per sample. During the recording, speakers were
provided with cards on which Chinese characters were
printed representing the citation words. Five Chinese sen-
tences, each of which was composed of six words, were used
as the speech materials for acoustic and perceptual analyses.
Instructions were given to the speakers before the recording
took place. The speakers were instructed to read the speech
materials three times at normal loudness and speaking rate.

White Gaussian noise and speech babble noise, taken
from the Noisex-92 database designed for speech recognition
in noisy environments, were chosen for the research of EL
speech enhancement in noise in the experiments. Noise was
added to the original EL speech signal with a varying SNR.
All these sentences were processed by three enhancement
algorithms. After that, these sentences were divided into six
sets of sentences. Each set contained different sentences in
randomized order with four enhancement conditions �three
with enhancement algorithms and one with no algorithm�,
which was provided as the listening stimuli for the percep-
tual analyses.

C. Perceptual evaluation

In our perceptual study, listeners rated the acceptability
of each sentence based on the criteria of the mean opinion
score �MOS�, which is a five-point scale �1: bad; 2: poor; 3:
common; 4: good; 5: excellent�. The listening tasks took
place in a sound-proof room. The speech samples were pre-
sented to the listeners at a comfortable loudness level �65 dB
SPL� via a high quality headphone. To eliminate the order
effect, the order in which the speech samples were presented
was randomized. A 4-sec pause was inserted before each
citation word to allow the listeners to respond and to avoid
rehearsal effect.

IV. RESULTS

A. Acoustic analysis

The performance evaluation of the AMT and the SAMT
algorithms was presented with a comparison with the PSS
algorithm. In order to analyze the time-frequency distribu-
tion of the enhanced speech, we presented speech spectro-
grams that can give accurate information about residual

noise and speech distortion. The speech material is a Chinese
sentence “xi an jiao tong da xue” �‘Xi’an Jiaotong Univer-
sity’ in English�.

Figure 3 shows the spectrograms of the original and en-
hanced EL speech without additive noise. Figure 3�a� shows
that a certain amount of the radiated noise exists in the origi-

FIG. 3. Spectrograms of the phrase ‘xi an jiao tong da xue’: �a� original
speech; �b� enhanced speech by the PSS algorithm; �c� by the AMT algo-
rithm; and �d� by the SAMT algorithm.
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nal EL speech because of the continuous use of EL for pho-
nation, especially during speech pauses. Figure 3�b� shows
that the PSS algorithm is effective in reducing the radiated
noise below 2 kHz as well as an amount of noise during
speech pauses, but not to reduce the high-frequency noise.
According to Fig. 3�c�, the AMT algorithm reduces some
noises above 2 kHz but keeps a few noises below 2 kHz.
That is, the AMT achieves a better reduction of the high-
frequency noise but a worse reduction of the low-frequency
noise as compared to the PSS algorithm. Figure 3�d� shows
that the SAMT algorithm not only reduces the radiated noise
but also eliminates both the low- and the high-frequency
noises completely.

Figures 4 and 5 show the spectrograms of the noisy and
enhanced EL speech in the case of additive white noise and
babble noise, respectively. In Fig. 4�a�, the original speech is
almost masked completely by white noise, especially in
high-frequency regions. In Fig. 5�a�, babble noise covers
both the low- and high-frequency regions but more energy is
concentrated in the low-frequency regions as compared to
white noise. Figures 4�b� and 5�b� indicate that there are still
many noises in the enhanced speech dealt with the PSS al-
gorithm. The PSS algorithm reduces few low-frequency
noises below 2 kHz, and even less high-frequency noises
especially above 3 kHz. As shown in Figs. 4�c� and 5�c�, the
AMT algorithm does better than the PSS algorithm in elimi-
nating the high-frequency noises. But it is still not good in
reducing the low-frequency noises. Figures 4�d� and 5�d� as-
sociated with the SAMT algorithm show a much better per-
formance in white noise reduction, in which the low- and
high-frequency noises are eliminated completely.

B. Perceptual analysis

Perceptual analyses performed with the different en-
hancement algorithms are shown in Fig. 6. The score of the
enhanced speech obtained from using the SAMT algorithm is
the highest, followed by that from the AMT and the PSS
algorithms. This is true for both the original speech and the
noisy speech. With regard to the original speech, a repeated-
measures analyses of variance �ANOVA� indicated a signifi-
cant difference between original speech and enhanced speech
�F�3,1076�=16.512, p�0.05�. Bonferroni post hoc test in-
dicated that the score of the enhanced speech by the SAMT
algorithm is significantly higher than those of the others �p
�0.05�. With regard to speech with additive noise, signifi-
cant differences were found between original speech and en-
hanced speech in the acceptability �white noise: F�3,1076�
=6.839, p�0.05; babble noise: F�3,1076�=38.988, p
�0.05� as tested with a repeated-measures ANOVA. Bonfer-
roni post hoc test indicated that the scores of enhanced
speech by the AMT and the SAMT algorithms were signifi-
cantly higher than those of the others �p�0.05�. But no sig-
nificant differences were found between the enhanced speech
by the AMT algorithm and that by the SAMT algorithm, and
between the enhanced speech by the PSS algorithm and the
original speech.

V. DISCUSSION

The results indicate that both the AMT algorithm and the
SAMT algorithm are better suited for EL speech enhance-
ment than the PSS algorithm, especially in the case of addi-
tive noise. Because the subtraction parameters are fixed and

FIG. 4. Spectrograms of the phrase ‘xi an jiao tong da xue’: �a� noisy speech
in the case of additive white noise at a SNR=0 dB; �b� enhanced speech by
the PSS algorithm; �c� by the AMT algorithm; and �d� by the SAMT algo-
rithm.
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unable to be adapted from frame to frame, the PSS algorithm
cannot reduce the noise effectively, especially the high-
frequency noise. These limitations will be worse for the en-
hancement of EL speech in the case of additive noise. With
regard to the AMT and the SAMT algorithms, � and � can
be adapted based on the AMT. Based on the frame-by-frame

adaptations of the subtraction parameters, these two algo-
rithms can realize a good tradeoff between reducing noise,
increasing intelligibility, and keeping the distortion accept-
able to a human listener. Furthermore, the SAMT algorithm
is superior to the AMT algorithm due to the supplementary
scheme of the CCSS algorithm. This post-processing ap-
proach eliminates the cross-correlated parts of the noisy
speech and compensates the deficit of the AMT algorithm in
the reduction of low-frequency noise.

It is noted that a certain amount of residual noise is kept
in the low-frequency regions of the enhanced speech by the
AMT algorithm. This is based on the characteristics of the
auditory masking model. According to the auditory masking
theory, residual noise will be naturally masked and inaudible
if the AMT is high. In this case, there is no need to reduce it
in order to keep distortion as low as possible and the sub-
traction parameters are kept to their minimal values. If the
AMT is low, residual noise will be annoying to the human
listener and it is necessary to reduce it by increasing the
subtraction parameters. The AMT value is higher in the low-
frequency regions than that in the high-frequency regions,
resulting in low values of subtraction parameters in the low-
frequency regions and high values in the high-frequency re-
gions based on the adaptation rules �see formulas �7� and
�8��. This leads to the results that some residual noises are
kept in the low-frequency regions while noises in the high-
frequency regions are eliminated almost completely. Due to
the low-frequency deficit of EL �the output level below
550 Hz was about 30 dB SPL lower than that of normal
speech� noted by Qi and Weinberg �1991�, residual noise in
the low-frequency regions would interfere in the intelligibil-
ity improvements. Therefore, a supplementary scheme of the
CCSS approach is incorporated to reduce such noise as well
as other correlated noise to further enhance EL speech. The
results also indicate that the SAMT algorithm cannot only
reduce the residual noise but also improve the low-frequency
deficit of EL speech. The perceptual results confirm the ac-
ceptability improvements based on the SAMT algorithm,

FIG. 5. Spectrograms of the phrase ‘xi an jiao tong da xue’: �a� noisy speech
in the case of additive babble noise at a SNR=0 dB; �b� enhanced speech by
the PSS algorithm; �c� by the AMT algorithm; and �d� by the SAMT algo-
rithm.

FIG. 6. Acceptability scores of the original and enhanced EL speech. The
noisy speech in the case of additive noise has an input SNR of 0 dB.
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which is consistent with the Qi and Weinberg report �1991�
that the listeners preferred low-frequency-enhanced EL
speech.

As the single channel subtractive-type speech enhanced
methods, the AMT and the SAMT algorithms in this paper
can be applied into the enhancement of EL speech in a prac-
tical situation. For example, an enhanced system embedded
with these two algorithms can be developed. With the help of
digital signal processing �DSP� technology, we can realize
the enhancement function with a microprocessor and implant
it into a telephone, microphone, or other electronic media.
Different enhancement algorithms can be selected through
the switch based on different noisy conditions �The SAMT
algorithm is more powerful, but the AMT algorithm is more
efficient�. Along with the development of efficient enhance-
ment methods, the quality of EL speech will be extensively
improved for better perception.

VI. CONCLUSION

The present study investigated two enhancement algo-
rithms of EL speech based on spectral subtraction: the AMT
algorithm and the SAMT algorithm. Because these two algo-
rithms took into account the auditory masking properties of
the human ear to adapt the subtraction parameters in the
enhancement process, a better effect of noise reduction was
obtained and the perceptually annoying musical noise was
efficiently reduced as compared to the PSS algorithm. Fur-
thermore, the CCSS approach in the SAMT algorithm elimi-
nates the residual noise in the low-frequency regions by the
AMT algorithm. In addition, these two algorithms can effec-
tively reduce both the radiated noise and the additive noise.
As compared to the PSS algorithm in various noise types, the
AMT and the SAMT algorithms show that the background
noise is reduced efficiently while the distortion of EL speech
remains acceptable.
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Ultrasound imaging of the tongue is increasingly common in speech production research. However,
there has been little standardization regarding the quantification and statistical analysis of ultrasound
data. In linguistic studies, researchers may want to determine whether the tongue shape for an
articulation under two different conditions �e.g., consonants in word-final versus word-medial
position� is the same or different. This paper demonstrates how the smoothing spline ANOVA �SS
ANOVA� can be applied to the comparison of tongue curves �Gu, Smoothing Spline ANOVA Models
�Springer, New York, 2002��. The SS ANOVA is a technique for determining whether or not there
are significant differences between the smoothing splines that are the best fits for two data sets being
compared. If the interaction term of the SS ANOVA model is statistically significant, then the groups
have different shapes. Since the interaction may be significant even if only a small section of the
curves are different �i.e., the tongue root is the same, but the tip of one group is raised�, Bayesian
confidence intervals are used to determine which sections of the curves are statistically different. SS
ANOVAs are illustrated with some data comparing obstruents produced in word-final and
word-medial coda position. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2205133�

PACS number�s�: 43.70.Jt �AL� Pages: 407–415

I. INTRODUCTION

Ultrasound imaging is becoming an increasingly popular
technique for examining articulation in speech research. Pre-
vious research has shown that ultrasound imaging is a prac-
tical, low-cost, and noninvasive tool for acquiring articula-
tory data to examine tongue shapes corresponding to various
sounds, answering phonological questions, conducting pho-
netic fieldwork, and use in speech rehabilitation �e.g., Bern-
hardt et al., 2003; Bressmann et al., 2005; Davidson, 2005;
Gick, 2002; Stone, 2005; Stone et al., 1992; Stone and Lun-
dberg, 1996�.

Ultrasound is an attractive technique for imaging articu-
lation during speech because it provides an image of the
length of the tongue. Other techniques for imaging the mid-
sagittal contour of the length of tongue such as MRI and
cinefluorography are also available. However, these method-
ologies are often prohibitively expensive or difficult to ac-
cess. In most speech-related applications of ultrasound, re-
searchers have focused on collecting data from the
midsagittal contour of the tongue, although coronal slices
have also been analyzed �Slud et al., 2002�. A sample image
of a midsagittal tongue curve during the production of the
fricative /z/ is shown in Fig. 1. In this and following ultra-
sound images, the tongue tip is on the right and the tongue
root is on the left. The ability to image the entire contour of
the tongue is a significant advantage of ultrasound over tech-
niques like electromagnetic midsagittal articulography
�EMMA� �Perkell et al., 1992� or x-ray microbeam �West-

bury, 1994�, which only allow for the tracking of the flesh
points to which the receivers are attached. Though a tongue
surface can be partially reconstructed from fleshpoint data,
there are two main shortcomings for fleshpoint tracking as
compared to imaging techniques like ultrasound: �1� since
the placement of receivers is limited by the gag reflex, it is
difficult or impossible to acquire information about the shape
or motion of the tongue root, and �2� there is always the
possibility that an important shape of the tongue occurs be-
tween two receivers and cannot be accurately reconstructed.

While ultrasound has become important as a tool for
both linguistic and clinical investigation, there has not been
consensus regarding the quantification and statistical analysis
of the data that are collected. Some methods that have been
used so far include the overlay of a concentric grid with
equally spaced radial lines on the tongue shape, which al-
lows for measurements from a fixed point to the tongue sur-
face on any of the lines in the grid �Bressmann et al., 2005�;
a mean distance measure that averages the Euclidean dis-
tances between corresponding points on two curves being
compared �Davidson, 2005�; and principal components
analysis �Slud et al., 2002�. Of these methods, the most com-
mon measurement technique for midsagittal tongue curves
has been the concentric grid, which is implemented in sev-
eral software packages for ultrasound imaging
processing �e.g., University of Arizona’s GLoSsatron
�http://dingo.sbs.arizona.edu/�apilab/�, Queen Margaret
University College’s Articulate Assistant �http://
www.articulateinstruments.com/�, the University of British
Columbia’s Ultrax �http://www.linguistics.ubc.ca/isrl/
index.html�, University of Toronto’s Ultra-CATs �http://
www.slp.utoronto.ca/English/Ultra-CATS.html�; all websites
last viewed on April 21, 2006�. The image in Fig. 2 demon-

a�Portions of this work were presented at the Ultrafest III workshop at the
University of Arizona, April 2005 and the 50th Acoustical Society of
America meeting in Minneapolis, MN, October 2005.
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strates a tongue curve representing the maximum constric-
tion for the articulation of a /+/. Overlaid on top of the
tongue curve is a grid with seven equally spaced radii. The
origin of the radii is approximately at the center of the trans-
ducer. The ellipses indicate the points at which the radii in-
tersect the tongue curve.

Using a radial grid, researchers can measure from the
origin of the radii to the point at which each radius intersects
the curve. For example, if a researcher were examining the
difference in constriction degree for a velar stop like /+/ ver-
sus a velar fricative like /x/, measurements along one or
more radii could be compared for multiple repetitions of the
/+/ to those for the /x/, and then statistically analyzed with a
t test. However, unless information from the entire tongue is
recorded, it would be easy to miss taking a measurement at
the most important location. For example, in the case of the
/+/ in Fig. 2, the apex of the curve, marked with an X, is
taken to be the point of maximum constriction. Since this
point does not fall on a radius, the most relevant measure-
ment is missed. Alternatively, the number of radii on the grid
could be increased in order to make as many measurements
as possible, but such a decision is an incomplete attempt to

characterize the entire tongue surface, which is what the
smoothing spline ANOVA described in this paper was explic-
itly developed to do. The other measurement techniques
mentioned earlier are similarly dissatisfactory: either they are
not suitable for individual comparisons �principal compo-
nents�, or there is no principled way of comparing individual
sections of the tongue curve to determine where a difference
lies �mean distance measures�.

To address these issues, this paper introduces the
smoothing spline ANOVA �SS ANOVA �Gu, 2002�� as a
method for comparing tongue curve shapes. The SS ANOVA
is a statistical method that allows for the holistic comparison
of the entire tongue curve, whether it is obtained from ultra-
sound, MRI, or cinefluorography. This procedure has been
used in other fields where similarities and differences of
curve shapes must be assessed, such as plots of circadian
rhythms in normal adults, patients with Cushing’s syndrome,
and patients with depression �Wang et al., 2003�. Because
the mathematical details of both smoothing splines and the
SS ANOVA have been well covered in both statistical and
applied literature, this paper is intended primarily as a de-
scriptive introduction of the technique for linguists or speech
scientists who use ultrasound �or similar techniques, such as
x-ray �e.g., Iskarous, 2005�� for speech research. References
are provided for those desiring a more technical explanation
of the procedures described in this paper.

To demonstrate the smoothing spline ANOVA for tongue
curve comparison, it is illustrated with respect to the degree
and location of maximum constriction of consonants in dif-
ferent word positions �e.g., bag dazzled versus Baghdad�.
The data used in this paper to present the SS ANOVA come
from an unpublished experiment, but this paper is not a re-
port of the results of that study.

II. ULTRASOUND DATA COLLECTION

A. Data collection procedure

The stimuli consisted of three pairs of words and phrases
containing the same consonant in different positions: black
top versus blacktop, bag dazzled versus Baghdad, and jazz
dancer versus NASDAQ. These consonants were chosen be-
cause they are all lingual articulations that are easily imaged
by the ultrasound. These words were produced by five mono-
lingual native speakers of American English.

Midsagittal images of the tongue were recorded from a
Sonosite Titan portable ultrasound machine using a
5–8 MHz Sonosite C-11 transducer with a 90° field of view
and a depth of 8.2 cm. The incoming video signal from the
ultrasound machine and an audio signal from an Audio Tech-
nica AT-813 microphone were synchronized and captured di-
rectly to a Dell computer using a Canopus ADVC-1394 cap-
ture card and Adobe Premiere 6.0. The Canopus card is
designed to assure audio-video synchrony throughout the du-
ration of the recording. The video frame rate is 29.97 Hz.

In order to compare images from different utterances, it
is important to ensure that neither the speaker’s head nor the
transducer move during the experiment �Stone, 2005; Stone
and Davis, 1995�. Participants were seated in a sound-proof
booth and their heads were stabilized using a moldable head

FIG. 1. �Color online� Midsagittal image of the frame corresponding to the
midpoint of frication of the /z/ in the acoustic signal for “jazz dancer.” The
tongue tip is on the right and the tongue root is on the left.

FIG. 2. �Color online� Midsagittal ultrasound image of the maximally raised
position of the tongue dorsum for /+/ in “Baghdad” with a radial grid over-
lay. The white ellipses indicate where the radii intersect the tongue curve.
The “X” indicates the location of maximum constriction along the tongue
curve.
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stabilizer �Comfort Company�. The moldable head stabilizer
is a rigid U-shaped foam brace designed to assist elderly
people with low neck tone who have difficulty keeping their
heads upright. The stabilizer is affixed to a wall in the sound-
proof booth with Velcro and is placed at the height of the
participant’s temples. Another piece of Velcro is then used to
strap the speaker into the head stabilizer so that the head is
entirely enclosed. Once the speaker is placed in the head
stabilizer, one microphone stand to hold the transducer and
another stand to hold the microphone are set up. The stand
with the transducer is placed underneath the chin and the
placement is adjusted until a satisfactory midsagittal tongue
image is obtained. A picture of this setup is shown in Fig. 3.

A music stand was placed directly in front of the speaker
at eye level. Eight pieces of paper each containing a random-
ization of the stimuli and fillers were placed on the music
stand. The participant read the list, and then the experimenter
turned the page. This resulted in eight repetitions of each
phrase.

B. Edge extraction

After data collection, sections of the video files collected
with Adobe Premiere containing the target phrases were
transformed into JPEG stills. For the stops /k/ and /+/, the
ultrasound frame with the most raised tongue body within

the period of stop closure was chosen for comparison of
tongue shapes for word-final versus word-medial codas. For
the fricative /z/, the ultrasound frame roughly corresponding
to the midpoint of the duration of frication on the acoustic
record was chosen as the comparison frame. A sample image
for the most raised tongue body for the /+/ in “Baghdad” is
shown in Fig. 2 and the midpoint of the fricative for /z/ in
“jazz dancer” is illustrated in Fig. 1. The decision to compare
single frames as opposed to a sequence of frames was carried
out both for theoretical reasons and for simplicity of presen-
tation. First, one question that speech scientists may ask is
whether the point of maximum constriction of a consonant
differs with respect to some variable, such as word position,
speech rate, or phonological environment �e.g., Browman
and Goldstein, 1995; Kochetov, 2006�. Second, in order to
illustrate the SS ANOVA, the point of maximum constriction
is used as a simple test case. However, the SS ANOVA has
also been used to investigate comparisons along spatial and
temporal dimensions, as illustrated by statistical methods de-
veloped to examine changes in the electroencephalograms
�EEG� of epileptic patients �Guo et al., 2003� or spatiotem-
poral changes in surface air temperature �Luo et al., 1998�.

For each repetition of the target phrases, the JPEG stills
were loaded into EdgeTrak �version 1.0.0.4� for measure-
ment �Li et al., 2005�. EdgeTrak is a computer program that
automates the tracking of tongue contours by extracting
�x ,y� coordinates from the lower edge of the white curve in
the ultrasound image. First, a few points on the tongue image
are manually chosen, and then EdgeTrak uses an active con-
tour model to determine the location of the tongue edge in
the image. If the automatic tracking of the tongue edge does
not produce satisfactory results, points can be manually
added or subtracted to obtain the best fit. Sixty-four points
were extracted for each tongue curve, which were then used
for statistical analysis. A screenshot of the tongue curve ex-
traction in EdgeTrak for the frame of the /+/ of “bag dazzled”
is shown in Fig. 4.

III. SMOOTHING SPLINE ANOVA FOR COMPARING
TONGUE SHAPES

A. Smoothing splines

The 64 points for each of the eight repetitions of /+/ for
“bag dazzled” and “Baghdad” extracted with EdgeTrak are
shown in Fig. 5. These repetitions are plotted in the statistical
package S-Plus 2000 �the commercial version of the open-
source R language for statistical computing�. The first step is
to fit the data using smoothing splines �Eubank, 1988; Green
and Silverman, 1994; Wahba, 1990�. Smoothing splines have
also previously been employed in speech production re-
search. For example, Ramsay et al. �1996� provides a tech-
nical introduction to the use of smoothing splines in a study
of lip motion using OPTOTRAK, an optoelectronic tracking
system that transduces the 3-D position of reflective markers.
In what follows, a more intuitive introduction to smoothing
splines is presented, focusing on how it applies to ultrasound
data.

Smoothing splines are a type of natural cubic spline,
which is a piecewise polynomial function that connects dis-

FIG. 3. Head and transducer stabilization setup. The speaker’s head is en-
compassed by the moldable head stabilizer, which can be moved up and
down on the Velcro strips against the wall of the soundproof booth. Another
Velcro strap is pulled against the speaker’s head for further stabilization. The
transducer is stabilized with a microphone stand.
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crete data points called knots. Smoothing splines include a
smoothing parameter to find the best fit when the data tend to
be noisy. More specifically, the function defining the smooth-
ing spline contains two terms: one that attempts to fit the data
and one that penalizes a fit which does not have the appro-
priate amount of smoothness. Although the penalty term does
not allow the function to fit the data precisely, it ensures that
the resulting spline has a suitable amount of smoothness.
Natural cubic splines have the advantage that the shape of
the data does not have to be known a priori.

The smoothing spline is estimated by minimizing the
function in �1�:

G�x� =
1

n
�
all i

�yi − f�xi��2 + ��
a

b

�f��u��2 du , �1�

where n is the number of data points, and a and b are the x
coordinates of the endpoint of the spline. The smoothing
parameter � is critical to the performance of the spline esti-
mate. If � is large, the curve will be smoother, whereas a
small � produces a wavier curve that attempts to fit each of
the individual data points. The smoothing parameter is deter-
mined automatically using the generalized cross validation
�GCV� method �technical details on GCV are discussed in
Craven and Wahba, 1979; Ramsay et al., 1996�. The same
function is used to estimate a spline whether the data contain
the 64 points of one repetition or the 512 points of eight
repetitions.

An example of the smoothing splines corresponding to
each data set from the eight repetitions of /+/ in “bag
dazzled” and “Baghdad” for subject TO is shown in Fig.
6�a�. In this figure, the axes are in pixels, where 1 mm
=2.63 pixels. The vertical lines in the figure are a rough
division of the tongue into three parts corresponding to the
tongue anterior, the body/dorsum, and the root. This type of
tentative division allows for the determination of statistical
significance in the part of the tongue most relevant to the
research question. For the purpose of the data discussed in
this paper, the main region of interest for the coronal frica-
tive /z/ is the rightmost third of the tongue corresponding to
the anterior parts of the tongue, including the tip and blade.
For the velar stops /k/ and /+/, the focus is on the middle
third corresponding to the tongue body/dorsum. For now, the
tongue is divided into three equal parts for lack of a better
assumption about the most linguistically relevant way to de-
termine such divisions. This issue will be discussed again in
the general discussion.

Some differences between the consonantal articulations

FIG. 4. Screenshot of the EdgeTrak extraction for the
frame for /+/ shown in Fig. 1. The program is asked to
provide 64 points to characterize the curve shape.

FIG. 5. �Color online� Raw data points from eight repetitions for compari-
son of the shapes for /+/ in “bag dazzled” and “Baghdad” for speaker TO.
“bag dazzled” is represented by the dark blue “o” data points, and “Bagh-
dad” by the pink ‘�’ data points. The x axis is the length of the tongue, and
the y axis is the height of the tongue. The scales correspond to the pixels of
the original JPEGs, where 1 mm=2.63 pixels and the origin is in the top left
corner �accounting for why the values on the y axis increase�. Like the
ultrasound images, the tongue tip is on the right and the tongue root is on the
left.
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can be seen impressionistically in Fig. 6. In Fig. 6�a�, for
example, the tongue blade and body for the /+/ of TO’s
“Baghdad” is somewhat higher and fronted. Figure 6�b� dis-
plays a comparison of the /z/ in “jazz dancer” and “NAS-
DAQ” for speaker RE, with slight raising of the tongue an-
terior for the /z/ in “jazz dancer.” Although no palate shape
data were collected for this study, these differences likely
correspond to differences in the degree and/or location of
constriction for the consonant being produced. In the case of
the /+/ of “Baghdad,” the constriction location may be more
fronted, whereas the /z/ in “jazz dancer” appears to have an
increased constriction degree.

B. Smoothing spline ANOVA

The SS ANOVA has been used in applications that re-
quire a statistical technique to determine whether the shapes
of multiple curves are significantly different from one an-
other. In addition to the study of circadian rhythm mentioned
in the Introduction �Wang et al., 2003�, SS ANOVAs have
also been applied to studies in environmental science and
epidemiology �Gu and Wahba, 1993a, b; Wahba et al., 1995�.

The SS ANOVA was implemented in S-Plus 2000 using
the ASSIST library for fitting spline-based models �Wang

and Ke, 2002�. The SS ANOVA model is of the form in Eq.
�2�. Each component of f is estimated with a smoothing
spline:

f = � + �x + main group effect + smooth�x�

+ smooth�x;group� . �2�

Unlike a standard ANOVA, the SS ANOVA does not return
an F value. Instead, the smoothing parameters of the compo-
nents smooth�x� and smooth�x ;group� are compared to de-
termine their relative contributions to the equation. In the
ANOVA model, the main group effects correspond to the
smoothing splines for each data set �for example, the dark
blue data for “bag dazzled” versus pink data for “Bagh-
dad” in Fig. 6�a�, color online�, smooth�x� is the single
smoothing spline that would be the best fit for all of the
data put together �not represented in these diagrams�, and
the interaction term smooth�x ;group� is the smoothing
spline representing the difference between a main effect
spline and the smooth�x� spline.

The interaction term smooth�x ;group� is examined to
determine whether the curves representing each group are
significantly different. If the two curves being compared
have different shapes, then smooth�x ;group� will be a sig-
nificant component of f . Significance is determined by com-
paring the smoothing parameter value for the interaction
term smooth�x ;group� with the smoothing parameter value
for smooth�x�. If smooth�x� and smooth�x ;group� are of the
same order of magnitude, then it is likely that at least some
regions along the two curves are significantly different. In
this case, the order of magnitude refers to the nearest power
of 10; thus, smoothing parameters with values of 8 and 30
would be considered to be within the same order of magni-
tude, since both are numerically close to 101. However,
smoothing parameter values of 8 and 110 would be within
different orders of magnitude, since 110 is nearest to 102.
Furthermore, it should be emphasized that the order of mag-
nitude criteria for the smoothing parameters is only a rough
metric that does not guarantee that differences are not sig-
nificant. In cases of extreme difference, such as values of 0.1
versus 10 000, it may be assumed that there are no signifi-
cant differences among the curves. However, differences of
0.1 versus 10 may still contain a significant difference at
some point along the curve. For the comparison of the /+/ of
“bag dazzled” and “Baghdad,” the smoothing parameters for
smooth�x� and smooth�x ;group� are 6.04 and 28.05, respec-
tively. These values are within the same order of magnitude.
Visual inspection suggests that the front third of the tongue
shapes in Fig. 6�a� are significantly different from one an-
other, but in order to confirm this, 95% Bayesian confidence
intervals can be constructed to determine whether the curves
are significantly different at any point in the comparison �Gu
and Wahba, 1993b; Wahba, 1983�.

C. Bayesian confidence intervals

The first step is to construct 95% Bayesian confidence
intervals around the smoothing splines for the main effects
curves themselves. This is illustrated in Fig. 7. When the

FIG. 6. �Color online� �a� Data points from eight repetitions and smoothing
spline estimate �solid lines� for the /+/ in “bag dazzled” and “Baghdad” for
speaker TO. “bag dazzled” is represented by the dark blue line and the “o”
data points, and “Baghdad” by the pink line and ‘�’ data points. �b� Data
points and smoothing spline estimate for the /z/ in “jazz dancer” �dark blue�
and “NASDAQ” �pink� for speaker RE.
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confidence intervals of the main effects curves overlap, the
differences between two curves are not significant.

To better examine where significant differences are,
Bayesian confidence intervals can also be constructed for the
interaction curves. The interaction curves for each of the data
sets being compared are a plot of the difference of the
smoothing spline for each data set from the smoothing spline
that is the best fit to all of the data �i.e., smooth�x��. The
interaction effects for the main effects curves shown in Fig. 7
are illustrated in Fig. 8. Though the mean interaction curves
for each data set are mirror images, the confidence intervals
for each one may be different, which is why both interaction
curves are provided in the figures. If the confidence interval
encompasses the zero on the y axis at any point along the
interaction curve, there is no difference between the two
curves being compared; the interaction at that point is not
statistically significant. In Fig. 8, the Bayesian confidence

intervals encompass zero for about two-thirds of the entire
length of the tongue, starting at the tongue root. Thus, the
front part of the tongue curves for “bag dazzled” and “Bagh-
dad” are significantly different than one another.

Figure 9 contains the smoothing splines for the produc-
tion of /k/ in “black top” versus “blacktop” for speaker RE.
For this comparison, the smoothing parameter values for
smooth�x� and smooth�x ;group� were 0.88 and 0.44, respec-

FIG. 7. �Color online� Smoothing spline estimate and 95% Bayesian confi-
dence interval for comparison of the mean curves for /+/ in “bag dazzled”
and “Baghdad” for subject TO. “bag dazzled” is represented by the dark
blue line, and “Baghdad” by the pink line. The axes and scales are the same
as in Fig. 6.

FIG. 8. �Color online� Interaction ef-
fects with Bayesian confidence inter-
vals for the shapes for /+/ in “bag
dazzled” and “Baghdad” for speaker
TO. The splines representing the inter-
action effect are mirror images be-
cause they represent the difference of
main effect spline �as shown in Fig. 7�
from the spline that best fits all data
for “bag dazzled” and “Baghdad.”
However, both images are shown be-
cause the confidence intervals can be
different. The x axis is length, and the
y axis is the difference between each
data set and the spline that fits all data
for “bag dazzled” and “Baghdad.”
When the confidence interval encom-
passes 0, the curves are not signifi-
cantly different. The short, thick lines
in each image demarcate the part of
the interaction curve that is not signifi-
cantly different.

FIG. 9. �Color online� Smoothing splines for data sets �top� and interaction
effects with Bayesian confidence intervals �bottom� for the shapes for /k/ in
“black top” �dark blue� and “blacktop” �pink� for speaker RE.
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tively. In this example, the confidence intervals for the inter-
action effects are different for “black top” �dark blue line�
and “blacktop” �light/pink line� �color online�. This is most
evident at the ends of the curves, where ultrasound data are
often less consistent since the imaging quality at the ends of
the tongue curve may be slightly degraded, and therefore
harder to accurately track. Such variability will be reflected
in the Bayesian confidence intervals of the smoothing splines
for both the main effects and the interaction. However, it is
also clear in this figure that the confidence interval surround-
ing the interaction effect for “black top” �dark blue line� is
wider than the interval for “blacktop” �light/pink line�. This
indicates greater variability for “blacktop.”

In the example in Fig. 9, the section of the curve rel-
evant to determining whether there is a difference in con-
striction for the two different types of /k/ is again the middle
third. The interaction curves indicate that there is no signifi-
cant difference anywhere in that region. There is a significant
difference along most of the section corresponding to the
anterior part of the tongue �the rightmost third�, although at
the very end of the curve the curves are again very close to
one another. This is due to the increased variability at the
tongue tip, as indicated by the widening confidence intervals.

Figure 10 demonstrates the production of /z/ in “jazz
dancer” �black� and “NASDAQ” �gray� by speaker SH, in
which there are no significant differences at all along any
point in the curve. The smoothing parameter values for
smooth�x� and smooth�x ;group� were 7.92 and 2 608 893,
respectively.

IV. GENERAL DISCUSSION

The smoothing spline ANOVA is a useful technique for
providing a statistical analysis of differences among tongue

shapes acquired by ultrasound imaging. When multiple rep-
etitions of an utterance are collected, smoothing splines in
conjunction with Bayesian confidence intervals are an appro-
priate method to account for the shapes that best fit the data
and the variance in production. In the examples given above,
the articulation corresponding to the most constricted posi-
tion of a word-final consonant �e.g., black top� was com-
pared to that of a word-medial consonant �e.g., blacktop�. By
looking at either the whole tongue curve or a particular re-
gion, depending on the researcher’s interest, it can be deter-
mined whether the tongue shapes for a given articulation are
the same or different when some context is varied. In the
case of the /+/ in “bag dazzled” versus “Baghdad” for
speaker TO �Fig. 7�, a significant difference in the rightmost
section of the tongue extending into the middle third of the
tongue suggests a difference between the constrictions of /+/.
In the example of /k/ for “black top” and “blacktop” for
speaker RE �Fig. 9� and /z/ for “jazz dancer” and “NAS-
DAQ” for speaker SH, however, there were no significant
differences in the relevant regions.

One advantage of the SS ANOVA technique is that any
changes in shape, rotation, or translation are taken into ac-
count in the statistical analysis. When the head and trans-
ducer are stabilized, it can be assumed that any changes not
just in the tongue shape, but also in translation �shift on the x
or y axis� or rotation of the tongue curve, are of interest to
the question being researched. Translation changes, for ex-
ample, may indicate a change in the backness dimension for
a vowel, or may reflect the effects of coarticulation on the
production of a consonant.

A few comments about the interpretability of the SS
ANOVA should be mentioned. First, unlike methods such as
electromagnetic midsagittal articulography �EMMA� �Per-
kell et al., 1992� or cine-MRI �Stone et al., 2001�, ultrasound
is not a point tracking technique. Although the smoothing
splines representing the tongue shapes for articulation being
compared may touch or cross in some spots, it is not the case
that the location of contact occurs at the exact same point of
the tongue. Thus, the fact that there will be no statistically
significant difference between the curves at the point where
tongue curves cross should be interpreted with care. As noted
in the introduction, a point-tracking technique like EMMA is
limited in that it can only provide information about tongue
shape and motion for as many pellets as are placed on the
tongue �usually around four�, whereas the whole midsagittal
or coronal contour of the tongue can be imaged by ultra-
sound.

Second, it is not immediately obvious how the tongue
should be divided into linguistically relevant regions. While
factor analysis and principle components analysis have been
applied to the characterization of tongue configurations in
vowel production, these methods are best suited to classify-
ing the tongue shapes of related classes of sounds, not for
examining differences in particular regions of interest
�Harshman et al., 1977; Hoole, 1999; Nix et al., 1996; Stone
and Lundberg, 1996�. For example, Harshman et al. �1977�
developed the PARAFAC �“parallel factors”� algorithm in an
effort to reduce the number of factors necessary to describe
tongue shape. The measurements submitted to the algorithm

FIG. 10. �Color online� Smoothing splines for data sets �top� and interaction
effects with Bayesian confidence intervals �bottom� for the shapes for /z/ in
“jazz dancer” �dark blue� and “NASDAQ” �pink� for speaker SH.
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were based on tracings of midsagittal tongue curves from
cinefluorograms which were divided into 18 sections indi-
vidually determined for each speaker. The results of the
PARAFAC analysis indicated that tongue shapes could gen-
erally be accounted for by two factors referred to as “front-
raising” and “back-raising,” which characterize the motion
and shapes of the tongue blade and tongue dorsum, respec-
tively. While this method is useful for classifying the overall
tongue shape for particular articulations, it does not, for ex-
ample, lend itself well to determining whether the constric-
tion location and degree for an obstruent consonant in word-
final position are statistically different from the same
consonant in word-medial position.

In the examples presented in this paper, the tongue was
partitioned into three equal sections that can be thought to
roughly correspond to the tongue tip/blade, body/dorsum,
and root. When examining the location of constriction for
velar consonants like /k/ and /+/, the region of greatest inter-
est was the middle third, or the dorsum of the tongue, since
this is the section of the tongue that is most relevant to the
formation of a velar constriction. However, it is possible—
even likely—that the equal division of the tongue surface
into three sections is neither the most anatomically nor lin-
guistically accurate method for examining movements and
constrictions of different parts of the tongue. One proposal
by Iskarous et al. �2003� for segmenting the tongue uses
conic arcs to model constriction location and constriction
degree; perhaps this technique could be used in conjunction
with the SS ANOVA to fully quantify tongue shape curves.

Third, related to the issue of linguistically relevant divi-
sions is how to interpret a significant difference in a region
of the tongue that is not obviously pertinent to the question
being investigated. For example, if a researcher were study-
ing a language that appeared to have a vowel distinction
marked by advanced tongue root �ATR� �Ladefoged and
Maddieson, 1996�, it might be hypothesized that the only
region of interest is the tongue root, which should be more
advanced or retracted depending on the vowel being pro-
duced. However, since the SS ANOVA and the Bayesian
confidence intervals for the interaction provide information
about the entire tongue �that is, for example, a researcher
cannot avoid the statistical comparison of the tongue blade
even if it is not the region of interest�, it is possible that
significant differences will be revealed both in the tongue
root and tongue blade region. Would the researcher want to
assign any linguistic import to the distinction in the tongue
blade? Or, if a difference were found only in the tongue
blade region, would the researcher be forced to conclude that
the vocalic distinction in question was not an ATR distinc-
tion? Such possibilities ought to be considered by research-
ers in advance so that they are prepared to interpret findings
in which the SS ANOVA reveals an unexpected significant
difference in some region of the tongue.

Finally, it is important to emphasize that the SS ANOVA
is not appropriate for studies that would involve data collec-
tion over multiple sessions. It is extremely difficult to ensure
that the transducer is placed in exactly the same place across
more than one recording session, which results in a different
slice of the tongue being imaged each time. This would rule

out, for example, pretreatment/posttreatment studies that aim
to use the SS ANOVA to quantify the effect of clinical inter-
vention on an articulation of interest. However, the SS
ANOVA could still be useful in clinical applications, such as
the comparison of the tongue shapes collected within a single
session corresponding to correctly produced velar stops with
the disordered productions of alveolar stops as palatalized
velar stops �Gibbon et al., 1993�.

In conclusion, the smoothing spline ANOVA is a prom-
ising method for speech researchers examining the tongue
contour of an articulation at a moment in time, such as the
most extreme articulation of a gesture of interest. In the fu-
ture, development of methods that facilitate the analysis of
changes over time, including an extension of the SS ANOVA
to sequential frames of ultrasound data, will permit research-
ers to compare changes that span more than just the single
frame representing the articulation of a sound being studied.
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Perception of breathy voice quality appears to be cued by changes in the vowel spectrum. These
changes are related to alterations in the intensity of aspiration noise and spectral slope of the
harmonic energy �Shrivastav and Sapienza, J. Acoust. Soc. Am., 114 �4�, 2217–2224 �2003��. Ten
young-adult listeners with normal hearing were tested using an adaptive listening task to determine
the smallest change in signal-to-noise ratio that resulted in a change in breathiness. Six vowel
continua, three female and three male, were generated using a Klatt synthesizer and served as
stimuli. Results showed that listeners needed as much as 20-dB increase in aspiration noise to
perceive a change in breathiness against a relatively normal voice. In contrast, listeners needed
approximately an 11-dB increase in aspiration noise to discriminate breathiness against a severely
breathy voice. The difference limens for breathiness were observed to vary across the six talkers.
Voices having aspiration noise that was predominantly in the high frequencies had smaller
difference limens. No significant differences for male and female voice were observed.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2208457�

PACS number�s�: 43.71.Bp, 43.70.Gr, 43.71.Gv, 43.70.Dn �AL� Pages: 416–423

I. INTRODUCTION

Voice quality is a paralinguistic feature of speech that
plays an important role in cueing information such as gender,
age, and identity of the speaker, conveying appropriate emo-
tion through speech, and influencing the overall intelligibility
of speech. Following the ANSI �1960� definition of sound
quality, voice quality may be defined as “the left over per-
ception after pitch, loudness and phonetic category have
been identified” �Titze, 1994, p. 252�. The voice quality of
some speakers may be described as being “breathy.” Such
voices are often characterized by “an audible escape of air
resulting in thin and weak phonation” �Bassich and Ludlow,
1986, p. 133�. Although breathy voice quality may often be
heard in normal speakers, it is frequently encountered in dys-
phonic speakers who are unable to adequately close the glot-
tis during voice production �Hammarberg et al., 1980�. For
instance, the voice quality of patients with vocal fold paraly-
sis or age-related vocal fold bowing is often described as
breathy �Shindo et al., 1996; Boone et al., 2005�. Addition-
ally, in some languages such as Hmong and Gujarati, breathy
voice quality also serves to contrast two phonological cat-
egories �Fischer-Jorgenson, 1967; Huffman et al., 1987�.

Although voice quality is essentially a perceptual con-
struct resulting from specific changes to the speech acoustic
signal �Kreiman and Gerratt, 2000�, there is little consensus
about the acoustic cues for the perception of breathiness. Past
research correlating acoustic measures of voice with the per-
ception of breathiness has been inconclusive due to inconsis-
tent results across different experiments �Kreiman and Ger-
ratt, 2000; Hillenbrand et al., 1994�. First, experiments differ

in the measures found to correlate best with perceptual rat-
ings of breathiness. For example, perceptual judgments of
breathiness have been found to correlate with measures of
spectral slope �de Krom, 1995; Klatt and Klatt, 1990�, the
intensity of the noise in the signal �Feijoo and Hernandez,
1990; Hirano et al., 1988; Klatt and Klatt, 1990�, as well as
measures of frequency and amplitude perturbation �Feijoo
and Hernandez, 1990; Martin et al., 1995; Prosek et al.,
1987�. Second, perceptual judgments of breathiness and spe-
cific acoustic measures have been observed to be highly in-
consistent. For example, the correlation between aspiration
noise and breathiness has been found to vary from 0.1 to 0.7
�Klatt and Klatt, 1990�, that for pitch perturbation quotient
and breathiness varied from 0.38 to 0.67 �Hirano et al., 1988;
Prosek et al., 1987� and that for harmonic to noise ratio
�HNR� and breathiness varied from −0.25 to −0.69 �de
Krom, 1994; Martin et al., 1995�.

Such inconsistent findings may arise from a number of
factors, including differences in the algorithms and proce-
dures used to determine acoustic measures as well as differ-
ences in experimental design for obtaining perceptual data.
In addition, Shrivastav and Sapienza �2003� attributed a part
of these inconsistencies to the nature of the acoustic mea-
sures used to predict perceived breathiness in previous re-
search. They argued that most acoustic measures such as the
signal-to-noise ratio, spectral slope, or signal perturbation do
not account for the nonlinear nature of the auditory transduc-
tion process. In contrast, a measure such as the “partial loud-
ness of the harmonic energy” fares better at predicting per-
ceptual judgments of breathiness because it accounts for
some of the nonlinear processes in the auditory system. The
partial loudness of the harmonic energy, which is calculated
through the use of an auditory processing model as a signal
processing front-end, was able to account for significantly

a�Part of this research was presented at the 145th Meeting of the Acoustical
Society of America, Nashville, TN.
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greater variance in the perceptual ratings of breathiness than
conventionally used acoustic measures �Shrivastav and Sapi-
enza, 2003, Shrivastav, 2003�.

The “partial loudness” calculated using a loudness
model �Moore et al., 1997� assumes that the aspiration noise
in voices acts as an auditory masker for the harmonic energy
produced by vocal fold vibration. The perception of breathi-
ness, therefore, was found to be related to both aspiration
noise and the spectral slope of the harmonic energy. An in-
crease in the intensity of the aspiration noise would result in
greater masking and a reduced partial loudness of the har-
monic energy. Similarly, an increase in the spectral slope
without any changes to the aspiration noise would also re-
duce the partial loudness of the harmonic energy. This is
because greater spectral slope results in a lowering of the
overall intensity of the harmonics, particularly in the higher
frequencies. Finally, partial loudness may also be affected by
changes in the spectral shape of the aspiration noise and the
harmonic series. Two voices that have the same overall in-
tensity of aspiration noise but which differ in their spectral
shape may have different partial loudness. Such differences
can arise because the auditory system is not equally sensitive
at all frequencies.

These findings show that listeners’ ability to discrimi-
nate two voices in terms of breathiness depends upon their
sensitivity to small changes in the spectrum, such as those
resulting from changes in the aspiration noise and spectral
slope. However, few experiments have investigated the spec-
tral change necessary for listeners to perceive a change in
breathiness. Estimation of such difference limens �DL� is
necessary to develop meaningful scales for voice quality. For
example, this information can be used to understand and pre-
dict the acoustic changes that will or will not affect the per-
ception of breathiness.

One experiment that provides some information regard-
ing the DL for breathiness was reported by Kreiman and
Gerratt �2005�. They asked listeners to match the quality of a
synthetic stimulus to that of a target by varying the aspiration
noise-to-signal ratio �NSR�. In this method-of-adjustment
task, listeners were observed to show greater agreement in
matching the most breathy voices, suggesting a smaller DL
for these voices. Following this experiment, listeners were
asked to make a “same-different” judgment for pairs of syn-
thetically generated voices and the percent-correct score at
different levels of aspiration noise were calculated. The data
were then extrapolated to determine the NSR at which lis-
teners could discriminate two voices with 75% accuracy.
They found that listeners needed an average of 10.65-dB
change in NSR to discriminate two voices identical in all
respects except the intensity of aspiration noise. The differ-
ences across individual talkers were attributed to the varia-
tion in the source excitation patterns and voices with a low
spectral slope were observed to have a greater DL for NSR.

However, this experiment was not specifically designed
to determine the DL for intensity of aspiration noise. Thus,
for example, these experiments did not specify how the DL
for intensity of aspiration noise may change with respect to
the intensity of noise in the standard. The goal of the present
research was to determine the DL for breathiness for a series

of voice stimuli that varied only in terms of their aspiration
noise. Breathiness was manipulated by varying the level of
the aspiration noise and, hence, the signal-to-noise ratios
�SNRs� for the vowel stimuli and listeners were tested using
a two-interval forced choice method. The SNR was varied by
modifying the level of the aspiration noise in a Klatt-
synthesizer �Klatt and Klatt, 1990�, while maintaining all
other synthesis parameters at a constant value. The DL for
breathiness was determined at three different levels of SNR
for each voice stimulus. The findings of this experiment will
help understand how listeners judge breathy voice quality
and help in the development of appropriate algorithms to
predict the magnitude of breathiness from the vocal acoustic
signal.

II. METHODS

A. Stimuli

Six instances of the vowel /a/ representing three male
and three female, were synthesized using a Klatt Synthesizer
�KLSyn; Sensimetrics Inc.�. The LF model �Fant et al.,
1985� was used for generating the sound source. The three
male talkers are henceforth referred to as M1, M2, and M3,
and the three female talkers are referred to as F1, F2, and F3.
Each vowel was 500 ms in duration. The initial parameters
�fundamental frequency and first three formants� for synthe-
sizing these voices were modeled after six voices arbitrarily
chosen from a large database of dysphonic voices. Other
synthesis parameters �formant bandwidths, open quotient,
and spectral tilt� were then modified to achieve the most
natural sounding stimuli as judged by two listeners in an
informal listening test. The final parameters for each of these
six talkers are shown in Table I. For each of these synthetic

TABLE I. The parameters used to synthesize the six voice stimuli. The
range of variation for AH is indicated in the table. AH was varied in 1-dB
steps. All other parameters were kept constant.

Male 1 Male 2 Male 3 Female 1 Female 2 Female 3

F0 100 132 135 225 245 210
AV 60 60 60 60 60 60
OQ 50 35 60 75 20 50
SQ 100 150 400 200 200 300
TL 5 10 20 20 10 15
FL 10 5 15 5 0 0
AH 30–70 30–70 30–70 30–70 30–70 30–70
FNP 500 500 500 500 500 500
BNP 200 200 200 200 200 200
F1 800 650 1100 900 900 850
B1 100 110 125 175 145 300
DF1 0 0 20 0 10 35
DB1 0 0 40 0 25 50
F2 1200 1150 1550 1350 1350 1300
B2 125 135 150 200 200 275
F3 2850 2850 3800 3200 3100 2950
B3 175 165 175 150 225 350
F4 3500 3500 4000 3750 3600 3500
B4 350 350 350 350 350 4500
F5 4500 4500 4500 4500 4500 4500
B5 500 500 500 500 500 500
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vowels, a continuum of stimuli varying in the intensity of
aspiration noise �AH� was created. Each continuum con-
sisted of 41 stimuli, identical in all aspects except for AH,
which was varied from 30 to 70 dB in 1-dB steps. The in-
tensity of voicing �AV� and other synthesis parameters were
maintained at a constant level to obtain a fixed intensity of
the harmonics in each stimulus. Although other source pa-
rameters such as the open quotient and spectral tilt have been
shown to affect the perception of breathiness �Klatt and
Klatt, 1990�, these were not manipulated in the present ex-
periment. Therefore, a total of 246 stimuli were synthesized
�6 talkers � 41 stimuli�. To minimize listener responses to
changes in overall intensity, all stimuli were scaled to have
equal root mean square energy. Finally, the amplitude enve-
lopes of all stimuli were modified to obtain a rise time and
decay time of 20 ms. This was done to prevent the occur-
rence of an audible click at the onset and offset of the
stimuli. All stimuli were generated with a sampling rate of
11.025 kHz and with 16-bit quantization.

B. Listeners

Ten young-adult females �mean age: 22 years� were re-
cruited from the graduate program in Speech-Language Pa-
thology at the University of Florida. All listeners were native
speakers of American English and had no prior experience in
making voice quality judgments. However, all listeners had
studied about dysphonic voice quality in their coursework
and were familiar with breathy voice quality. All listeners
passed a hearing screening at 20 dB HL at octave frequen-
cies between 250 and 4000 Hz. Listeners were paid for par-
ticipating in the experiment.

C. Procedures

Each listener was tested in three 1-h sessions within a
2-week period. In each session, the DL for the six talkers was
determined using a two-interval forced choice �2IFC� proce-
dure. Listeners were presented a standard and a test stimulus
and were asked to identify whether the two were same or
different in terms of their breathiness. Listeners were in-
structed to avoid making responses based upon differences in
overall loudness or the pitch of the two stimuli in each pair.1

The 2IFC procedure was run with three different levels of the
standard stimulus �AH values set at 30, 40, and 50 dB�.
Therefore, the DL for breathiness was calculated at three
different levels of AH for each talker. Stimuli were presented
binaurally at 75 dB SPL through an RP2 signal processor
�Tucker-Davis Technology, Inc.� and TDH-39 headphones.
The 2IFC task was controlled using ECos/Win �Avaaz Inno-
vations, Inc.�. The order of presentation of the six talkers was
randomized across listeners and test sessions.

The 2IFC task proceeded as follows. Listeners heard
pairs of stimuli �“standard” stimulus followed by the “test”
stimulus� from the same talker. The test stimulus in the first
pair always had a significantly greater level of AH than in the
standard. Listeners were asked to respond whether the two
members of each pair were the same or different in terms of
their breathiness. The two stimuli in each pair were separated
by a silent interval of 500 ms. If the listener responded the

two stimuli in that pair to be “different,” then the level of AH
in the test stimulus was decreased. Conversely, if the listener
indicated the two to have the “same” breathiness, then the
level of AH in the test stimulus was increased. The DL for a
particular voice was defined as the level of AH at which
listeners judged the two voices to have the same breathiness
70.7% of the time �Levitt, 1971�. The level of AH in the test
stimulus was changed in 3-dB steps initially, but after the
first two reversals in the listener’s response the step size was
reduced to 1 dB. The test proceeded until 12 reversals were
obtained, and the DL was calculated by averaging the mag-
nitude of change in the level of AH at the last eight reversals.

D. Acoustic analyses

Previous research has suggested that the DL for breathi-
ness may vary across talkers and may depend upon the
acoustic characteristics of that stimulus �Kreiman and Ger-
ratt, 2005�. To investigate possible interactions between the
acoustic characteristic of voices and their DL for breathiness,
the spectrum for the harmonic energy and the aspiration
noise in each voice continuum was determined. Although
each voice continua was generated using the same range of
AH �30 to 70 dB� as input to the speech synthesizer, the
resulting output spectra varied across the six voices. This is
because the input aspiration noise was modified by a differ-
ent set of filters �corresponding to the vowel formants� for
each talker. The aspiration noise in each stimulus was iso-
lated by generating each stimulus with the amplitude of voic-
ing �AV� set to zero and the AH set to 60 dB. Similarly, a
noise-free copy of each stimulus was generated by setting
AH=0 and AV=60. Average fast Fourier transform �FFT�
spectrum of the aspiration noise and the harmonic energy for
each talker was obtained using 20-ms Hamming windows
with a 10-ms overlap between successive windows. The har-
monic energy and aspiration noise spectra for stimuli gener-
ated with AV=60 and AH=40 are shown in Fig. 1. The
spectra for signals generated with AH=0 were characterized
by measuring the difference in amplitude between the first
and the second harmonic �H1*-H2*� and the difference in
amplitude between the first harmonic and the third formant
�H1*-A3�.2 These measures estimate the spectral slope of the
harmonic energy and have been shown to be correlated with
differences in the voicing source characteristics �Hanson,
1997�. The spectra for signals generated with AV=0 were
compared by considering each spectrum as a probability dis-
tribution function and calculating the first four moments for
each distribution. These moments were calculated because
they have been successful in characterizing noise spectra in
speech �Forrest et al., 1988�.

III. RESULTS

The average DL for all six talkers was found to be
20.74, 14.35, and 11.06 dB when the AH level for the stan-
dard stimulus was set to 30, 40, and 50 dB, respectively. A
two-way analysis-of-variance �ANOVA� was used to deter-
mine if there were any differences in the DL across the six
talkers and the three levels of AH for the standard stimulus.
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The six talkers and the three levels of AH in the standard
were treated as independent variables and the DL served as
the dependent variable. Posthoc tests using Scheffe correc-
tion were performed for each of the two independent vari-
ables.

A. Main effect of AH-level in the standard

The DL for breathiness was found to be significantly
different at each of the three AH-levels in the standard stimu-
lus �F=171.639; df=2; p�0.001�. Listeners needed an av-
erage of 20.74-dB increase in AH to discriminate stimuli
from a standard generated with AH set to 30 dB. In contrast,
listeners only needed an 11.06-dB change in AH when the
standard stimulus had AH values of 50 dB. In other words,
listeners needed smaller changes in AH to discriminate
breathiness in stimuli with high levels of noise, but needed a
large change in AH if the standard stimulus had a high
signal-to-noise ratio. Posthoc pairwise comparisons showed
that the DL at each of the three AH intensities in the standard
was significantly different from each other �p�0.01�. These
results are shown in Fig. 2.

B. Main effect of talker

Although all six talkers showed a decrease in DL as the
level of AH in the standard stimulus increased, they were
observed to have significantly different DL for each of the
three standards �F=812.351; df=5; p�0.001�. Posthoc pair-
wise comparisons showed that the six voices fell into three
distinct groups �Group I consisting of talkers F3 and M2;
Group II consisting of talkers F2 and M1; Group III consist-
ing of talkers F1 and M3� that were significantly different
from each other, suggesting that listeners’ ability to discrimi-
nate breathiness in vowel stimuli is affected by factors other
than the overall level of the AH alone. These differences may
arise from differences in the spectral shape of the harmonic
energy and/or that of the aspiration noise for the six talkers.
Since the male and female talkers did not group together,
these differences could not be attributed to changes in pitch

across the six stimuli. The differences in DL for the six talk-
ers are shown in Fig. 3.

C. Interaction between AH-level in the standard and
talkers

A significant interaction was obtained between AH and
talkers �F=181.327; df=10; p�0.001�. This was further evi-
dent from the observation that the six talkers differed in the
slope of their DL functions �change in DL with increasing
AH levels in the standard stimulus�. Talkers with the largest
DL �F3 and M2� were observed to have a steeper slope as
compared to those with smaller DL, further suggesting that
listeners’ ability to discriminate breathiness in two voices
was affected by the nature of the harmonic and/or the aspi-
ration noise spectra.

FIG. 1. �Color online� Harmonic en-
ergy and aspiration noise for stimuli
generated with AV=60 and AH=40.
These spectra show the stimuli at the
40-dB comparison level.

FIG. 2. Mean difference limen and standard deviation for all six talkers at
the three levels of AH in the standard. The error bars show the standard error
of the mean.
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D. Acoustic characteristics of the stimuli and their
effects on DL

The results of the ANOVA showed that the six talkers
could be separated into three groups, each consisting of two
stimuli. Both talkers within a particular group were observed
to have a similar DL function. To understand the potential
reasons for differences across talkers, specific spectral char-
acteristics of the harmonic energy and the aspiration noise
for each talker were calculated and are shown in Table II.
The spectral characteristics of the two talkers within each
group were averaged and compared against the average for
each of the other two groups. Although there are insufficient
data to obtain statistically significant results, a comparison of
the group averages suggests that differences in DL for the
three groups of stimuli may be related to the spectral char-
acteristics of the aspiration noise. Stimuli exhibiting the
steepest DL function �Group III; talkers F3 and M2� were
characterized by aspiration noise that had the lowest mean

frequency, largest standard deviation, least negative skew-
ness, and the lowest kurtosis. In contrast, stimuli with a less
steep DL function �Group I; talkers F1 and M3� had higher
mean, lower standard deviation, highest negative skewness,
and highest kurtosis. Together these findings suggest that
stimuli in which the aspiration noise had greater energy in
the higher frequencies exhibit a less steep DL function. No
clear trends between DL function and H1*-H2* or H1*-A3
were observed. The aspiration noise spectra for each of the
six talkers are shown in Fig. 4.

IV. DISCUSSION

The perception of breathy voice quality has been shown
to be cued by specific changes in the acoustic spectrum of
the vowels. These changes may be brought about by the
presence of aspiration noise, which tends to mask the higher
harmonics in the vowel spectrum �Shrivastav and Sapienza,

FIG. 3. �Color online� Difference limen functions for all six talkers. Talkers classified as “Group 1” are shown with dashed lines, “Group 2” shown with solid
lines and “Group 3” shown with dash-dot lines. Female talkers are indicated with bolder lines.

TABLE II. Spectral characteristics for the harmonic energy and aspiration noise for the six talkers.

Harmonic energy Aspiration noise

H1*-H2* H1*-A3 Mean SD Skewness Kurtosis

F1 3.54 38.34 3.48 0.668 −1.723 6.724
M3 1.60 34.06 3.949 0.242 −2.81 46.01
Group 1 average 2.57 36.20 3.7145 0.455 −2.2665 26.367

F2 −10.22 15.03 3.266 0.767 −1.588 4.44
M1 −1.67 33.76 2.286 1.238 −0.224 −1.284
Group 2 average −5.95 24.40 2.776 1.0025 −0.906 1.578

F3 −5.41 31.25 3.046 0.977 −1.212 1.535
M2 −5.20 33.33 1.737 1.324 0.367 −1.652
Group 3 average −5.31 32.29 2.3915 1.1505 −0.4225 −0.0585
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2003�. The present experiment attempted to determine the
smallest change in the acoustic spectrum of vowels that is
necessary for listeners to perceive a change in the degree of
breathiness. Results showed that the DL for breathiness in a
particular voice decreases as the level of AH in the standard
increases. In other words, listeners needed a smaller change
to discriminate two voices with greater aspiration noise than
those with less aspiration noise. However, the six talkers
were found to differ in their DL, with some voices needing
considerably greater change in aspiration noise to be per-
ceived as being more �or less� breathy. Post hoc analysis of
the vowel spectra suggest that these differences may be re-
lated to the differences in the aspiration noise spectra.
Smaller DL were observed for voices where the aspiration
noise was dominated by energy in the high frequencies,
whereas voices with aspiration noise concentrated at rela-
tively lower frequencies exhibited larger DL for breathiness.

The differences in DL across the six talkers may be ex-
plained on the basis of auditory masking. Shrivastav and
Sapienza �2003� suggested that the perception of breathiness
could be related to a change in the partial loudness of the
harmonic energy in that voice. In voices with poor harmonic
energy-to-aspiration noise ratio, a small change in aspiration
noise can result in a reasonably large change in partial loud-
ness and, hence, its breathiness. In contrast, those stimuli in
which the intensity of the aspiration noise is considerably
less than that of the harmonic energy require a much greater
increase in aspiration noise for the same effect. Further, the
intensity of the lower harmonics is significantly greater than
that for the higher harmonics for all talkers �Fig. 1�. There-
fore, for aspiration noise with the same overall intensity,

noise in the higher frequency would be more effective in
masking some of the harmonics than noise with predomi-
nantly low-frequency energy.

In the present experiment breathiness was controlled by
systematically manipulating the level of the aspiration noise.
However, the DL for breathiness was significantly larger than
those for intensity discrimination of pure tones or broadband
stimuli reported previously �for example, Jesteadt et al.,
1977�. The large DL observed in this experiment may sug-
gest that discrimination of stimuli on the basis of breathiness
is related to the masked thresholds for aspiration noise. Lis-
teners may perceive a change in breathiness when the change
in the level of AH is greater than its masked threshold. Thus,
stimuli with a high SNR needed a greater change in AH level
for a perceivable change in breathiness. This would also ex-
plain the relatively smaller DL for the 50-dB standard than
for the 30-dB standard.

Discrimination of stimuli based on breathiness may also
be viewed as resulting from changes in the spectral shape of
the harmonic energy brought about as the harmonics are
masked by the aspiration noise. The DL for breathiness is
comparable to those found for spectral shape discrimination.
For example, profile analysis experiments have found that
listeners require approximately 10–15-dB change in the tar-
get component of a profile before listeners can consistently
discriminate the profile from its standard �Drennan and Wat-
son, 2001a, b; Mason et al., 1984�. A similar range of dis-
crimination thresholds �5–20 dB� have been reported for
broadband noises and speech-shaped noise presented for du-
rations of 250 ms or greater �Farrar et al., 1987; Narendran,
2004�.

FIG. 4. �Color online� Aspiration noise spectra estimated by synthesizing stimuli with AV=0 and AH=60. Female talkers are shown in the left panel and male
talkers in the right panel. Grouping of talkers is based on the ANOVA results. See text for details.
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The DL for stimuli with the highest AH level �AH in
standard = 50 dB� are comparable to the DL for NSR esti-
mated by Kreiman and Gerratt �2005� using the paired com-
parison task. However, Kreiman and Gerratt �2005� observed
that a listener’s ability to match the noise intensity in a test
stimulus to that of a target varied with the spectral slope of
the harmonic energy. In contrast, the present experiment
found the breathiness DL to be related to the aspiration noise
spectra. These differences possibly result from differences in
the talkers used in the two experiments and it is likely that
neither the spectral slope of the harmonic energy nor the
aspiration noise spectra alone are sufficient to explain differ-
ences across talkers. Rather, the differences in DL across
talkers may be related to the nature of the aspiration noise
relative to the harmonic energy as both of these changes may
contribute to a change in the partial loudness of the harmonic
energy. Voices with steeper spectral slope are characterized
by a greater reduction in the intensity of higher harmonics
than observed for voices with a less steep spectral slope.
Therefore, in voices with steeper spectral slope, the same
aspiration noise would result in a greater auditory masking
and greater change in partial loudness of the harmonic en-
ergy.

All stimuli used in the present experiment were gener-
ated at a sampling rate of 11.025 kHz and consequently had
little energy above 5 kHz. The use of a relatively low sam-
pling rate may affect the extent to which the obtained DL
reflects the DL for natural voice stimuli. An informal analy-
sis of several natural voices that were perceived as “breathy”
in a previous experiment �Shrivastav and Sapienza, 2003�
showed that most had little energy over 5–6 kHz. However,
few voices, particularly those classified as being “severely
breathy,” were observed to have significant energy at fre-
quencies above 6 kHz. Therefore, the present findings may
not correctly reflect the DL for breathiness in the most
breathy voices. Unfortunately, most previous experiments
that have systematically manipulated the level of aspiration
noise for the study of breathiness �for example, Klatt and
Klatt, 1990; Kreiman and Gerratt, 2005� have also used
stimuli generated with similar bandwidths. Therefore, there
is further need to obtain empirical data that shows how en-
ergy above 5 kHz may affect the DL for breathiness.

Despite this concern, the findings of this experiment
have some important implications. First, these findings show
that the perception of breathiness results from multiple
acoustic changes in the speech signal. Changes in the mag-
nitude of breathiness were observed to be related to the as-
piration noise spectrum as well as the relative level of the
aspiration noise. Models to explain the perception of voice
quality need to account for such interactions between acous-
tic cues. Second, these findings highlight one reason why
many of the measures proposed to quantify breathiness often
do not show high correlation with perceptual data. Differ-
ences in DL across the three standards �varying in the level
of AH� suggest that an equal increase in the AH level may
not result in an equal increase in breathiness. Again, models
to explain the perception of voice quality and measures pro-
posed to quantify voice quality need to address such relation-
ships.

V. CONCLUSIONS

Listeners needed as much as 20-dB increase in aspira-
tion noise to discriminate breathiness in a voice with very
little noise �i.e., in relatively “normal” voices�. In contrast,
listeners need approximately 11-dB increase in aspiration
noise to discriminate breathiness in voices that have a high
intensity of aspiration noise �i.e., for “moderate” or “severe”
breathy voices�. The DL for breathiness decreases as the in-
tensity of the aspiration noise in the standard stimulus in-
creases. The DL functions for the six talkers tested in the
present experiment were found to vary considerably. In gen-
eral, voices characterized by aspiration noise that is predomi-
nantly in higher frequency were observed to have smaller
DL. These findings may be explained based on auditory
masking of the harmonic energy by the aspiration noise. A
model to explain the perception of dysphonic voice quality
needs to account for interactions between multiple changes
in the acoustic spectrum.
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Three experiments were conducted to study relative contributions of speaking rate, temporal
envelope, and temporal fine structure to clear speech perception. Experiment I used uniform time
scaling to match the speaking rate between clear and conversational speech. Experiment II
decreased the speaking rate in conversational speech without processing artifacts by increasing
silent gaps between phonetic segments. Experiment III created “auditory chimeras” by mixing the
temporal envelope of clear speech with the fine structure of conversational speech, and vice versa.
Speech intelligibility in normal-hearing listeners was measured over a wide range of signal-to-noise
ratios to derive speech reception thresholds �SRT�. The results showed that processing artifacts in
uniform time scaling, particularly time compression, reduced speech intelligibility. Inserting gaps in
conversational speech improved the SRT by 1.3 dB, but this improvement might be a result of
increased short-term signal-to-noise ratios during level normalization. Data from auditory chimeras
indicated that the temporal envelope cue contributed more to the clear speech advantage at high
signal-to-noise ratios, whereas the temporal fine structure cue contributed more at low
signal-to-noise ratios. Taken together, these results suggest that acoustic cues for the clear speech
advantage are multiple and distributed. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2208427�
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I. INTRODUCTION

When speech communication becomes difficult, a talker
may adopt a different style of speech, “clear speech.” This
style differs from the everyday speech style, herein referred
to as “conversational speech.” Previous studies have demon-
strated a significant intelligibility advantage for clear speech
over conversational speech in both normal-hearing and
hearing-impaired listeners across a wide range of listening
conditions including quiet, noisy, and reverberant back-
grounds �Chen, 1980; Picheny et al., 1985; Payton et al.,
1994; Gagne et al., 1995; Schum, 1996; Uchanski et al.,
1996; Helfer, 1997; Bradlow and Bent, 2002; Ferguson and
Kewley-Port, 2002; Gagne et al., 2002; Krause and Braida,
2002; Bradlow et al., 2003; Liu et al., 2004�. Several acous-
tic differences have been identified between clear and con-
versational speech, including slower speaking rate, greater
temporal modulation, enhanced fundamental frequency
variation, expanded vowel space, and higher energy distribu-
tion at high frequencies for clear speech �Picheny et al.,
1986; Payton et al., 1994; Uchanski et al., 1996; Krause and
Braida, 2002;2004; Liu et al., 2004�. However, the exact
acoustic cues that are responsible for the clear speech advan-
tage remain largely elusive. The present study focuses on the
role of temporal information in clear speech perception.

Three temporal properties, including speaking rate, temporal
envelope, and temporal fine structure, are examined.

Speaking rate is determined by both word and pause
durations and is one of the most extensively studied temporal
characteristics in speech perception. As early as the 1950s,
Fairbanks and colleagues used magnetic tape recorders with
different playback speeds to perform uniform time compres-
sion and expansion of speech sounds �Fairbanks et al.,
1954�. Depending on the original speaking rate and the talk-
er’s gender, normal-hearing listeners could generally tolerate
time-compressed and expanded speech for ratios up to two
�Fairbanks et al., 1957; Beasley et al., 1972�. However, eld-
erly listeners and persons with certain central auditory pro-
cessing disorders were found to have a particular difficulty in
perceiving the time-compressed speech �Kurdziel et al.,
1976; Gordon-Salant and Fitzgibbons, 1995;1997�.

Using an explicit pitch-tracking method, coupled with
manipulations of the input and output sampling rates, more
recent digital time-scaling algorithms could uniformly time
compress and expand speech without changing voice pitch
�Malah, 1979�. Picheny et al. �1989� used Malah’s algorithm
to increase the clear speech rate to match the naturally pro-
duced conversational speech rate and to decrease the conver-
sational speech rate to match the naturally produced clear
speech rate. They found that uniform time scaling degraded
speech intelligibility for both sped-up clear speech and
slowed-down conversational speech, suggesting that digital
artifacts contaminated the results.

a�Author to whom correspondence should be addressed. Electronic mail:
fzeng@uci.edu
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Uchanski et al. �1996� used nonuniform time scaling to
alter phonetic segment lengths to reflect previously measured
segmental durational differences between clear and conver-
sational speech. The nonuniform time-scaling method still
produced lower intelligibility than unprocessed speech, but
the degree of degradation was much less than uniform time
scaling. Krause and Braida �2002; 2004� employed “natural”
clear speech, training talkers to produce clear speech with the
same speaking rate as conversational speech. The talkers
were able to produce “fast” clear speech that had the same
speaking rate as conversational speech. Perceptual results
still showed significantly higher intelligibility for “fast” clear
speech than same-rate conversational speech, but there was a
global trend of decreasing intelligibility with increasing
speaking rate for both clear and conversational speech.

Following this line of research, we employed two differ-
ent techniques to further probe the role of speaking rate in
clear speech perception. Experiment I employed newer
signal-processing algorithms, which introduced fewer digital
artifacts than algorithms in the 1980s, to uniformly time-
scaled speech �Moulines and Laroche, 1995; Kawahara
et al., 1999�. These newer time-scaling algorithms typically
utilized sophisticated pitch extraction algorithms �e.g., pitch
synchronous overlap add method or PSOLA� and avoided
producing tonal noise in voiceless fricatives and degrading
transitional portions in stop consonants. Experiment I is con-
sistent with a recent trend in which classic speech studies are
replicated using new digital signal-processing technology
�Liu and Kewley-Port, 2004; Assmann and Katz, 2005�.

Experiment II decreased speaking rate by inserting silent
gaps between phonemes in the conversational speech. This
experiment was partially motivated by recent studies which
showed a high correlation between temporal processing and
speech perception in special populations, including elderly
listeners, cochlear-implant users, and persons with auditory
neuropathy �Gordon-Salant and Fitzgibbons, 1997; Zeng
et al., 1999; Fu, 2002; Zeng et al., 2005a�. Inserting gaps
between speech segments increased amplitude modulation
and provided an extended time window, allowing the listener
to process speech more efficiently. The present study differs
from Uchanski’s nonuniform time-scaling study in the fol-
lowing three ways. First, we did not attempt to match pho-
neme durations between clear and conversation speech. In-
stead, we inserted silent gaps proportionally in
conversational speech so that the gap-inserted conversational
speech had the same overall duration as the clear speech but
was free of digital processing artifacts. Second, different
from the 10% change in the overall duration in the Uchanski
et al. �1996� study, we increased the average sentence dura-
tion �1.31 seconds� in the original conversational speech by
50% to match the average sentence duration �1.97 seconds�
found in clear speech �Liu et al., 2004�. Finally, we used
different speech materials �BKB sentences� than the non-
sense sentences used in the Uchanski et al. study.

In addition to speaking rate, other temporal properties
play a significant role in clear speech perception. Rosen
�1992� divided temporal information into three categories ac-
cording to the rate of wave fluctuations: envelope
�2–50 Hz�, periodicity �50–500 Hz�, and fine structure

�500–10 000 Hz�. The temporal envelope cue from a limited
number of spectral channels has been shown to be sufficient
for speech recognition in quiet �Dudley, 1939; Houtgast and
Steeneken, 1985; Van Tasell et al., 1987; Drullman, 1995;
Shannon et al., 1995�, but periodicity and fine structure are
critical for speech recognition in noise, particularly when the
noise is a competing voice �Nelson et al., 2003; Qin and
Oxenham, 2003; Stickney et al., 2004; Kong et al., 2005;
Nie et al., 2005; Zeng et al., 2005b�. It is possible that all
three temporal cues are enhanced in clear speech �Bradlow
et al., 2003; Krause and Braida, 2004; Liu et al., 2004�;
however, no study has directly assessed the relative contri-
butions of these temporal cues to clear speech perception.

Experiment III used a novel processing scheme called
“auditory chimera” to examine the relative contributions of
temporal envelope and fine structure cues to clear speech
perception �Smith et al., 2002�. The “chimera” scheme is
reminiscent of previous cue-trading studies in the segmental
domain, in which conflicting burst release and formant tran-
sition cues were combined in a single synthetic stimulus to
examine their relative contribution to stop consonant recog-
nition �Walley and Carrell, 1983; Dorman and Loizou,
1996�. To synthesize a chimaeric sound, Smith et al. first
divided two broadband signals into several sub-bands, then
used the Hilbert transform to extract the temporal envelope
and fine structure in each sub-band, and finally mixed one
signal’s temporal envelope with another signal’s fine struc-
ture. Smith et al. tested the intelligibility of chimerized
speech and found that the temporal envelope, rather than the
temporal fine structure, made the most contributions to
speech intelligibility. However, Smith et al. did not test
speech recognition in noise, nor did they use any clear
speech materials.

In summary, the present study conducted three experi-
ments to evaluate the relative contributions of speaking rate,
temporal envelope, and temporal fine structure to the clear
speech advantage. Experiment I measured speech intelligibil-
ity as a function of signal-to-noise ratios using processed
conversational speech that was uniformly stretched to match
the duration of the clear speech, or by using processed clear
speech that was uniformly compressed to match the duration
of the conversational speech. Experiment II measured speech
intelligibility using only processed conversational speech
that was nonuniformly stretched by proportionally increasing
silent gaps between phonetic segments to match the duration
of the clear speech. Experiment III measured “chimerized”
speech intelligibility using processed speech that contained
either the clear speech envelope with conversational speech
fine structure or the conversational speech envelope with
clear speech fine structure. If a chimera containing the clear
speech envelope produces the highest intelligibility, we
would conclude that the envelope characteristics of clear
speech are responsible for the clear speech advantage. If, in
contrast, a chimera containing the clear speech fine structure
cues is more intelligible, we would then reach a different
conclusion that the fine structure characteristics of clear
speech are responsible for the clear speech advantage.
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II. EXPERIMENT I. UNIFORMLY TIME-SCALED
SPEECH

A. Methods

1. Subjects

Ten normal-hearing listeners were recruited from the
Undergraduate Social Science Subject Pool at the University
of California, Irvine. Local Institutional Review Board ap-
proval was obtained for the experimental protocol. Informed
consent was also obtained for each individual subject. None
of the subjects reported any speech or hearing impairment.
All subjects were native English speakers and received
course credit for their participation. Five of the ten subjects
were tested with original and processed fast clear speech,
while the other five subjects were tested with original and
processed slow conversational speech.

2. Stimuli

The original stimuli consisted of 144 sentences recorded
in both clear and conversational speech styles. The sentences
were modified from the original Bamford-Kowal-Bench
�BKB� sentences used for British children �Bench and Bam-
ford, 1979�. A male adult talker recorded these sentences
with a sampling rate of 16 KHz in a sound-treated room at
the Phonetics Laboratory of the Department of Linguistics at
Northwestern University �Bradlow et al., 2003�.

COOL EDIT PRO 2 �currently known as ADOBE AUDITION�
was used to uniformly stretch or compress the original
speech signal to change the speaking rate without changing
the pitch. The processing algorithm was based on the pitch-
synchronous overlap and add method �PSOLA� �Moulines
and Laroche, 1995�. First, the input waveform was decom-
posed into a stream of short-time signals based on pitch-
synchronous marks. Second, the pitch-synchronous short-
time signal was either eliminated or duplicated based on the
predefined stretch factor. Third, the modified short-time sig-
nal was added to synthesize the stretched and compressed
stimulus. The original pitch was preserved during processing
and the duration of each voiced or silent segment in the
speech was uniformly changed. Different from the earlier
methods that changed sampling rate to perform time scaling
�Malah, 1979�, the newer algorithms used large units �i.e.,
pitch periods� to perform time scaling, reversed segments to
avoid tonal noise in fricative consonants, and preserved the
transitional properties in stop consonants. Presumably, these
manipulations introduced minimal digital artifacts.

The speaking rate of clear speech was increased to
match the speaking rate of conversational speech, and the
speaking rate of conversational speech was decreased to
match the rate of clear speech for each individual sentence.
On average, the speaking rate was increased by 33% for the
sped-up clear speech or decreased by 50% for the slowed-
down conversational speech �the average duration for con-
versational speech was 1.31 s compared with 1.97 s for clear
speech�. Figure 1 shows spectrograms of the original clear
speech �top left panel�, the original conversational speech
�top right�, the processed slow conversational speech �left
panel on the second row�, and the processed fast clear speech
�right panel on the second row�. Note that the overall dura-

tion at the sentence level was matched, but the duration at
the phonemic level was clearly not matched. Additionally,
note the smeared harmonic structure and formant transitions
in both types of processed speech.

All sentences were normalized to have the same overall
root-mean-square �rms� level. The speech presentation level
was fixed at 65 dBA. The noise level was varied to produce
different signal-to-noise ratios. The speech signal was digi-
tally mixed with a speech-spectrum-shaped noise to produce
signal-to-noise ratios ranging from −15 to +10 dB.

3. Procedure

Normal-hearing subjects listened to the stimuli monau-
rally presented via Sennheiser HDA 200 headphones in an
IAC double-walled, sound-treated booth. Sentences were
presented only once for each subject over the course of the
entire experiment. All subjects went through a practice ses-
sion consisting of five sentences in quiet to become familiar
with the test materials and procedures. To collect data, sub-
jects were asked to type the sentences presented through the
headphones. A MATLAB program recorded the subject’s re-
sponse and reminded the subject to double-check the spelling
before accepting each answer. Speech recognition scores
were automatically calculated by counting the number of
correct keywords identified.

Experiment I had a total of 28 listening conditions, in-
cluding the original and processed stimuli �2��2 speech
styles �7 signal-to-noise ratios from −15 to 10 dB in 5-dB
steps and in quiet. Each condition had eight sentences con-
taining three to four keywords each. The average percent-
correct score from eight sentences was reported. In addition,
the speech reception threshold �SRT� corresponding to the
50% correct score and the dynamic range �DR� correspond-
ing to the dB difference between the signal-to-noise ratios
producing 10% and 90% of the asymptotic performance was
derived from the psychometric function �Zeng and Galvin,
1999; Liu et al., 2004�.

A mixed-design ANOVA was performed with speech
style as a between-subjects factor and processing and signal-
to-noise ratio as within-subjects factors. The processing fac-
tor examined the difference in performance between the
original clear speech and the processed fast clear speech, as
well as between the original conversational speech and pro-
cessed slow conversational speech. A difference was signifi-
cant at the 0.05 level.

B. Results and discussion

Figure 2 shows percent-correct scores as a function of
signal-to-noise ratio obtained from the original clear �open
circles with the solid line�, original conversational �filled
circles with the dotted line�, uniformly time-scaled slow con-
versational �filled triangles with the dashed line�, and uni-
formly time-scaled fast clear �open triangles with the dot-
dashed line� speech. Table I shows three fitting parameters
and two derived parameters for the perceptual data from ex-
periment I. Several observations can be made from these
data.
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First, the original clear speech produced significantly
better performance than the original conversational speech
�F�1,8�=15.0, p�0.05�. The SRT was −8.8 dB for clear
speech and −6.7 dB for conversational speech. Second, the
processed slow conversational speech produced marginally
better performance than the processed fast clear speech
�F�1,8�=4.9, p=0.06�. The SRT was −5.9 dB for slow con-
versational speech and −4.0 dB for fast clear speech. Better
performance with slow conversational speech suggests that
either lowering speaking rate improved speech performance
or time compression produced more processing artifacts than
time expansion. We shall consider the latter in Sec. V. Third,
the original clear speech produced significantly better perfor-
mance than fast clear speech �F�1,4�=28.4, �p�0.05��, but
the original conversational speech produced similar perfor-
mance to slow conversational speech �F�1,4�=2.1, p
�0.05�. No significant interactions were found. This result
further implicates possibly more processing artifacts with
time compression than time expansion. Finally, the fact that
none of the processed speech produced better performance
than the original speech suggests that digital processing arti-
facts are still a confounding factor in these newer signal-
processing algorithms.

III. EXPERIMENT II. NONUNIFORMLY STRETCHED
SPEECH

A. Methods

1. Subjects

Fifteen subjects were recruited to participate in this ex-
periment using the same human subject protocol as experi-
ment I. A within-subjects design was implemented, in which
all subjects listened to the original clear, the original conver-
sational, and the silent-gap-inserted conversational speech.

2. Stimuli

The same BKB sentences were used in this experiment
as in the previous experiment. For the silent-gap-inserted
conversational speech, the speaking rate was nonuniformly
decreased by proportionally increasing silent gaps between
phonetic segments in the conversational speech. To avoid the
possibility that the silent interval between a vowel and a
voiced stop consonant was inadvertently increased �Picheny
et al., 1986�, silent gaps shorter than 10 ms were kept intact.
No phonetic segments in the original conversational speech
were altered; only the duration of the silent gap between
these segments was proportionally increased by a predeter-

FIG. 1. Spectrograms for the sentence
“The children dropped the bag” in
seven stimulus conditions: clear
speech �upper left�, conversational
speech �upper right�, uniformly
stretched conversational speech �sec-
ond row, left�, uniformly compressed
clear speech �second row, right�, gap-
inserted conversational speech �third
row�, chimera containing conversa-
tional speech envelope and clear
speech fine structure �bottom left�, and
chimera containing clear speech enve-
lope and conversational speech fine
structure �bottom right�.
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mined ratio to match the overall duration of the stretched
conversational speech to that of the original clear speech.
Finally, different from the 5-ms linear ramp used in the
Uchanski et al. study, no additional ramping was used in the
present study.

The left panel on the third row in Fig. 1 shows the spec-
trogram of the nonuniformly stretched conversational
speech. Note that the gap-inserted conversational speech had
the same duration as the original clear speech, but contained
no apparent processing artifacts, such as smeared harmonic
structure and formant transitions.

Each sentence was normalized to have the same overall
root-mean-square �rms� level. Because increasing the silent
intervals did not add any energy, the overall rms level in the
processed speech had to be increased by an average of
1.8 dB to match the original speech overall rms level. The
effect of this rms level normalization on speech intelligibility
will be examined in Sec. V.

3. Procedure

The same protocol as experiment I was used in experi-
ment II. Experiment II had a total of 15 listening conditions,
including three stimulus types �original clear stimuli, original
conversational stimuli, and the gap-inserted stimuli� pre-
sented at five signal-to-noise ratios �−15 to +5 dB in 5-dB
steps�. Each condition used eight sentences for each subject
in the test. Different sentences were presented in each con-
dition with the sentence presentation order being random-
ized. A within-subjects ANOVA was performed to examine
the main effect of speech style and signal-to-noise ratio.

B. Results and discussion

Figure 3 shows percent-correct scores as a function of
signal-to-noise ratio obtained from the original clear speech
�open circles with the solid line�, the original conversational
speech �filled circles with the dotted line�, and the gap-
inserted conversational speech �filled triangles with the
dashed line�. A within-subjects ANOVA shows a significant
main effect for both speech style �F�2,28�=12.6, p�0.05�
and signal-to-noise ratio �F�4,56�=795.8, p�0.05�. The in-
teraction between speech style and signal-to-noise ratio was
significant �F�8,112�=2.4, p�0.05�. The percent-correct
scores at −5 dB SNR were 81.0%, 71.6%, and 62.0% for the
original clear, gap-inserted conversational, and original con-
versational speech, respectively. The corresponding SRT val-
ues were −8.7, −7.5, and −6.2 dB �Table I�. The result from
experiment II appears to suggest that speaking rate accounts
for roughly 50% of the clear speech advantage. We shall
return to this point in Sec. V.

IV. EXPERIMENT III. CHIMERIC SPEECH

A. Methods

1. Subjects

Forty subjects were recruited to participate in experi-
ment III using the same human subject protocol as in experi-
ments I and II. The subjects were equally divided into four
groups with each group being tested with the original clear
speech, the original conversational speech, the clear speech

TABLE I. Comparison of parameters derived from the psychometric function in experiments I, II, and III. The
asymptotic performance level “S,” intercept “a,” slope, speech-reception-threshold �SRT�, and dynamic range
�dB� were defined by Eqs. �1�, �2�, �3�, and �4� in Liu et al. �2004�.

Expt. Stimuli S �%� a �dB� Slope �%/dB� SRT �dB� DR �dB�

I Clear 99.1 −8.8 10.2 −8.8 10.5
Con 98.1 −6.7 13.0 −6.7 8.3
Fast-clear 96.5 −4.1 12.8 −4.0 8.5
Slow-con 95.7 −6.1 9.8 −5.9 10.7

II Clear 100.0 −8.7 10.6 −8.7 10.3
Con 100.0 −6.2 10.2 −6.2 10.7
Gap-con 98.4 −7.6 9.6 −7.5 11.4

III Clear 98.2 −8.7 13.0 −8.7 8.3
Con 100.0 −5.3 9.4 −5.3 11.7
Clear�env+con� fs 96.1 −4.4 15.0 −4.3 7.1
Con�env+clear� fs 100.0 −5.0 8.2 −5.0 13.3

FIG. 2. Percent-correct scores as a function of signal-to-noise ratios for the
original clear �open circles�, original conversational �filled circles�, uni-
formly time-scaled slow conversational �filled triangles�, and fast clear
speech �open triangles�. Lines represent the best fitting sigmoidal psycho-
metric functions for clear speech �solid line�, conversational speech �dotted
line�, processed slow conversational speech �dashed line�, and processed fast
clear speech �dotted dashed line�.
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envelope and conversational speech fine-structure chimera,
and the conversational speech envelope and clear speech
fine-structure chimera, respectively.

2. Stimuli

The same BKB sentences were used in this experiment,
which chimerized clear and conversational speech to create
two types of new stimuli that contained either the clear
speech envelope and conversational speech fine structure, or
the conversational speech envelope and clear speech fine
structure �Smith et al., 2002�. To create these stimuli, both
the clear and conversational speech stimuli were spectrally
divided into 16 logarithmically spaced filters spanning a fre-
quency range of 80 to 8000 Hz �Greenwood, 1990�. The
number of bandlimited filters was chosen to avoid cochlear
filtering with a low number of filters and filter ringing with a
high number of filters �Zeng et al., 2004�. The bandpassed
signal was then decomposed into its envelope and fine struc-
ture via the Hilbert transform. The bandlimited conversa-
tional speech envelope was nonuniformly stretched to align
each segment in the original conversational speech to that in
the original clear speech. The nonuniformly stretched con-
versational envelope was then used to amplitude modulate
the clear speech fine structure. Similarly, nonuniform com-
pression was used to match the clear speech envelope to the
original conversational fine structure. Finally, the chimerized
bandlimited signals were summed to form the chimerized
speech.

The bottom-left panel in Fig. 1 shows the conversational
speech envelope and clear speech fine structure chimera
�“con�env+clear� fs”�, and the bottom-right panel shows the
clear speech envelope and conversational speech fine struc-
ture chimera �“clear�env+con� fs”�. Because the temporal
envelope was adjusted to match the duration between clear
and conversational speech, the temporal fine structure deter-
mines both the overall sentence duration and individual pho-
neme duration in the chimera. For example, the “con�env

+clear� fs” chimera �bottom left� has the same relative and
overall durations as the original clear speech. Note also the
slight spectral smearing in the chimerized speech. If, at a
given SNR, the chimera containing the clear speech envelope
produces the highest intelligibility, we would conclude that
the envelope characteristics of clear speech underlie the su-
perior intelligibility of clear speech. If, in contrast, the chi-
mera containing the clear speech fine structure cues is more
intelligible, we would reach a different conclusion that the
fine structure characteristics of clear speech are responsible
for its superior intelligibility.

3. Procedure

The experimental protocol used in experiments I and II
was also used in experiment III. Experiment III had a total of
24 conditions, including 2 original speech stimuli and two
chimeras �4 types of stimuli� �5 signal-to-noise ratios from
−15 to 10 dB in 5-dB steps and in quiet �6 signal-to-noise
ratios�. Each condition used eight sentences for each subject
in the test. A mixed ANOVA design was performed with
stimulus type being the between-subjects factor and signal-
to-noise ratio being the within-subjects factor.

B. Results and discussion

Figure 4 shows percent-correct scores as a function of
signal-to-noise ratio for the original clear speech �open
circles with the solid line�, the original conversational speech
�filled circles with the dotted line�, the clear speech enve-
lope and conversational speech fine structure chimera
�“clear�env+con� fs,” open triangles with the dashed line�,
and the conversational speech envelope and clear speech fine
structure chimera �“con�env+clear� fs,” filled triangles with
the dot-dashed line�. Table I shows fitted and derived param-
eters from the psychometric functions �experiment III�. Both

FIG. 3. Percent-correct scores as a function of signal-to-noise ratios for the
original clear �open circles�, gap-inserted conversational �filled triangles�,
and original conversational �filled circles� speech. Lines represent best-fit
sigmoidal psychometric functions for clear speech �solid line�, conversa-
tional speech �dotted line�, and gap-inserted conversational speech �dashed
line�.

FIG. 4. Percen-correct scores as a function of signal-to-noise ratios for the
original clear �open circles�, original conversational �filled circles�, chimera
of clear speech envelope and conversational speech fine structure �open
triangles�, and chimera of clear speech fine structure and conversational
speech envelope �filled triangles�. Lines represent the best-fit sigmoidal psy-
chometric function for clear speech �solid line�, conversational speech �dot-
ted line�, chimera of clear speech envelope and conversational speech fine
structure �dashed line�, and chimera of clear speech fine structure and con-
versational speech envelope �dotted dashed line�.
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stimulus type �F�3,36�=17.8, p�0.05� and signal-to-noise
ratio �F�5,180�=916.3, p�0.05� were significant factors.
The interaction between these two factors was also signifi-
cant �F�15,102�=8.9, p�0.05�. Several observations can be
made from the obtained data.

First, the original clear speech produced significantly
better performance than all the other three stimuli, including
the original conversational speech �a posthoc Bonferroni test,
p�0.05�. The SRT value was −8.7 dB for the original clear
speech, as opposed to −5.3, −4.3, and −5.0 dB for the origi-
nal conversational speech, the clear�env+con� fs, and the
con�env+clear� fs chimera, respectively. The generally
poorer performance with “auditory chimera” suggests the
presence of processing artifacts.

Second, the significant interaction between stimulus type
and signal-to-noise ratio occurred between the chimerized
speech stimuli. At low SNRs �−10 and −5 dB�, the
con�env+clear� fs chimera produced an approximately 10-
percentage-point better performance than the clear�env
+con� fs chimera, implying a significant role of the fine
structure cue in clear speech. At high SNRs �e.g., 0 dB�, the
reverse was true with the clear�env+con� fs chimera produc-
ing 6-percentage-point better performance than the
con�env+clear� fs chimera, implying a significant role of the
envelope cue in clear speech. Although confounded by pro-
cessing artifacts, results from experiment III supported the
hypothesis that the temporal envelope is critical for speech
recognition in quiet and the temporal fine structure is critical
for speech recognition in noise.

V. GENERAL DISCUSSION

A. Summary and comparison

Table I summarizes three fitting parameters and two de-
rived parameters for the perceptual data from experiments I,
II, and III �see Eqs. �1�–�4� in Liu et al., 2004�. First, the
original clear speech always produced the same or higher
asymptotic performance �S�, lower speech reception thresh-
olds �SRT�, and a steeper slope than the original conversa-
tional speech. The only exception was for experiment I, in
which the conversational speech produced a steeper slope.
Second, the SRT value was essentially identical for the origi-
nal clear speech �−8.8, −8.7, and −8.7 dB� but varied greatly
for the conversational speech �−6.7, −6.2, and −5.3 dB� in
the present three experiments, which used the same materials
and the same procedure but different subjects. For compari-
son, these SRT values were closely matched to the −8.5- and
−6.3-dB SRT values found in the Liu et al. �2004� study,
which used the same materials and the same procedure and
an additional independent group of normal-hearing subjects.
These SRT values suggest that acoustic cues in clear speech
are less susceptible to individual variability than conversa-
tional speech.

We can also use the intelligibility difference in percent-
age points, which is equal to the product of the slope and the
SRT difference between the conditions to quantify the clear
speech and signal-processing effects. Except for the gap-
inserted conversational speech producing 13-percentage-
point higher intelligibility than the original conversation

speech, all processed speech stimuli produced lower intelli-
gibility than the original speech. The original clear speech
produced intelligibility 29 percentage points higher than the
uniformly stretched conversational speech, while the original
conversational speech produced intelligibility 35 percentage
points higher than the uniformly compressed clear speech.
Similarly, Picheny et al. �1989� found a 30-percentage-point
difference between the original and compressed clear speech
and a 13-percentage-point difference between the original
and the expanded conversational speech. These results sug-
gest the presence of digital signal-processing artifacts as a
confounding factor in the evaluation of the role of speaking
rate in clear speech perception.

B. Signal-processing artifacts

To identify the source of processing artifacts, reversibil-
ity was tested in experiment I �Picheny et al., 1989�. We used
the same COOL EDIT program to first compress the clear
speech and then stretch the processed stimulus back to its
original duration. The recovered clear speech had apparent
audible processing artifacts and significantly lower intelligi-
bility than the original clear speech. On the other hand, the
recovered conversational speech, which underwent the ex-
pansion process first and the compression process second,
had no audible artifacts and essentially the same intelligibil-
ity as the original conversational speech. The reversibility
test revealed that the processing algorithm introduced more
processing artifacts during compression than during expan-
sion, and additionally that compression followed by expan-
sion is irreversible while expansion followed by compression
is reversible. Close examination of the “fast clear speech”
spectrogram �right panel on the second row in Fig. 1� already
shows a less accurate representation of formant transitions
compared with the original clear speech. A processing arti-
fact in time compression is a result of deleting segments that
introduce discontinuities in fast changes, such as frequency
transitions. Therefore, the compressed clear speech produced
worse performance than the original clear speech, while the
stretched conversational speech produced similar perfor-
mance to the original conversational speech.

The chimerized speech may have introduced different
types of processing artifacts than the uniformly time-scaled
speech. The chimera method first extracted the bandlimited
temporal envelope and fine structure from two sentences of
different durations. The envelope had to be compressed �in
clear speech� or stretched �in conversational speech� to
match the duration of the fine structure, which remained in-
tact. There were at least three sources of processing artifacts.
The first artifact stemmed from alterations in modulation fre-
quencies, which were introduced by digital resampling in
temporal envelopes. The second artifact was introduced by
the segment mismatch between one sentence’s temporal en-
velope and another sentence’s fine structure. The third arti-
fact was due to the bandpass filtering in the analysis-
synthesis process, which was generally irreversible. Clearly,
these processing artifacts degraded performance and con-
founded the interpretation of the present results.
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C. Speaking rate

While both uniform time scaling and chimerizing intro-
duced processing artifacts, inserting silent gaps to decrease
the conversational speech rate did not introduce any artifacts.
At first glance, the results from experiment II seem to indi-
cate that longer pauses between speech segments improved
the perception of conversational speech by 1.3 dB in terms
of the SRT measure. However, one may question whether
this improvement is truly a result of the decreased speaking
rate in the processed conversational speech.

Recall from Sec. II A 2 in experiment I that the average
overall duration was 1.31 s for conversational speech and
1.97 s for clear speech, indicating that, on average, 0.66 s of
silent gaps had to be inserted in the conversational speech to
match the duration of the clear speech. As described in Sec.
II A, a normalization procedure was employed to equalize
the overall rms for all processed and original sentences. This
normalization procedure increased the overall rms level by
1.8 dB for the gap-inserted conversational speech. Because
the inserted silent gaps did not contribute to the overall rms
level, the short-term rms level had to be increased propor-
tionally by 1.8 dB for all phonetic segments. If we assume
that the listener used a short-term window �tens to hundreds
of milliseconds�, instead of a 1- or 2-s window, to calculate
the sentence-level rms level, then the effective short-term
signal-to-noise ratio would be 1.8 dB higher than suggested
by the overall rms level. Therefore, it is possible that the
observed 1.3-dB improvement in SRT was a result of the rms
level normalization employed at the sentence level. If this
short-term rms level hypothesis holds true, then inserting si-
lent gaps in conversational speech would not necessarily im-
prove intelligibility.

Because longer silent gaps or pauses were consistently
observed in clear speech, the above examination on the role
of the short-term rms level brings about an important ques-
tion: to what extent is the so-called clear speech advantage a
result of the increased short-term signal-to-noise ratio? To
answer this question, we removed all pauses in the original
clear and original conversational speech and calculated their
rms levels. For male talker materials used in the present
study, we found that the pause-removed clear speech had a
0.2 dB higher overall rms level than the pause-removed con-
versational speech. Clearly, this 0.2-dB difference cannot ac-
count for the observed 3-dB clear speech advantage, suggest-
ing that acoustic cues other than speaking rate contribute
significantly to the clear speech advantage.

D. Temporal envelope and fine structure

Previous studies have emphasized the importance of the
temporal envelope in speech recognition �Van Tasell et al.,
1987; Rosen, 1992; Drullman et al., 1994; Shannon et al.,
1995�, but recent results have suggested a complementary
role of the temporal fine structure in speech recognition in
noise �Nie et al., 2005; Zeng et al., 2005b�. Although audi-
tory chimera introduced digital processing artifacts �Smith et
al., 2002; Zeng et al., 2004�, results from experiment III
suggest that this idea can be extended and applied to clear
speech perception. At high signal-to-noise ratios, the chimera

with the clear speech envelope and the conversational speech
fine structure produced higher intelligibility than the chimera
with conversational speech envelope and clear speech fine
structure. On the other hand, the reverse was true at low
signal-to-noise ratios. As far as clear speech perception is
concerned, the present result suggests that the temporal en-
velope and fine structure contribute complementarily to the
clear speech advantage. The temporal envelope contributes
to the clear speech advantage in quiet, while the temporal
fine structure contributes to the clear speech advantage in
noise.

VI. CONCLUSIONS

The present study used three methods to evaluate tem-
poral properties in clear speech perception. The three meth-
ods included �1� uniform time scaling to increase the clear
speech rate or decrease the conversational speech rate; �2�
nonuniform time scaling to decrease the conversational
speech rate by increasing pauses between phonetic segments
in conversational speech; and �3� “auditory chimera” with
clear speech temporal envelope and conversational speech
fine-structure or vice versa �Smith et al., 2002�. Based on
acoustic analysis and perceptual data, we reached the follow-
ing conclusions:

�1� Consistent with previous studies, the present study found
a consistent clear speech advantage corresponding to a
2–3-dB difference in the speech reception threshold be-
tween clear and conversational speech.

�2� While both uniform time compression and stretching in-
troduced processing artifacts, time compression was
found to be more detrimental than time stretching in
terms of processing reversibility and the degree of per-
formance degradation.

�3� Increasing silent gaps in conversational speech decreased
the speaking rate without introducing any processing ar-
tifacts. Perceptual results showed a 1.3-dB advantage in
SRT for the gap-inserted conversational speech, account-
ing for roughly half of the overall clear speech advan-
tage. Acoustic analysis indicated that this improvement
in SRT might be a result of an increased short-term
signal-to-noise ratio due to the rms level normalization
at the sentence level.

�4� Although auditory chimera introduced digital processing
artifacts, perceptual results from the chimerized clear
and conversational speech suggested a complementary
role of temporal envelope and fine structure in speech
perception: the temporal envelope contributes more to
the clear speech advantage at high signal-to-noise ratios,
while the temporal fine structure contributes more at low
signal-to-noise ratios.
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In a follow-up study to that of Bent and Bradlow �2003�, carrier sentences containing familiar
keywords were read aloud by five talkers �Korean high proficiency; Korean low proficiency; Saudi
Arabian high proficiency; Saudi Arabian low proficiency; native English�. The intelligibility of these
keywords to 50 listeners in four first language groups �Korean, n=10; Saudi Arabian, n=10; native
English, n=10; other mixed first languages, n=20� was measured in a word recognition test. In each
case, the non-native listeners found the non-native low-proficiency talkers who did not share the
same first language as the listeners the least intelligible, at statistically significant levels, while not
finding the low-proficiency talker who shared their own first language similarly unintelligible. These
findings indicate a mismatched interlanguage speech intelligibility detriment for low-proficiency
non-native speakers and a potential intelligibility problem between mismatched first language
low-proficiency speakers unfamiliar with each others’ accents in English. There was no strong
evidence to support either an intelligibility benefit for the high-proficiency non-native talkers to the
listeners from a different first language background or to indicate that the native talkers were more
intelligible than the high-proficiency non-native talkers to any of the listeners.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2203595�

PACS number�s�: 43.71.Gv, 43.71.Hw, 43.71.Es �ALF� Pages: 433–442

I. INTRODUCTION

In the world as a whole, non-native speakers of English
now outnumber native speakers �Crystal, 2003; Graddol,
1997�. Many communications in English take place involv-
ing non-native speakers, and it is thus of importance to gain
information on how well mutual intelligibility is maintained
in these interactions. Research shows that the intelligibility
of non-native speech is a complex matter which depends on
many factors, including pronunciation �Anderson-Hsieh and
Koehler, 1988; Bent and Bradlow, 2003; Bent, 2001; Gass
and Varonis, 1984; Hinofitis and Bailey, 1981; Jenkins, 2000,
2002; Kranke and Christison, 1983; Munro and Derwing,
1999; Smith and Bisazza, 1982; Smith and Rafiqzad, 1979�,
grammar �Ensz, 1982�, vocabulary �Politzer, 1976�, dis-
course �Albrechtsen, et al. 1980�, and familiarity with the
topic �Gass and Varonis, 1984�. It is therefore evident that
intelligibility is not a matter of the phonetics of the utterance
alone; listener variables too play an active role. Work on
speech perception has therefore increasingly moved to focus
on subject variables, particularly on the interaction between
talker and listener variables �Bent and Bradlow, 2003; Flege,
1987; Flege, 1988; Flege and Fletcher, 1992; van Wijn-
gaarden, 2001; van Wijngaarden et al., 2002�.

In a follow up to the Bent and Bradlow �2003� study of
the mutual intelligibility of Korean, Chinese, and native En-
glish speakers speaking English, this paper reexamines their
key findings regarding non-native talkers. These were �a�
that, for the non-native listeners from the same first language
�L1� background as the talkers, the intelligibility of the high-

proficiency non-native talkers was better than or equal to that
of the native talkers, a phenomenon which Bent and Bradlow
term the “matched interlanguage speech intelligibility benefit
and �b� that for listeners who did not share the talkers’ L1,
the high-proficiency non-native talkers were also judged to
be either more intelligible or statistically no less intelligible
than non-native talkers, termed the “mismatched interlan-
guage speech intelligibility benefit” �Bent and Bradlow,
2003, p. 1607�.

Using the same type of spoken data, keywords embed-
ded in carrier sentences, but using Korean and Saudi Arabian
non-native speakers and modifying the experimental proce-
dure with the intention of avoiding a possible familiarity
effect, the present study found that

1. For the native English and mixed L1 groups of listeners,
both low-proficiency non-native talkers were significantly
less intelligible than the native English or high-
proficiency non-native talkers;

2. For the Korean and Saudi listeners, in each case the low-
proficiency non-native talker from the L1 background
which did not match their own was the least intelligible at
a statistically significant level. This indicates not a mis-
matched interlanguage intelligibility benefit, but a detri-
ment for these low-proficiency non-native talkers in com-
munication with listeners from another first language
background;

3. For all listeners, the high-proficiency non-native talkers
were either equally intelligible as or more intelligible than
the native talkers, indicating that the native talkers were
not found to be more intelligible than the non-native talk-
ers, even by their fellow native listeners.

a�Formerly of the Department of Culture, Media and Communication, Uni-
versity of Surrey, UK. Electronic mail: rmstibbard@yahoo.co.uk
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A. Bent and Bradlow’s study

The Bent and Bradlow �2003� paper “The interlanguage
speech intelligibility benefit” studied the interaction between
speaker and listener variables by investigating the intelligi-
bility of native and non-native talkers’ speech in English to
native English and non-native listeners with the same and
different L1 as the talkers. They used an experimental design
in which stimulus sentences containing key words were em-
bedded in white noise at a constant level. These stimulus
sentences were read aloud by four non-native talkers �two
Chinese and two Koreans�, and by one native English talker.
The non-native talkers were divided on the basis of native
English listeners’ judgments of their speech into one high-
proficiency talker of each first language and one low-
proficiency talker of each first language.

Bent and Bradlow measured the intelligibility of the em-
bedded key words by playing the stimuli to four groups of
listeners: Koreans �n=10�, Chinese �n=21�, native English
�n=21�, and mixed �n=12�, the first languages of those in
the mixed group being neither Korean nor Chinese nor En-
glish. They thus had a measure of the effect on speech intel-
ligibility of the listeners’ sharing or not sharing the talker’s
L1.

Bent and Bradlow make a claim for the existence of a
“matched interlanguage speech intelligibility benefit.” By
this they mean that “for non-native listeners, intelligibility of
a high-proficiency non-native talker �and in one case a low-
proficiency talker� from the same native language back-
ground was equal to the intelligibility of the native talker”
�Bent and Bradlow, 2003, p. 1607�. This claim is well sup-
ported by the high-proficiency talker data. In both cases in
the study, non-native listeners rated the high-proficiency non-
native talker who shared their L1 significantly higher than
the native talker. Bent and Bradlow make no claim that the
“benefit” extends to low-proficiency talkers.

They also found a “mismatched interlanguage speech
intelligibility benefit,” by which they mean that “for non-
native listeners, intelligibility of a high-proficiency non-
native talker from a different native language background
was greater than or equal to the intelligibility of the native
talker” �ibid�. In one case out of the two, that of the Chinese
listeners rating the high-proficiency Korean talker, a non-
native listener group gave a higher intelligibility rating to the
mismatched L1 high-proficiency non-native talker than to the
native talker. In the other case, that of the Korean listeners
rating the high-proficiency Chinese talker, the intelligibility
score was equal to that given to the native talker. The high-
proficiency Korean talker was judged by all listeners except
the native English listener group to be the most intelligible of
all the talkers. The native English listeners judged the native
English talker the most intelligible in the study, and this
talker the second most intelligible. These results indicate that
the high intelligibility scores received by this speaker were
possibly due a generally high level of intelligibility rather
than specifically to the effects of a mismatched interlanguage
intelligibility benefit.

In the terms of Bent and Bradlow, an intelligibility ben-
efit consists of receiving intelligibility scores greater than or

equal to those received by the native talker. Taking the in-
clusive definition used by Bent and Bradlow, the existence of
a matched and mismatched interlanguage intelligibility ben-
efit is supported. However, it is possible to take issue with
this use of the term “benefit” to describe these findings, as it
might be argued that the word “benefit” should be used only
to describe cases in which a talker received higher intelligi-
bility scores than another talker, not those cases in which the
scores were simply equal. If a benefit is taken in those terms,
then their evidence for a mismatched interlanguage intelligi-
bility benefit is not strong.

The intelligibility ratings given by the non-native listen-
ers to the low-proficiency talkers in the Bent and Bradlow
study are interesting. In each case, these listeners rated the
talker who shared their language background higher than the
one who did not, significantly so in the case of the Korean
listeners and Chinese low-proficiency talker. This indicates
not a mismatched interlanguage speech intelligibility benefit,
but a detriment in cases involving low-proficiency talkers.

B. The present study

The present study was conducted to investigate whether
evidence would be found to support the hypothesis of a
matched or mismatched interlanguage intelligibility benefit.
In the interests of continuity and control over variables, an
experimental design similar to that of Bent and Bradlow
�2003� was used, but with the modifications described below.
In addition, the definition of the word “benefit” was made
less inclusive to exclude cases of equal intelligibility scores
and include only those cases where higher intelligibility
scores were given.

Bent and Bradlow studied Chinese and Korean speakers;
this study investigates Saudi Arabian and Korean speakers,
in the interests of widening the number of languages studied.
It is possible, as Bent and Bradlow speculate �2003, p. 1607�,
that the Korean and Chinese languages may share certain
phonological similarities, which may mean that the case of a
mismatched interlanguage intelligibility benefit which they
observed was in fact due to similarities between these two
particular languages leading to familiarity between the two
groups with each others’ accents in English. They give the
example of a highly constrained syllable structure shared by
the two languages which includes an absence of final conso-
nant clusters. If this is so, then what they observed may
simply have been an effect of this similarity rather than a
genuine case of mismatched interlanguage intelligibility ben-
efit. Also, in addition to possible phonological similarities,
the geographical and cultural proximity of Korea and China
may have the effect of further familiarizing the speakers with
each others’ first languages and accents in English.

The rationale behind the choice of Arabic and Korean
for the present study was that they are in many respects
phonologically rather distant from each other and may also
be a less familiar pairing due to greater geographical and
cultural distance. For these reasons, they may be a better test
of the research question than the Korean/Chinese pairing.

A further modification made to the Bent and Bradlow
study was to change the order in which the sentence stimuli

434 J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 R. M. Stibbard and J.-I. Lee.: Mismatched interlanguage speech intelligibility benefit



were played. In the Bent and Bradlow study, these were
played to the listeners in a constant blocked format by talker;
the non-native listeners heard all the sentences read by the
high-proficiency matched first language talker, then the high-
proficiency mismatched first language talker, then the native
speaker of English, then the low-proficiency matched first
language talker, and finally the low-proficiency mismatched
first language talker. The native speaker listeners heard the
blocks in the following order: Chinese high-proficiency; Ko-
rean high-proficiency; native speaker; Chinese low-
proficiency; Korean low-proficiency. The reason for this or-
dering was to ensure consistency across the non-native
listener groups with respect to the talker-listener native lan-
guage match and mismatch, as well as to ensure that superior
performance in listening to the non-native talkers could not
be attributed to a practice effect due to hearing the native
talker first.

However, it is our view that this could have familiarized
the listeners to the voice of each talker in turn due to hearing
the same talker repeatedly, and that this could have led lis-
teners to mark similar results until the talker changed. It was
thus decided to play all the stimuli in random order not in
blocks by talker with the intention of avoiding such a pos-
sible familiarity effect.

In addition, the decision was made not to embed the
stimuli in white noise as was done in the Bent and Bradlow
study. Presumably, this was done in order to avoid a ceiling
effect, although this is not stated. The present authors de-
cided not to add white noise as it was felt that doing so
would make the stimuli even more unrepresentative of real
speech than is unavoidable in the use of isolated sentences,
and because white noise could introduce other poorly con-
trolled effects including the masking of particular speech
sounds such as fricatives and low intensity sounds more than
others. For these reasons, the stimuli were prepared using
high quality recordings designed to reproduce natural speech
as closely as possible within the experimental design. No
ceiling effect was apparent in the data.

II. METHODOLOGY

A. Talkers

This section describes the procedure by which four non-
native talkers �two Korean, two Saudi Arabian� were selected
from a pool of ten �five Korean, five Saudi Arabian�, to act as
talkers for this experiment.

Table I shows a demographic profile of the pool of ten
non-native speakers, including age, age of arrival in the UK,
length of residence in the UK, time spent learning English,
and their Test of English as a Foreign Language �TOEFL�
and International English Language Testing System �IELTS�
scores, where these were available.

The ten non-native speakers were recorded reading
aloud all the 30 sentences in sentence lists one and two �Ap-
pendix A�. From these recordings, a subset consisting of the
following six sentences was used for talker selection: �1�
“The mother stirs the tea;” �2� “The lady packed her bag;”
�3� “The family like fish;” �4� “The girl held a mirror;” �5�
“Mother made some curtains;” �6� “The man tied his scarf.”
The use of the plural form of the verb “like” with a singular
group noun “family” �sentence 3� is common in British En-
glish and was not considered grammatically incorrect by the
authors; none of the participants commented on this sen-
tence.

These six sentences spoken by each of the ten speakers,
a total of 60 recordings, were randomly mixed in order to
minimize familiarity with the speaker’s voice and were
played to five native speaker listeners. The listeners were
asked to rate the intelligibility of each sentence on a scale of
1 to 5 as follows: 1=heavy foreign accent; very difficult to
understand; 2=heavy to moderate foreign accent; somewhat
difficult to understand; 3=moderate foreign accent; almost
difficult to understand; 4=slight foreign accent; never diffi-
cult to understand; 5=no foreign accent; very easy to under-
stand.

Each sentence was marked out of five, so the total of six
sentences were marked out of 30, which gave a maximum
intelligibility score of 150 points for each speaker from the
five native listeners. Table II shows a summary of the results
of this evaluation, including total, mean, standard deviation,

TABLE I. Profile of the pool of ten non-native speakers. The final column shows the speakers selected to act
as talkers in this study: KH=Korean high proficiency; KL=Korean low proficiency; SH=Saudi high profi-
ciency; SL=Saudi low proficiency.

Speaker
Age
�yrs.�

Age of
arrival �yrs.�

Length of
residence �yrs.�

Time learning
English �yrs.� IELTS TOEFL

Talker
selected

Korean 1 28 27 1 16 n/a 236
Korean 2 28 27 1 16 n/a 256 KH
Korean 3 31 26 5 20 6.0 n/a
Korean 4 32 28 4 20 6.0 n/a KL
Korean 5 30 26 4 30 6.0 n/a
Saudi 1 20 18 2 16 n/a n/a
Saudi 2 18 16 2 14 n/a n/a
Saudi 3 41 33 8 27 7.0 n/a SH
Saudi 4 32 29 3 13 6.0 n/a SL
Saudi 5 31 30 1 15 n/a 237
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and range. The final column of Table II indicates the speak-
ers who were chosen as talkers. Talkers with closely match-
ing scores at the higher and lower end of the rating scale
were chosen, Korean 2 and Saudi 3 being selected as the
high proficiency speakers �total scores 139 and 140, respec-
tively�, and Korean 4 and Saudi 4 as the low proficiency
speakers �total scores 92 and 86, respectively, the lowest two
scores�. Saudi 1 received the highest total score, at 146, but
was not used so as to maintain a more closely matched pair
of high proficiency speakers.

B. Stimuli

As in the Bent and Bradlow study, carrier sentences
were taken from the revised Bamford-Kowal-Bench Stan-
dard Sentence Test �Bent and Bradlow, 2003, p. 1602�, origi-
nally devised by Bamford and Wilson �1979� and Bench and
Bamford �1979�. These were chosen on the basis of an inde-
pendent evaluation of the familiarity of the contained key
words to non-native speakers as explained in Bent and Bra-
dlow �2003, p. 1602� and were chosen for consistency with
the Bent and Bradlow study.

These sentences were then divided into two lists of 15
sentences covering 45 key words each. For the native En-
glish, the high-proficiency Korean, and the high-proficiency
Saudi Arabian talker, the 15 sentences from Sentence List 1
were used. For the low-proficiency Korean and the low-
proficiency Saudi Arabian talker, the 15 sentences from Sen-
tence List 2 were used, in order to avoid a practice effect.
The recordings made in the talker selection stage were used
so as to avoid a talker practice effect due to repeated record-
ings of the same sentences.

The four non-native talkers and the native English talker
read these sentences in the same order and were recorded in
a quiet, carpeted room using a Sony MZ-R30 Minidisk re-
corder player with a Sony ECM-T150 microphone. Minidisk
recordings produce a high quality recording which is indis-
tinguishable to the human ear from the uncompressed wave
form; thus despite the fact that they use a psychoacoustic
compression algorithm �Tsutsui et al., 1992� they are suffi-
cient for perception experiments such as the present one.

These recordings were then digitized at a sampling rate
of 48 kHz and 16-bit resolution and transferred to an IBM
compatible personal computer using sound editing software

�COOL EDIT 2000�. Noise reduction was performed on all files
to remove a small amount of background hiss using the noise
reduction facility available in COOL EDIT. This software per-
forms noise reduction by analyzing the frequencies of sound
in a section of the sound file containing background noise
only and lowering the amplitude of those frequencies
throughout the rest of the sound file, thus increasing the
signal-to-noise ratio. The noise reduction level was set at
60%, and the FFT size to 4096 points. These digital speech
files were then edited and segmented into sentence length
files and rms amplitude was normalized to the same level
sentence by sentence. As delivery of the stimuli was to be by
internet, these files were then converted to mp3 format so as
to ensure fast download times. The two authors listened to
the resulting sound files and judged subjectively that the
sound quality was very clear with no audible background
noise and that the speech signal was not audibly impaired
with relation to the original.

The 75 sentences thus obtained were randomly mixed
and used as the test stimuli.

C. Listeners

A total of 50 listeners participated in this study. All were
students at the University of Surrey, UK. The listeners
formed four groups by first language background: non-native
speakers of English with Korean first language �n=10�, non-
native speakers of English with Saudi Arabian Arabic first
language �n=10�, native speakers of English �n=10�, and
non-native speakers of English with mixed first language
other than Korean or Saudi Arabian Arabic �n=20�. No in-
dividual served both as talker and listener.

The non-native mixed group were selected to represent
as wide a range of other first languages as possible and con-
sisted of: Chinese �Putonghua� �n=3�, Chinese �Cantonese�
�n=2�, Albanian �n=2�, Greek �n=2�, Thai �n=1�, Bang-
ladeshi �n=1�, Malaysian �n=1�, Algerian �n=1�, Jordanian
�n=1�, Finnish �n=1�, Norwegian �n=1�, Ethiopian �n=1�,
Polish �n=1�, Nigerian �n=1�, and Sri Lankan �n=1�. All the
participants were volunteers and there was no incentive to
participate. Profile data for the three groups of non-native
listeners is shown in Table III.

D. Data collection procedures

Data collection was via an internet web site which was
developed for this study. This acted as the front-end to a
program which collected and tabulated the results. The site
homepage contained instructions and a sound test page
which listeners could use to check the sound quality and
adjust the volume control on their personal computer �PC�.
The format of the test was also introduced. Before starting
the test, the second author gave verbal instructions to the
listeners, which were the same as those on the homepage of
the website.

The purpose of using a website was not to facilitate the
gathering of data from remote sites, but to automate the data
collection procedure and to obviate the need for data input
from paper questionnaires. All the responses were gathered
in a single information technology �IT� laboratory at the Uni-

TABLE II. Results of the native speaker evaluation used to select the four
talkers used in the study from the pool of ten.

Speaker Total Mean SD Range
Talker

selected

Korean 1 116 3.87 1.05 3
Korean 2 139 4.63 0.63 2 KH
Korean 3 127 4.23 0.63 2
Korean 4 92 3.07 0.41 3 KL
Korean 5 108 3.60 0.89 3
Saudi 1 146 4.87 0.52 1
Saudi 2 131 4.37 0.84 2
Saudi 3 140 4.67 0.89 2 SH
Saudi 4 86 2.87 0.82 3 SL
Saudi 5 100 3.33 0.98 3
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versity of Surrey in the presence of the second author. No
more than three listeners were present at any one time. The
computers used were all situated in the same setting and
equipped to the same specification.

Once the listener was satisfied with the sound quality
and familiar with the test format, a “start” button started the
test. Each question was displayed in turn, and at the same
time the listener heard the appropriate stimulus. The listen-
er’s task was to listen to the sentence played and to enter the
keywords of the stimulus sentence in the empty form fields
provided. After filling out the keywords, the listener was
prompted to click the “next” button to proceed to the next
question. The program then stored the results on the server
where the web site was hosted. There was no time limit to fill
out the answer for each question, but listeners were allowed
to listen to each stimulus sentence once only. This was
achieved by tracking what had already been played in the
database and removing this from the play list. The second
author watched the procedure each time and was satisfied
that no cheating �such as attempting to listen more than once
to an item� took place.

Intelligibility scores were determined by a keyword-
correct count. All the test results were double marked inde-
pendently of the authors of this study by two assistants who
discussed any differences of opinion until an agreement was
reached. Words with added or deleted morphemes were
counted as incorrect. However, obvious spelling errors were
counted as correct.

As each talker said 15 sentences, and each sentence had
three keywords, one talker could receive a score from a mini-
mum of zero to a maximum of 45.

E. Word familiarity test

After completing the word recognition test, the listener
was, again online, presented with a word familiarity test
page. The 73 unique keywords from the sentence lists were
presented to the listeners in written format, and the listeners
were asked to rate their familiarity on a scale of 1 to 4, as
follows: �1� � I don’t know this word; �2� � I’m not sure

about its meaning; �3� � I know its meaning but am not sure
how to pronounce it; �4� � I know this word.

F. Listener profiles

After completing the word recognition test and the word
familiarity test, the listeners were asked to complete a short
questionnaire on their personal details, which included the
information given in Table III, namely, age, years spent
learning English, length of residence in the UK, TOEFL
�computer and/or paper�, and/or IELTS �as applicable�, and
first language.

The listener had to complete the whole test including the
word familiarity test and personal details including first lan-
guage for the results to be stored. If the answers were incom-
plete, the results were automatically discarded. However, not
all listeners were able to supply English language test results,
so missing results were allowed for these.

III. RESULTS

A. Word familiarity test

66% of the listeners gave the maximum rating of 4 to all
of the words. 76% of the listeners gave a rating of 4 to at
least 98% of the words. Only ten words were given average
scores less than 3.8: “curtains” �3.6�, “held” �3.6�, “hurt”
�3.7�, “purse” �3.6�, “sat” �3.7�, “scarf” �3.5�, “stirs” �3.3�,
“swept” �3.6�, “tied” �3.7�, and “worries” �3.7�. The non-
native listeners were thus all highly familiar with the target
keywords. A correlation of the results of this test and the
keyword intelligibility test reported below was highly sig-
nificant �p=0.000�, so it was taken that the use of these
keywords was a valid measure of intelligibility.

B. Keyword intelligibility test

Table IV shows the intelligibility scores of the five talk-
ers to each of the four listener groups as raw scores out of a
maximum possible of 45, with standard deviations in paren-
theses.

To enable direct comparison with the data presented by
Bent and Bradlow �2003�, “rationalized” arcsine units �rau�
are presented in Table V, as this is the way in which Bent
and Bradlow presented their data, but all further analysis is
performed on the raw data as there are no significant differ-
ences between the raw data and the rau converted data.

A repeated-measures analysis of variance �ANOVA� was
conducted with talker �high-proficiency Korean, high-
proficiency Saudi Arabian, native English, low-proficiency
Korean, low-proficiency Saudi Arabian� as the within-
subjects factor and listener �Korean, Saudi Arabian, mixed,
native English� as the between-subjects factor. The result of
this test showed that there were highly significant main ef-
fects of the talker �F=87.573, P=0.000� and listener group
�F=5.317, P=0.003�. The interaction of talker and listener
group was highly significant �F=7.365, P=0.000�. Figure 1
shows this interaction effect.

Post hoc pairwise comparisons of talker intelligibility
were conducted within each listener group. Because of the
large number of paired comparisons �ten for each listener

TABLE III. Profile of the three non-native listener groups. The first value in
each cell is the mean, with standard deviations following in parentheses. Not
all respondents supplied a result for IELTS and TOEFL scores; in these
cases, the number supplying this information is given.

Listener group

Korean Saudi Arabian Mixed

No. of respondents 10 10 20
Age �years� 27.53 �4.64� 31.69 �3.04� 26.28 �4.34�

Length of learning
English �years�

9.33 �5.50� 8.77 �5.04� 11.83 �6.74�

Time in UK �years� 1.83 �1.22� 2.81 �1.35� 1.86 �1.56�
TOEFL �computer� 235.66 �12.50�

�n=3�
265 �7.07�

�n=2�
295 �N/A�

�n=1�
TOEFL �paper� 550 �N/A�

�n=1�
528 �31.11�

�n=2�
565.33 �16.62�

�n=3�
IELTS 6.08 �0.38�

�n=6�
5.83 �0.76�

�n=3�
6.5 �0.81�

�n=7�
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group�, Bonferroni tests were used with the significance level
set at p� =0.005 in order to compensate for the familywise
error which would otherwise be associated with multiple
pairwise comparisons. Table VI shows significant differences
between the intelligibility scores given by the four listener
groups to the various talkers.

As Table IV shows, the Korean listeners found the Saudi
Arabian low-proficiency talker less intelligible than all the
other talkers, with an intelligibility score of 27.9 out of 45.
Table VI shows that this was significantly different from
these listeners’ judgement of all the other talkers, �p�

=0.001�. These listeners found no significant difference be-
tween any of the other talkers.

The Saudi Arabian listeners gave the Korean low-
proficiency talker an intelligibility score of 32.7, a lower
score than they gave to all the other talkers. This was signifi-
cantly different �p� =0.003� from the scores they gave to all
the other talkers except the Saudi low-proficiency talker.
They found no significant difference between any of the
other talkers.

The Korean listeners rated the Saudi high-proficiency
talker lower, with a score of 36.4, than either the native En-
glish �39.6�, Korean high proficiency �40.2�, or Korean low-
proficiency talkers �37.0�, although none of these differences
was at a statistically significant level. The Saudi listeners
rated the Korean high-proficiency talker with a score �39.3�

very slightly higher than that which they gave to the native
English talker and the Saudi high-proficiency talker �each
39.1�.

The non-native mixed L1 listeners found the two low-
proficiency non-native talkers less intelligible than any of the
other talkers �Korean low proficiency: 34.35; Saudi low pro-
ficiency: 34.15�, which was a significant difference from
their judgements of the native and high-proficiency talkers
�p� =0.004�. They found no significant difference between
the high-proficiency non-native talkers and the native talkers
and no significant difference between the two low-
proficiency talkers.

The native English listeners also found the two low-
proficiency talkers less intelligible than any of the other talk-
ers �Korean low proficiency: 39.6; Saudi low proficiency:
36.2�, which was significant at p� =0.002. They also found
the Saudi low-proficiency talker significantly less intelligible
than the Korean low-proficiency talker �p� =0.004�. These
listeners too found no significant difference between the
high-proficiency non-native talkers and the native talkers.
The results of the mixed L1 listeners’ and native English
listeners’ judgements indicate that the low-proficiency talkers
were significantly less intelligible than the other talkers and
thus that the talker selection process and division into high
and low-proficiency groups was successful.

Neither the English listeners nor the non-native listeners

TABLE IV. Raw scores on word recognition test �maximum score possible 45� with standard deviations in
parentheses.

Listener
group

Talker

Korean high
proficiency

Saudi high
proficiency

Native
English

Korean low
proficiency

Saudi low
proficiency

Korean 40.20
�2.53�

36.40
�2.72�

39.60
�2.22�

37.00
�3.33�

27.90
�4.61�

Saudi Arabian 39.30
�3.56�

39.10
�5.93�

39.10
�5.32�

32.70
�5.10�

35.20
�3.58�

Non-native
Mixed L1

38.95
�4.26�

40.10
�3.45�

39.95
�3.17�

34.35
�4.91�

34.15
�5.44�

Native
English

43.40
�3.03�

44.30
�0.95�

44.10
�2.85�

39.60
�2.80�

36.20
�2.30�

TABLE V. Scores on word recognition test expressed as rationalized arcsine units �Studebaker, 1985� with
standard deviations in parentheses.

Listener
group

Talker

Korean high
proficiency

Saudi high
proficiency

Native
English

Korean low
proficiency

Saudi low
proficiency

Korean 91.69
�8.35�

80.55
�7.08�

89.50
�6.85�

82.38
�9.03�

61.24
�9.73�

Saudi
Arabian

89.83
�12.23�

91.54
�18.87�

91.07
�17.59�

71.96
�11.47�

77.71
�8.84�

Non-native
mixed L1

89.03
�13.24�

92.59
�12.31�

91.93
�11.74�

76.07
�11.95�

75.64
�12.76�

Native
English

106.79
�11.95�

110.31
�6.72�

112.42
�11.69�

89.67
�8.07�

79.85
�5.42�
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rated the native English talker as more intelligible than the
high-proficiency non-native talkers, indicating no intelligibil-
ity advantage for the native talkers over the high-proficiency
non-native English talkers in any interaction.

To check the reliability of the keyword familiarity test,
which was presented in written format, with the results of the
intelligibility test, which was presented auditorily, a correla-
tion analysis was performed keyword by keyword between
the scores received by each keyword. The correlation result
�Spearman’s rho� was 0.635, p=0.000, indicating that there
is a highly significant correlation between the two scores and

that the format of the word familiarity test was a reliable
predictor of the results in the intelligibility test.

To investigate the possibility that the differences in in-
telligibility might be due to the effect of varying speech
rates, the durations of the stimulus sentences used in the
keyword intelligibility test were measured. Table VII shows
average sentence durations for each talker, with standard de-
viations in parentheses.

All pairwise comparisons among the five talkers were
significant �p=0.000�. However, for all listener groups, the
average sentence durations for the five talkers did not signifi-
cantly correlate with their intelligibility scores. Spearman
rank correlations were: Korean listeners: rho=0.138, p
=0.239; Saudi Arabian listeners: rho=0.085, p=0.468; Non-
native mixed listeners: rho=0.181, p=0.120; native English
listeners: rho=0.217, p=0.061.

Thus for example, the Saudi Arabian high-proficiency
talker’s sentences had the shortest mean duration but this
speaker was judged significantly less intelligible than other
talkers only by the Korean listeners. At the other extreme,
the Saudi Arabian low-proficiency talker had the longest
mean duration, but was again judged significantly less intel-
ligible only by the Korean listeners. This indicates that
speech effects are not directly related to intelligibility rat-
ings.

TABLE VI. Multiple pairwise comparisons showing all significant differ-
ences in ratings received by talker pairs from each listener group. HP
=high proficiency; LP=low proficiency. The first column shows the listener
group, the second and third columns those talkers who were given signifi-
cantly different intelligibility ratings by that listener group, and the last
column the p value of that difference. All p values shown are significant at
pÜ0.005 �Bonferroni�.

Listener group Talker pairs Sig.

Korean Saudi LP Saudi HP 0.000
Saudi LP English 0.000
Saudi LP Korean HP 0.000
Saudi LP Korean LP 0.001

Saudi Korean LP Korean HP 0.003
Korean LP English 0.000
Korean LP Saudi HP 0.002

Non-native Mixed L1 Saudi LP Saudi HP 0.000
Saudi LP English 0.000
Saudi LP Korean HP 0.004

Korean LP Saudi HP 0.000
Korean LP English 0.000
Korean LP Korean HP 0.001

Native Saudi LP Saudi HP 0.000
Saudi LP English 0.000
Saudi LP Korean LP 0.004
Saudi LP Korean HP 0.000

Korean LP Korean HP 0.002
Korean LP English 0.000
Korean LP Saudi HP 0.001

TABLE VII. Average sentence durations for the five talkers in order of
increasing duration. Means in milliseconds and standard deviations in pa-
rentheses are shown.

Talker
Average sentence duration

�ms�

Saudi high proficiency 1808 �209�
Native English 1843 �203�

Korean low proficiency 1928 �217�
Korean high proficiency 2100 �242�
Saudi low proficiency 3013 �256�

FIG. 1. Intelligibility scores as raw
data �maximum possible score 45� for
each talker as evaluated by each lis-
tener group.
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IV. DISCUSSION

No evidence was found here that the talker/listener
groups who did not share the same first language enjoyed a
“mismatched interlanguage speech intelligibility benefit,”
taken here, in contrast to the Bent and Bradlow use of the
term “benefit” as including equal intelligibility scores, to
mean only cases in which higher intelligibility scores were
given by the listeners. Rather, the most striking finding from
this study is that speech intelligibility was clearly lowest in
those cases involving low-proficiency non-native talkers and
non-native listeners with a different first language, in every
case at a statistically significant level.

Thus in both cases the non-native listeners found the
low-proficiency non-native talker with whom they did not
share the same first language the most difficult of all the
talkers to understand. This provides evidence for a mis-
matched interlanguage speech intelligibility detriment in
those cases involving the low-proficiency non-native talkers,
and indicates that low-proficiency learners may find diffi-
culty in being understood either by non-native listeners who
do not share their first language or by native English listen-
ers.

The case of the Korean listeners, who rated the Saudi
high-proficiency talker lower than either the native English,
Korean high-proficiency, or Korean low-proficiency talkers,
provided further, although weaker, evidence against the ex-
istence of a mismatched interlanguage intelligibility benefit.
This difference was not at a statistically significant level and
the degree to which this isolated finding can be generalized
from is limited, as the same phenomenon is not found in the
case of the Saudi listeners rating the Korean high-proficiency
talker.

There was limited evidence in favor of a matched inter-
language speech intelligibility benefit, as evidenced in higher
intelligibility scores given by non-native listeners to non-
native talkers with the same L1 background. The Korean
listeners rated the Korean high-proficiency talker highest and
the Korean low-proficiency talker higher than the Saudi low-
proficiency talker. The Saudi listeners also rated the Saudi
low-proficiency talker higher than the Korean low-
proficiency talker, but this latter effect was not statistically
significant.

This finding, which shows clear evidence of a talker/
listener interaction effect, is in line with the large body of
research indicating that non-native speech is likely to be
more intelligible to other non-natives from the same lan-
guage background due to the shared knowledge of the target
and native languages and of the transfer effects in perception
and production �Bent and Bradlow, 2003, p. 1607�.

It thus seems likely that non-native learners who are
exposed largely or entirely to the English of their fellow first
language speakers will be able to communicate successfully
with these speakers, as they can adjust their production and
compensate in their perception on the basis of this shared
knowledge, but may experience more problems once they
leave this environment and attempt to communicate in En-
glish with other non-native speakers with different accents or
native English speakers.

To take a well-known example, the substitution of �ph�
for English /f/ by Korean first language speakers �e.g., “cof-
fee” pronounced as ��kh"phi� is likely to be highly disruptive
to intelligibility for listeners who are not aware of this fea-
ture of Koreans’ pronunciation of English, whereas for other
Korean listeners, familiar with this pronunciation and the
reason behind it, it causes much less disruption to intelligi-
bility. In a teaching context where learners are exposed over-
whelmingly to local teachers who share their first language-
influenced perception and production problems, this
familiarity with the local accent may lull learners into a false
sense of their intelligibility which may not be applicable in
the wider world. Evidence from nonlaboratory data has
shown also that learners are surprisingly unable to use con-
textual clues to disambiguate phonetically faulty utterances
and instead rely heavily on the acoustic signal, often without
success �Jenkins, 2000, pp. 80, 81�.

It is thus important that the teaching of listening exposes
learners to a range of accents beyond those of local speakers
if international intelligibility is to be facilitated and that pro-
nunciation teaching eradicates disruptive features of local ac-
cents such that learners are able to conform to an internation-
ally intelligible norm.

There was also no strong evidence to support the hy-
potheses either that native listeners perform better at under-
standing others, or that native speakers are more intelligible
than high-proficiency non-native speakers: Not even the na-
tive listeners found their fellow native speaker significantly
more intelligible than the high-proficiency speakers. Thus
arguments that native speaker speech is fundamentally more
intelligible than non-native speech are not supported by this
data. Equally, there was no evidence that the native talkers
were any less intelligible than the high-proficiency non-
native speakers �Munro and Derwing, 1999�. More important
than native or non-native status was the proficiency level of
the non-native speakers.

V. LIMITATIONS OF THE STUDY

This study investigated the intelligibility between talkers
and listeners from various first language backgrounds under
controlled conditions using isolated sentences, rather than
meaningful connected speech in a genuine communicative
setting, in which context would have helped to disambiguate
unclear speech.

The study focused primarily on subject variables, par-
ticularly on the role of the match or mismatch of talker and
listeners, and excluded other possible factors that can affect
speech intelligibility such as speaking rate or the listener’s
attitude to a particular foreign accent. Factors such as socio-
linguistic variables, which might in real communication in-
teract with the first language background variable, were not
taken into consideration.

Both this study and that by Bent and Bradlow used Ko-
rean listeners to rate Korean and other non-native talkers and
found that these listeners gave higher intelligibility scores to
their fellow Koreans than to the mismatched L1 talkers. It is
conceivable that there is some sociolinguistic factor at work
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which is not addressed by the design of these studies. Further
research is needed with other first language groups to inves-
tigate this issue.

A possible interfering factor is the use of two different
word lists for the high-proficiency and low-proficiency talk-
ers. It is conceivable that the words used in the lists were of
inherently different difficulty, although the results of the key-
word familiarity test indicate that this was not so.

The participants were all recruited from the student
population at the University of Surrey. This may not be an
accurate reflection of the various first language speakers rep-
resented. It is to be expected that these non-native talkers,
who were studying outside their home countries, may be
more used to communicating with speakers from other first
languages and with native English speakers than are the
wider populations of their respective countries. Similarly, the
native English talkers who participated in this study may be
more used to speaking with non-native speakers than is usual
in the native English population at large. They are to this
extent also more representative of the international commu-
nity than those who do not have such contacts, but it is
possible that the effects found in this study might be magni-
fied if a similar experiment was carried out using more typi-
cal, less travelled, members of each community.

The use of two dimensions on the single rating scale
�degree of foreign accent and intelligibility� may not have
been a felicitous choice as it presupposes that the two are
directly related. Research �e.g., Munro and Derwing, 1999�
indicates that this assumption may not be a safe one and it is
recommended that in future work these scales should not be
conflated.

Both this study and that of Bent and Bradlow �2003�
suffer from the very small sample of talkers and are thus
highly dependent on the characteristics of particular indi-
viduals’ speech. The degree to which it is possible to gener-
alize from the findings of either study is thus very limited.
Further research on intelligibility, both between non-native
speakers and between native and non-native speakers, should
be conducted using a wider variety of data types, including
larger experimental studies and field studies in which contex-
tual and sociolinguistic factors are allowed to play a role.
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APPENDIX A: SENTENCE LISTS

Stimulus sentences were taken from the Bench-Kowal-
Bamford sentence lists �Bench and Bamford, 1979�. Key-
words used in the study are underlined.

Sentence list 1

1� The book tells a story.
2� The thin dog was hungry.
3� He needed his holiday.
4� The milk came in a bottle.
5� Father looked at the book.
6� The cook cut some onions.

7� The lady goes to the shop.
8� The children dropped the bag.
9� She found her purse.
10� They washed in cold water.
11� The ball broke the window.
12� The table has three legs.
13� The shoes were very dirty.
14� The car hit a wall.
15� The girl caught a cold.

Sentence list 2

1� The old man worries.
2� She used her spoon.
3� The mother stirs the tea.
4� The clever girls are reading.
5� The floor looked clean.
6� The lady packed her bag.
7� He broke his leg.
8� The family like fish.
9� The cleaner swept the floor.
10� She hurt her hand.
11� The girl held a mirror.
12� He paid his bill.
13� Mother made some curtains.
14� They sat on a wooden bench.
15� The man tied his scarf.
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This paper proposes a speech feature extraction method that utilizes periodicity and nonperiodicity
for robust automatic speech recognition. The method was motivated by the auditory comb filtering
hypothesis proposed in speech perception research. The method divides input signals into subband
signals, which it then decomposes into their periodic and nonperiodic components using comb filters
independently designed in each subband. Both features are used as feature parameters. This
representation exploits the robustness of periodicity measurements as regards noise while preserving
the overall speech information content. In addition, periodicity is estimated independently in each
subband, providing robustness as regards noise spectrum bias. The framework is similar to that of
a previous study �Jackson et al., Proc. of Eurospeech. �2003�, pp. 2321–2324�, which is based on
cascade processing motivated by speech production. However, the proposed method differs in its
design philosophy, which is based on parallel distributed processing motivated by speech
perception. Continuous digit speech recognition experiments in the presence of noise confirmed that
the proposed method performs better than conventional methods when the noise in the training and
test data sets differs. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2205131�

PACS number�s�: 43.72.Ar, 43.72.Ne, 43.71.An �DOS� Pages: 443–452

I. INTRODUCTION

The performance of automatic speech recognition �ASR�
systems is worse in “real world,” such as in a car on the
street, or at a station, than in ideal environments where there
is no noise or channel distortion. There are three major ap-
proaches for coping with the problem �Gong, 1995�. The first
is a signal preprocessing approach such as speech enhance-
ment �e.g., Lim and Oppenheim, 1978; Koo et al., 1989� and
noise reduction techniques �e.g., Boll, 1979; Lockwood and
Boudy, 1992; Sim et al., 1998�. The second is a model com-
pensation approach such as parallel model combination �e.g.,
Varga and Moore, 1990; Gales and Young, 1993; Minami
and Furui, 1995� and model adaptation methods �e.g., Lee et
al., 1991; Vaseghi and Milner, 1993; Bernard et al., 2004�.
The third is an approach that employs robust speech features
to deal with noise or channel distortion. Focusing solely on
the third approach, this paper proposes a new method for
extracting robust speech feature representation.

Mel frequency cepstral coefficients �MFCCs�, which are
based on findings related to the pitch perception characteris-

tics of the human auditory system, have been widely used for
ASR since Davis and Mermelstein �1980� showed that
MFCCs provide better ASR performance than other features
such as linear frequency cepstral coefficients �Bogert et al.,
1963� and linear prediction cepstral coefficients �Itakura,
1975�. However, MFCCs are insufficiently robust in the real
world �e.g., Gong, 1995; de Veth et al., 2001; Singh et al.,
2002� because their feature representations are easily con-
taminated by noise or channel distortion. This vulnerability
has made it necessary to develop more robust speech feature
extraction methods.

Most robust speech feature extraction methods have
been based on findings related to the human auditory system
such as perceptually based linear prediction analysis �PLP�
�Hermansky et al., 1985; Hermansky 1990� and other audi-
tory filter-based methods �e.g., Gao et al., 1992; Aikawa et
al., 1996; Li et al., 2001�. In particular, several methods
based on the characteristics of the auditory nerve response to
periodic signals improve ASR robustness in noisy environ-
ments. Such methods include the generalized synchrony de-
tector �GSD� �Seneff, 1988�, the average localized synchrony
detector �ALSD� �Ali et al., 2002�, the ensemble interval
histogram �EIH� �Ghitza, 1988, 1994�, and zero-crossing
with peak amplitude �ZCPA� �Kim et al., 1999�.

GSD and ALSD focus on the characteristic frequencies
�CFs� of the auditory filter, namely the frequencies to which
the filters respond most sensitively. These methods measure
the synchronicities of subband signals at the CFs and use
these as speech features for ASR. The methods assume that

a�Portions of this work were presented in “Speech feature extraction method
representing periodicity and aperiodicity in sub bands for robust speech
recognition,” Proceedings of the 29th International Conference on Acous-
tics, Speech and Signal Processing, Montreal, Canada, May 2004, and
“Improvement in robustness of speech feature extraction method using
sub-band based periodicity and aperiodicity decomposition,” Proceedings
of the 8th International Conference on Spoken Language Processing, Jeju,
Korea, October 2004.
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an auditory filter is a kind of frequency analyzer and adopt a
strategy designed to improve robustness in noisy environ-
ments by enhancing the spectral peaks of the periodic signals
around the CFs of the auditory filter. In terms of engineering,
subband cross-correlation analysis �SBCOR� �Kajita and
Itakura, 1995� uses the autocorrelation coefficients at the
center frequencies of bandpass filters as speech features for
ASR. While SBCOR indeed uses the autocorrelation func-
tion, it only focuses on a fixed coefficient corresponding to
the center frequency of a bandpass filter. Therefore, we can
consider that SBCOR employs the same strategy as that used
by GSD or ALSD. However, because these methods focus on
the synchronicities between the input signals and the CFs of
the auditory filter, they are not good at handling the period-
icity of signals that deviate from the center frequency of one
of the bandpass filters.

Auditory nerve firings are not phase locked to their CFs
but to lower-frequency components than the CFs �e.g., Rose
et al., 1971; Johnson, 1980; Greenberg, 2004�. In the time
domain, auditory nerve firings can represent frequencies that
are different from their CFs. EIH and ZCPA are based on
such phase-locking characteristics of the auditory nerves.
These methods can handle any periodicity by generating a
histogram of periodicities extracted from the subband sig-
nals, and then use the histogram as a speech feature for ASR.

The above methods can also substantially improve noise
robustness by using the periodicity of the speech signal, be-
cause it is essentially difficult for the periodicity to be con-
taminated by interferer signals. Indeed, the human auditory
system may use such speech signal characteristics. Psychoa-
coustic research has revealed that the human auditory system
is very sensitive to the harmonicity that is related to the
periodicity of sound �e.g., Darwin and Carlyon, 1995�. How-
ever, speech signals consist not only of strict periodic signals
such as steady parts of vowels and voiced consonants, but
also of nonperiodic signals such as fluctuations intrinsically
included in vowels, voiced consonants, stops, fricatives, and
affricates. Because the above methods focus strongly on pe-
riodicity, they offer no advantage when it comes to represent-
ing the nonperiodic characteristics of speech. Therefore, they
often degrade the ASR performance in clean �no-noise� or
low-noise environments.

In terms of psychoacoustics, de Cheveigné �1997� used
concurrent vowel identification experiments to suggest that
the human auditory system can suppress harmonic interferes
and perceive the residual target signal. This finding suggests
that the human auditory system may process both the har-
monic �periodic� feature, and the residue after canceling the
harmonicity �nonperiodic� feature, which deviates from the
dominant periodicity. Ishizuka and Aikawa �2002� also
showed that very small fundamental frequency �F0� fluctua-
tions of vowels improve human vowel identification in the
presence of harmonic noise. Their results suggest that the
quasi-periodicity of the speech sounds helps human speech
perception in the presence of interferers, and support the im-
portance of nonperiodic features that deviate from strict pe-
riodicity. In addition, in terms of engineering and speech
production research, Jackson et al. �2003� showed that the
ASR accuracy in noisy environments can be improved by

using the decomposed periodic and nonperiodic features of
speech signals. Their result indicates the efficiency of repre-
senting speech signals by their periodic and nonperiodic fea-
tures for ASR.

This paper proposes a feature extraction method that uti-
lizes both periodic and nonperiodic features for each sub-
band using auditory filter banks and comb filters. Hence-
forth, this proposed method is called Subband-based
Periodicity and Aperiodicity DEcomposition �SPADE�. The
development of this decomposition method based on comb
filters was motivated by the auditory comb filtering hypoth-
esis �de Cheveigné, 1997�, and its periodicity representation
was motivated by the auditory nerve firing characteristics in
the time domain. Section II describes the background to
SPADE and focuses on the auditory comb filtering hypoth-
esis and the advantages of its sound representation compared
with the conventional speech features used for ASR. Section
III describes the SPADE algorithm in detail. In Sec. IV,
evaluation experiments undertaken with the noisy continuous
digit speech recognition database show that SPADE can im-
prove the ASR performance in the presence of noise in the
real world.

II. BACKGROUND

A. Auditory comb filtering hypothesis

As described above, in terms of psychoacoustics, de
Cheveigné �1993, 1997� found that the human auditory sys-
tem can suppress harmonic interferers and perceive the re-
sidual target signal through concurrent vowel identification
experiments. He proposed the auditory comb filtering hy-
pothesis based on his findings. Although the existence of
such mechanisms in the human auditory system has yet to be
confirmed, this hypothesis suggests that the human auditory
system may process both the periodic and nonperiodic fea-
tures. In his hypothesis, he proposed a neural model of har-
monic interference cancellation. Figure 1�a� shows the
model: a neural cancellation filter. This model is imple-
mented by a neuron with two synapses. One is an excitatory
synapse fed by an input spike train, the other is an inhibitory
synapse fed by a delayed input spike train. The neuron fires
each time an input spike arrives, unless a delayed input spike
arrives simultaneously from the delayed path. The length of
the delay can be tuned adaptively to the rate of the input
spikes, which have the dominant periodicity in the spikes, de

FIG. 1. �a� Neural cancellation filter �de Cheveigné, 1997�. �b� An imple-
mentation of the neural cancellation filter using a delay unit and bandpass
filter banks.
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Cheveigné thought that such neural comb filtering mecha-
nisms may be independently implemented corresponding to
each auditory nerve fiber or group of fibers. This model pro-
vides a good explanation of the experimental results obtained
for concurrent vowel identification �de Cheveigné, 1997�.

Such mechanisms can be easily implemented using de-
lay units and bandpass filter banks. One example is shown in
Fig. 1�b�. Note that the delay units should be tuned adap-
tively, and that the filter banks should have the same charac-
teristics as auditory nerve fibers. SPADE is based on this
implementation. This implementation realizes a rich repre-
sentation of the input sound with the decomposed dominant
periodicity and nonperiodicity, which is the residue after the
suppression of the dominant periodicity. This sound repre-
sentation has advantages compared with the conventional
speech features used for ASR as explained below. In this
paper, to simplify the formulation, we ignore such mecha-
nisms inherently implemented in the human auditory system
as the half-wave rectification and the sound compression.

B. Advantages of the sound representation based on
the hypothesis

Key aspects of SPADE are the decomposition of the
speech signal into its periodic and nonperiodic features, and
the utilization of both features as speech features for ASR.
The periodicity in a channel is calculated in a more adaptive
manner than with GSD, ALSD, or SBCOR, which only focus
on the fixed center frequency of the bandpass filter. Because
SPADE employs an adaptive mechanism to search for the
dominant periodicity within the search range, it can deal with
frequencies that differ from the center frequency of the band-
pass filter. The periodicity/nonperiodicity decomposition
cannot be performed after the transformation from speech
signals to the MFCC or PLP, because these methods inher-
ently lose information about the periodicity and nonperiod-
icity of the input signals. Even if we apply some kind of
statistical processing to these methods, it is very difficult to
restore the information without using speech signal statistics.
SPADE can exploit periodicity and nonperiodicity properties
that the conventional speech features cannot deal with. The
decomposition of speech signals into two properties and their
subsequent use allow us to employ the robustness exhibited
by periodic features without losing certain essential speech
signal information included in the nonperiodic features.
When the noise in the test data differs from that in the train-
ing data, the difference between the nonperiodic features of
the two sets of data becomes large. However, the difference
between the periodic features may remain small because the
periodicity can be extracted from noisy speech more easily
than the nonperiodicity. In contrast to SPADE, with the
MFCC or PLP, the difference between the environmental
sounds in the training and test data directly distorts all pa-
rameters, because the sound representation of the features
considers the estimated spectrum of the whole sound signal
rather than just speech signal characteristics. Therefore,
SPADE is possibly more robust than the conventional fea-
tures in noisy environments. On the other hand, if there is
very little noise, SPADE can utilize both the periodic and
nonperiodic to achieve a high ASR performance. Conven-

tional robust features that utilize the periodic property cannot
employ the nonperiodic property, which includes important
information about speech signals. SPADE employs both pe-
riodic and nonperiodic properties to achieve high ASR per-
formance under any conditions.

These key features of SPADE are similar to those of the
method proposed by Jackson et al. �2003�. However, because
their study is based on a cascade processing approach moti-
vated by human speech production mechanisms, the first step
in their method depends strongly on the accuracy of a pitch-
scaled harmonic filter �PSHF� �Jackson and Shadle, 2001�.
Therefore, any failure to decompose the harmonicity in the
first step may have a large effect, and so they needed to use
F0 values estimated from clean speech data to decompose
the periodicity and nonperiodicity of noisy speech data in
their evaluation experiment. By contrast, SPADE employs an
independent periodicity estimation within each subband and
a periodicity/nonperiodicity decomposition design based on
a parallel distributed processing approach motivated by the
human speech perception process. This is another key feature
of SPADE. In general, it is difficult to estimate the funda-
mental frequencies from noisy speech signals. However,
even in the presence of noise, some frequency regions where
the speech signal energy is strong have high signal-to-noise
ratios �SNRs�. Based on this property of speech signals,
SPADE estimates the periodicity independently in each sub-
band, and thus can reliably estimate the periodicity in such
high SNR regions and successfully decompose the speech
signals into two properties. Because of the mechanism, un-
like previous studies �Jackson and Shadle, 2001; Jackson et
al., 2003�, SPADE is expected to offer such advantages as
the ability to recover failed harmonicity estimations and to
cope with an interferer whose energy is not distributed
evenly in the frequency region. In summary, although the
frameworks of SPADE and the system proposed by Jackson
et al. �2003� are similar, these two approaches have different
backgrounds and also differ in terms of design philosophy,
which is mainly distinguished by the use of parallel or cas-
cade processing.

III. METHOD

Figure 2 is a block diagram of SPADE. This method
consists of six steps. In the first step, an input speech signal
is divided into subband signals by bandpass filter banks for
which this paper employs gammatone filter banks �Patterson
and Moore, 1986�. The center frequencies and bandwidths
for each filter in the filter banks are decided in terms of the
equivalent rectangular bandwidth �ERB� scale. The ERB is
considered to be the critical bandwidth of an auditory filter
and was measured as the spectral notch width of the notched
masking noise, which can mask the pure tone positioned at
the center frequency of the spectral notch �Patterson, 1976�.
ERB values can be calculated by using the approximation
formula given below �Moore and Glasberg, 1983�:

ERB = 6.23f2 + 93.39f + 28.52,

where ERB is the ERB value in Hz and f is the frequency in
kHz. In our example, we use gammatone filter banks that

J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Ishizuka et al.: Speech feature utilizing periodicity and nonperiodicity 445



consist of 24 bandpass filters whose frequency characteris-
tics are shown in Fig. 3.

In the second step, the output signal for each filter is
analyzed using windows with a certain temporal length that
are shifted a certain temporal length. In this paper, the frame
length is fixed and the frame shift is synchronized for all
subbands. In our example, we analyzed the filtered speech
using 25-ms rectangular windows at 100 frames per second.

In the third step, the dominant periodicity is detected
independently in each frame. To detect the periodicity, we
use the autocorrelation method, which has previously been
employed for F0 estimation �Rabiner, 1977; Hess, 1983�.
The method calculates the autocorrelation function of the
signal in the frame and searches for the maximum peak of
the function within a certain search range, e.g., from
50 to 400 Hz where the F0s of human speech exist. In this
paper, the search range is fixed at 80 to 200 Hz, which is
roughly a one-octave range covering the human F0 or its half

or one-third values. The reason for the limited range em-
ployed with this method is given below. In fact, the F0s of
human speech range from 50 to 400 Hz. However, any F0
estimation method sometimes estimates half, one-third, or
double the actual F0 value. SPADE aims to decompose the
periodic and nonperiodic features of the input sound by sup-
pressing the dominant periodicity of the sound using comb
filters described in the fourth step. In addition, SPADE uti-
lizes only the power of the decomposed features described in
the fifth step. Because the power of the periodic features is
condensed in a harmonic component, if double the value of
the actual F0 is estimated in this step, a comb filter designed
based on the estimated F0 will fail to suppress a large part of
the power of the dominant periodic feature. We consider that
this failure yields the large difference between the estimated
and actual values and affects the ASR performance. On the
other hand, although the power of the residual nonperiodic
feature is oversuppressed, a comb filter designed based on a
half or one-third value estimation can suppress the whole
power of the dominant periodic feature. Since the power of
the nonperiodic feature may be broadly distributed in the
spectra, we consider that oversuppression of the nonperiodic
feature does not seriously affect the ASR performance.
Therefore, SPADE gives priority to suppressing the domi-
nant periodicity completely and concentrates the F0 search
range at low F0 values. In addition, each subband is searched
for in the same search range. The reason for the identical
range for all subbands is given below. Even in the higher
order bands, which do not cover the frequency of the search
range, the dominant periodic signal has higher harmonic
components whose spaces correspond to the F0. To suppress
these periodic components by using comb filters, SPADE
employs an identical F0 search range for each subband.

In the fourth step, the signal in the frame is comb filtered
based on the periodicity detected in the third step. The use of
suppression type comb filters for the decomposition is moti-
vated by the auditory comb filter hypothesis �de Cheveigné,
1997�. The characteristic of the comb filter is given by H�z�
in the z-transformation form, where n indicates the period
with the maximum value detected in the third step:

H�z� = 1 − z−n.

This comb filter is designed to suppress the whole power of
the dominant periodicity of the input speech as described
above.

In the fifth step, the power suppressed by the comb fil-
tering and the power of the residual signal in the frame after
the comb filtering are calculated as the sum of the square of
the signals. The power suppressed by the comb filtering is
calculated as the difference between the signal powers before
and after the comb filtering. After this step, the power sup-
pressed by the comb filtering is considered to be a periodic
feature, and the power of the residual signal is considered to
be a nonperiodic feature. Note that the term “nonperiodic”
does not strictly mean signals that are completely without
periodicity such as white noise. Because natural voiced
speech signals are quasi-periodic signals rather than strictly
periodic signals, such speech signals include quasi-periodic
fluctuation components. Therefore, most of the fluctuation

FIG. 2. Block diagram of the proposed speech feature extraction method
“SPADE.”

FIG. 3. An example of the frequency characteristics of 24-channel gamma-
tone filter banks. The abscissa indicates the frequency. The ordinate indi-
cates the magnitude.
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component remains in the nonperiodic features after the
dominant periodicity has been suppressed. After this feature
decomposition, the powers across the subbands at the same
frame shifting point are combined for each feature and con-
sidered to be vectors. Figure 4 shows examples of the output
power patterns from gammatone filter banks, which are simi-
lar to auditory excitation patterns �Moore and Glasberg,
1983�, and the vectors of its periodic and nonperiodic fea-
tures obtained after analyzing a speech sentence with 48-
channel gammatone filter banks and a 25-ms frame at 100
frames per second. As seen in Fig. 4, the periodic features
show strong power responses, especially at the stable part of
the periodicity. In contrast, the nonperiodic features show
weak power responses at the stable part of the periodicity,
whereas they show stronger power responses around the on-
sets and offsets of voiced speech or formant transition parts,
which can be considered the fluctuations of sounds that de-
viate from the dominant periodicity, rather than the stable
part of the periodicity.

In the final step, each power vector calculated in the fifth
step is logarithmic transformed, and its cepstral coefficients
are calculated from the logarithmic transformed power vec-
tor using the discrete cosine transform �DCT� as shown be-
low, where N is the number of gammatone filters, mj is the
power vector for filter index number j, and ci is the ith cep-
stral coefficient.

ci =�N

2 �
j=1

N

log�mj�cos��i

N
�j − 0.5�� .

The formula includes both the logarithmic transformation
and DCT, and is the same as that used with the conventional
MFCC calculation �e.g., Huang et al., 2001�. These cepstral
coefficients are calculated for each feature, and only certain
low order coefficients, e.g., from the first to twelfth coeffi-
cients, are used as the speech features for ASR. Then, both

cepstral coefficients are combined as the feature parameters,
that is, if the coefficients from the first to twelfth order are
used, then the total number of feature parameters is 24 �12
periodic and 12 nonperiodic feature coefficients�.

IV. EXPERIMENTS

A. Aurora-2J

We conducted evaluation experiments with the
AURORA-2J database �Nakamura et al., 2003, 2005�.
AURORA-2J is the Japanese version of AURORA-2 �Hirsh
and Pearce, 2000; Pearce and Hirsh, 2000�, which is a bench-
mark English speech data set for continuous digit recognition
in the presence of noise. That is, AURORA-2J is a database
for evaluating the performance of Japanese continuous digit
speech recognizers in the presence of environmental inter-
ferer sounds. The recognition task was continuous telephone
band-limited digit speech recognition, and the number of vo-
cabulary was 11 �from one to nine, and zero, which has two
kinds of reading�. The environmental interferer sounds are
the same as those included in AURORA-2 and are recorded
in real world. AURORA-2J includes two kinds of training
data sets and three kinds of test data sets �test sets A, B, and
C�. One of the training sets is called a clean-speech training
data set, which includes speech data spoken in a clean
�noiseless� environment. The other is called a
multicondition-speech training data set, which includes the
clean speech data mixed with subway, babble, car, and exhi-
bition sounds, which are the same environmental sounds as
those in test set A at SNRs of 5, 10, 15, 20, and infinity �no
noise condition� dB. Each training set includes 8440 continu-
ous digit utterances spoken by 110 Japanese speakers �55
speakers, 4220 utterances for each sex�. These utterances are
the same for the two training sets, and only the noise condi-
tions are different. Henceforth, the term “clean-speech train-
ing” and “multicondition-speech training” mean that the rec-
ognizer is trained using a clean-speech and a multicondition-
speech training data set, respectively. The test data sets are
convoluted with different telephone channel characteristics
and mixed with different environmental sounds related to the
training data sets. The differences are shown in Table I. Test
set A includes speech data mixed with subway, babble, car,
and exhibition sounds, which are the same environmental
sounds as those in the multicondition-speech training data
set. Test set B includes speech data mixed with restaurant,
street, airport, and railway station sounds. Test set C includes
speech data, whose channel characteristics �MIRS� differ
from those of the other test sets and training data sets
�G712�, mixed with subway and street sounds. The SNRs are
−5, 0, 5, 10, 15, 20, and infinity �no noise condition� dB.
There are 1001 continuous digit speech utterances spoken by
104 speakers �52 speakers of each sex� for each combination
of environmental sound and SNR. Consequently, test sets A
and B include 28 028 utterances �1001 utterances, four envi-
ronmental sounds, seven SNRs� for each, and test set C in-
cludes 14 014 utterances �1001 utterances, two environmen-
tal sounds, seven SNRs�. The multicondition-speech training
data set includes the same environmental sounds as those in
test set A and half of test set C. Therefore, with

FIG. 4. Examples of the excitation patterns, i.e., the output powers from
gammatone filter banks �top�, and the periodic �middle� and aperiodic fea-
tures �bottom� of the Japanese word “soredewa” read by a female speaker.
White indicates the highest power and black the lowest power. The periodic
feature well represents the power of the stable periodicity, whereas the ape-
riodic feature shows the power changing part, e.g., sound onset and format
transition as white.
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multicondition-speech training, the noise conditions are
“closed” for test set A and half of test set C. On the other
hand, the noise conditions are “open” for test set B and the
other half of test set C with multicondition-speech training.
With clean-speech condition training, the noise conditions
are “open” for all test sets. Because of the difference be-
tween the channel characteristics of the training data sets and
test set C, the channel conditions of test set C are “open”
under both training conditions.

AURORA-2J provides the baseline recognition perfor-
mance achieved by a conventional MFCC-based speech rec-
ognizer. This MFCC-based recognizer uses 23 mel-scale
bandpass filter banks, 25-ms Hamming windows at 100
frames per second, 12-order MFCCs and a log power, and
their deltas and accelerations �that is, 39 dimensions in total�
as the feature parameters. The recognizer also uses 16-state
20-Gaussian mixture hidden Markov models �HMMs� as a
pattern classifier for each digit, and three-state 36-Gaussian
mixture HMMs for silence �nonspeech segment�. In this ex-
periment, the HMMs were trained using HMM Toolkit
�HTK� version 3.1 developed by the Speech Vision and Ro-
botics Research Group of Cambridge University Engineering
Department. In accordance with AURORA-2J, the perfor-
mance of a speech recognizer should be measured in terms of
average word accuracies between SNRs of 0 to 20 dB. This
paper mainly employs this criterion. The average word accu-
racies achieved by the baseline MFCC-based method were
46.17% with clean-speech training and 85.93% with
multicondition-speech training.

B. The effect of the number of feature parameters

We first measured the robustness by comparing the word
accuracies obtained with SPADE and the MFCC. SPADE
used 24-channel gammatone filter banks as bandpass filter
banks, 25-ms rectangular windows at 100 frames per second,
and 12-order coefficients for each feature, giving 24 coeffi-
cients in total. A log power was also used as a feature pa-
rameter. In addition, we employed the deltas and accelera-
tions of these features; therefore the feature parameters had a
total of 75 dimensions. The pattern classifier consisted of
16-state 24-Gaussian mixture HMMs for each digit. The
HMMs were trained using HTK version 3.1. The evaluation

category established in AURORA-2J was 3 �this means the
HMM topology is changed�, that is, the feature extraction
process and the number of Gaussian mixtures for the HMMs
were changed from the baseline result. To measure the effect
of the difference in the number of Gaussian mixtures for the
HMMs, we evaluated the performance of a 12-order MFCC
using 16-state 24-Gaussian mixture HMMs for each digit. In
addition, to measure the effect of the number of feature di-
mensions, we evaluated the performance of a 24-order
MFCC �75 dimensions in total� using 16-state 24-Gaussian
mixture HMMs. In this case, the number of feature dimen-
sions is indeed the same for the MFCC and SPADE; how-
ever, it should be noted that the MFCC includes more de-
tailed information about the spectral shape because it uses
higher order coefficients than SPADE.

Table II compares the average word accuracies achieved
by the AURORA-2J baseline MFCC, the 12-order MFCC
with 24-Gaussian mixture HMMs, the 24-order MFCC with
24-Gaussian mixture HMMs, and SPADE. Figure 5 shows
the mean word accuracies and their error bars obtained from
a 12-order MFCC with 24-Gaussian mixture HMMs, a 24-
order MFCC with 24-Gaussian mixture HMMs, and SPADE
with clean-speech training. The error bars were calculated
from the word accuracies for each noise and channel condi-
tion. The performance of the 12-order MFCC with 24-
Gaussian mixture HMMs rather than 20-Gaussian mixture
HMMs �baseline� did not improve with either type of train-
ing with respect to the average word accuracies. The perfor-
mance of the 24-order MFCC was slightly worse than the
12-order MFCC. SPADE performs significantly better than
the 12- and 24-order MFCC with clean-speech training.
However, with multicondition-speech training, SPADE was
only able to achieve a slight improvement for test set B
�open noise condition�. In addition, by comparison with the

TABLE I. Noise and channel conditions for three test sets in AURORA-2J.
The noise condition in test set A is closed only with multicondition-speech
training. With clean-speech training, the noise condition is always open.
Half of the noise types in test set C are closed only with multicondition-
speech training, and the other half are open.

Training
condition

Test
set

Kind of distortion

Noise Channel

Clean-
speech
training

A Open Closed
B Open Closed
C Open Open

Multicondition-
speech
training

A Closed Closed
B Open Closed
C Open/Closed Open

TABLE II. Experimental evaluation results obtained with AURORA-2J.
This table shows the word accuracies achieved by the baseline MFCC, 12-
and 24-order MFCCs �12-/24-order MFCC�, SPDC, SNDC, GTCC, and
SPADE for each test set and each type of training.

Feature

Test set

OverallA B C

Clean-speech training �% Accuracy�
Baseline MFCC 46.51 43.98 49.90 46.17
12-order MFCC 46.89 42.33 51.63 46.02
24-order MFCC 45.45 43.20 46.71 44.80

SPDC 46.63 41.00 48.80 44.81
SNDC 39.51 37.25 42.97 39.30
GTCC 43.75 38.25 49.52 42.70
SPADE 54.45 52.34 58.01 54.32

Multicondition-speech training �% Accuracy�
Baseline MFCC 91.53 80.39 85.83 85.93
12-order MFCC 92.04 79.33 85.95 85.74
24-order MFCC 91.19 82.95 84.83 86.62

SPDC 90.64 80.99 84.80 85.61
SNDC 85.43 73.64 74.28 78.48
GTCC 92.04 79.71 85.27 85.76
SPADE 89.92 83.30 84.94 86.28
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24-order MFCC, SPADE could not improve the average
word accuracy with multicondition-speech training.

C. The effect of using both periodic and nonperiodic
features

To evaluate the effect of using both periodic and nonpe-
riodic features, we evaluated the performance when using
coefficients based on either periodic or nonperiodic features
calculated in SPADE. Henceforth, the use of coefficients
based only on periodic features is called “SPDC,” and the
use of coefficients based only on nonperiodic features is
called “SNDC.” Both SADC and SNDC also use 24-channel
gammatone filter banks, 25-ms rectangular windows at 100
frames per second, 12-order coefficients and a log power,
and their deltas and accelerations �39 dimensions in total�.
The pattern classifier consisted of 16-state 24-Gaussian mix-
ture HMMs for each digit.

Table II shows the average word accuracies achieved by
SPDC, SNDC, and SPADE. There was no improvement in
the SPDC performance with respect to the average word ac-
curacies with either type of training. The SNDC performance
also deteriorated with respect to the average word accuracies
with both types of training. Figure 6 shows the word accu-
racies for SPDC, SNDC, and SPADE at each SNR in the
presence of railway station sound. As shown in Fig. 6, SNDC
achieves higher/lower accuracies than SPDC when the SNRs
are high/low.

D. The effect of filter banks

We evaluated the ASR performance when using the
gammatone filter banks without the periodicity and nonperi-
odicity decomposition in order to evaluate their effects sepa-
rately. The difference between this method and the MFCC
method lies in the bandpass filter banks, namely, this method
uses gammatone filter banks rather than mel-scale filter
banks. Henceforth, this method is called “GTCC” �cepstral
coefficients using gammatone filter banks�. By comparing
GTCC with SPADE we can measure the effect of decompo-
sition. The feature parameter conditions for GTCC are the
same as those for SPDC or SNDC for the experiments de-

scribed above. In addition, to evaluate the effect of the num-
ber of filter banks, we compared the performance of SPADE
with 24-, 36- and 48-channel gammatone filter banks under
clean-speech training conditions.

Table II shows the average word accuracies achieved by
GTCC and SPADE. There was no improvement in the GTCC
performance with respect to the average word accuracy with
either type of training. The GTCC performance only im-
proved for test set A with multicondition-speech training.
SPADE performed better than GTCC. Figure 7 shows the
performance obtained from SPADE with each of the above
numbers of channels for the filter banks. There is no signifi-
cant difference between the average word accuracies ob-
tained by SPADE with 24-, 36-, and 48-channel gammatone
filter banks.

E. The effect of cepstral mean normalization

Cepstral mean normalization �CMN; Atal, 1974� is a
technique that is widely used for reducing the effects of dif-
ferences in channel characteristics. It is expected that these
effects will also be reduced by applying CMN to SPADE.
This section presents a method for applying CMN to SPADE
and examines its effectiveness with an evaluation experi-
ment.

The method we used for applying CMN to SPADE is as
follows. The speech feature representation of SPADE is simi-

FIG. 5. Experimental evaluation results obtained with AURORA-2J under
clean-speech training. The word accuracies and their error bars achieved by
a 12-order MFCC with 24-Gaussian mixture HMMs, a 24-order MFCC with
24-Gaussian mixture HMMs, and SPADE for each test set and each type of
training.

FIG. 6. Experimental evaluation results obtained with AURORA-2J under
clean-speech training. The word accuracies achieved by SPDC, SNDC, and
SPADE at each SNR in the presence of railway station sound.

FIG. 7. Experimental evaluation results obtained with AURORA-2J. The
word accuracies achieved by SPADE with 24-, 36-, and 48-channel gamma-
tone filter banks.
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lar to that of MFCC except for periodicity/nonperiodicity
decomposition, therefore CMN can be applied to SPADE in
the same way that it is applied to MFCC. The coefficient of
speech features calculated by SPADE is given as C�n , t�,
where n is the index number of dimensions and t is the
discrete time stamp of the temporal frame. The mean cepstral
coefficient M�n� is calculated as below, where T is the num-
ber of frames in one speech segment, e.g., one utterance:

M�n� =
1

T
�
t=1

T

C�n,t� .

The normalized coefficients N�n , t� are calculated as below:

N�n,t� = C�n,t� − M�n� .

N�n , t� is calculated for all n and t. Both the training and test
data are normalized.

We experimentally evaluated the effect of applying
CMN to SPADE with AURORA-2J under both clean- and
multicondition-speech training conditions. Table III and Fig.
8 show the results, which indicate that CMN can improve the
performance, especially for test set C with multicondition-
speech training. It should be noted that applying CMN to
SPADE improves its performance under both open �test set
C� and closed channel conditions �test sets A and B�. We
conducted an experiment to compare the above results with
those obtained with the 12- and 24-order MFCCs using
CMN. Table III shows the outcome. The results indicate that
SPADE with CMN achieves better average word accuracies
than the 12- and 24-order MFCCs under both conditions.
With clean-speech training, SPADE with CMN performs sig-
nificantly better than MFCCs with CMN as shown in Fig. 8.

F. Discussion

By comparing Tables I–III, we can conclude that the
following:

�i� SPADE is effective in improving ASR performance
under open noise conditions �i.e., all test sets with
clean-speech training, and test set B with
multicondition-speech training�.

�ii� SPADE does not improve ASR performance under
closed noise conditions �i.e., test sets A and C with
multicondition-speech training�.

�iii� SPADE can improve the ASR performance regardless
of whether the channel distortion is added to the sig-
nal with clean-speech training.

The reason for the improved SPADE performance under
open noise conditions can be explained as follows. It is pos-
sible that the periodic features of the training data include
largely information about voiced speech in the training data.
When the noise in the test and training data sets differs, the
difference between the nonperiodic features of the training
and test data becomes large, whereas the difference between
the periodic features remains small. With the MFCC, the
difference between the interferers in the training and test data
directly distorted all the parameters and thus degraded the
word accuracies.

The limitation of SPADE is that it does not improve the
ASR performance under closed noise conditions. Under such
conditions, the MFCCs of the training and test data are con-
taminated by the same kinds of noise, therefore the differ-
ence between the training and test data distributions becomes
small. This effect substitutes for the advantageous feature of
SPADE and improves the ASR performance even without
periodicity/nonperiodicity decomposition. As a result,
SPADE’s performance did not improve with multicondition-
speech training.

With clean-speech training, SPADE improved the aver-
age word accuracy without the need for any noise reduction
techniques. These results suggest that the performance of this
method will improve further when it is combined with cer-
tain noise reduction methods. A comparison of the baseline
MFCC, GTCC, and SPADE results indicates that the im-
provements were not caused by the difference in the band-
pass filter banks, but by the decomposition of the periodicity
and nonperiodicity. A comparison of the results that we ob-
tained with SPADE, the 12-order MFCC, and the 24-order
MFCC with 24-Gaussian mixture HMMs confirmed that the
improvements were not due to the number of Gaussian mix-
tures or the number of parameters. The fact that the 24-order
MFCC result was slightly worse than the 12-order MFCC

FIG. 8. Experimental evaluation results obtained with AURORA-2J under
clean-speech training. The word accuracies and their error bars achieved by
a 12-order MFCC with CMN, a 24-order MFCCs with CMN, and SPADE
with CMN for each test set and each type of training.

TABLE III. Experimental evaluation results obtained with AURORA-2J.
This table shows the word accuracies achieved by the 12- and 24-order
MFCCs with CMN, and SPADE with CMN for each test set and each type
of training.

Feature

Test Set

OverallA B C

Clean-speech training �% Accuracy�
12-order MFCC+CMN 45.63 46.23 50.99 46.94
24-order MFCC+CMN 51.32 52.24 55.94 52.61

SPADE+CMN 58.02 58.68 61.98 59.08

Multicondition-speech training �% Accuracy�
12-order MFCC+CMN 92.31 86.65 91.20 89.82
24-order MFCC+CMN 91.25 87.78 90.08 89.63

SPADE+CMN 91.72 87.87 90.55 89.94
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result can be attributed to the use of too large a number of
feature parameters. In practice, when the number of features
is too large, the performance is sometimes worse than with a
small number of features. Nonetheless, SPADE performs bet-
ter than the 24-order MFCC. This result indicates that the
sound representation provided by SPADE contains more in-
formation than the representation provided by the MFCC. A
comparison of the SPADE and SPDC/SNDC results shows
that there is no advantage in employing either periodic or
nonperiodic features for ASR in such noisy environments
where there are various environmental interferer sounds at
various SNRs. This result provides evidence for the effec-
tiveness of exploiting both features. These experimental re-
sults confirm that the feature representation provided by
SPADE is effective for robust ASR in real noisy environ-
ments under open noise conditions.

In addition, applying CMN to SPADE improves the per-
formance, and effectively absorbs the influence of the differ-
ences between the channels of the training and test data.
CMN also improves the performance under closed channel
conditions. SPADE with CMN performs better than MFCCs
with CMN under open noise conditions.

V. CONCLUSION

This paper proposed a speech feature extraction method
that utilizes periodic and nonperiodic features for robust
ASR. The method, which is called “SPADE,” uses gamma-
tone filter banks and comb filters to divide speech signals
into the above two features. An evaluation experiment with
the AURORA-2J noisy continuous digit speech database
showed that SPADE provides better performance in the pres-
ence of noise than the conventional MFCC-based feature ex-
traction method, especially under open noise conditions, and
confirmed the effectiveness of the subband-based periodicity/
nonperiodicity decomposition and the utilization of both of
the features. The results indicate that such an enhancement in
sound representation can improve the robustness of an ASR
system.

On the other hand, a possible limitation of SPADE is
that it cannot improve the performance under closed noise
conditions. Applying CMN to SPADE can absorb the chan-
nel distortion effect and improve the performance. An evalu-
ation experiment using AURORA-2J showed that the perfor-
mance achieved by SPADE with CMN was better than that
achieved by MFCCs with CMN.
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Effects of vocal loudness variation on spectrum balance
as reflected by the alpha measure of long-term-average
spectra of speech
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The overall slope of long-term-average spectrum �LTAS� decreases if vocal loudness increases.
Therefore, changes of vocal loudness also affects the � measure, defined as the ratio of spectrum
intensity above and below 1000 Hz. The effect on � of loudness variation was analyzed in 15 male
and 16 female voices reading a text at different degrees of vocal loudness. The mean range of
equivalent sound level �Leq� amounted to about 28 dB and the mean range of � to 19.0 and 11.7 dB
for the female and male subjects. The Leq vs. � relationship could be approximated with a quadratic
function, or by a linear equation, if softest phonation was excluded. Using such equations � was
computed for all values of Leq observed for each subject and compared with observed values. The
maximum and the mean absolute errors were 2.4 dB and between 0.1 and 0.6 dB. When softest
phonation was disregarded and linear equations were used, the maximum error was less than 2 dB
and the mean absolute errors were between 0.2 and 0.7 dB. The strong correlation between Leq and
� indicates that for a voice Leq can be used for predicting �.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2208451�

PACS number�s�: 43.72.Ar, 43.70.Aj �BHS� Pages: 453–457

I. INTRODUCTION

Long-term average spectrum �LTAS� is a classical
method in voice research. It provides an overview of the
mean spectral characteristics of a voice. It also has the ad-
vantage of being an analysis that is quick and easy to per-
form, and it is part of several voice analysis programs.

LTAS analysis was explored by Frøkjaer-Jensen and
Prytz �1976�. In this study they also examined voice quality
changes associated with voice therapy of patients suffering
from recurrent nerve paralysis. They proposed the now com-
monly used LTAS measure � of spectral balance, defined as
the ratio between the sound energy above and below
1000 Hz:

� = IHF/ILF, �1�

where IHF is the intensity for frequencies �1000 Hz and
ILF is the intensity for frequencies �1000 Hz. Thus, �,
often expressed in dB, increases if the high-frequency
content of a voice increases.

As illustrated in Fig. 1, an increase of vocal loudness
affects an LTAS curve in such a way that the levels at fre-
quencies between about 1500 and 3000 Hz increase more
than the levels at lower frequencies �Nordenberg and
Sundberg, 2004�. Therefore, � can be expected to vary with
vocal loudness.

Frøkjaer-Jensen and Prytz �1976� observed this type of
variation in � as a function of instantaneous overall SPL
during 20 s of running speech, as shown Fig. 2. They also
found that after therapy � increased by an average of 3 or
4 dB. The SPL variation of the healthy voices amounted to
25 dB or more, while the variation for some pathological

voices varied by no more than about 10 dB. The concomitant
� variation was about 30 dB and slightly narrower in the
pathological voices.

The balance between high- and low-frequency partials is
also affected by type of phonation. Thus, Kitzing �1986� de-
rived � data from LTAS analyses of ten healthy voices fak-
ing breathy, pressed, soft, and normal/sonorous voice quali-
ties. He found that the � belonged to a set of potent criteria
for differentiating voice quality.

Löfqvist �1986� performed LTAS analysis on healthy
and pathological voices and found that the � ratio, although
robust, failed to discriminate the two types of voices. Kitzing
and Åkerlund �1993� analyzed LTAS of dysphonic voices
before and after therapy and found a small effect on the �
ratio. They also pointed out the need to analyze more thor-
oughly the influence of voice intensity on the LTAS shape.

The aim of the present investigation was to analyze how
the � measure is affected by vocal loudness variation.

II. METHOD

Acoustic signals were recorded from 15 male �mean age
=29 years, range �23,35� years� and 16 female �mean age=28
years, range �21,40�, years� speakers. All speakers reported
that they had healthy voices at the time of the recording.
Each speaker was asked to read the same Swedish text re-
peatedly. This took at least 40 s, which is sufficient to pro-
duce an LTAS that is independent of the text �Fritzell et al.,
1974�. The subjects read the text with party noise presented
over headphones at five different sound levels �see Table I�.
To check the subjects’ consistency, one of these sound levels,
the one at 85 dB, was presented twice. The subjects were
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asked to make their voices heard in the presence of this
noise. Then, they read the same text without headphones as
softly as possible without whispering.

The audio signal was picked up at 0.3 m distance by a
TCM 110 AV-JEFE head-mounted electret microphone and
recorded on two channels of a Sony TCD-D10 DAT recorder.
The amplification of the channels was adjusted to differ by
20 dB in order to secure a good signal-to-noise ratio also at
extreme degrees of vocal loudness. For each subject the mi-
crophone was calibrated by holding it next to a sound level
meter �B&K, type 2215, precision sound level meter� and
recording, on both channels, a sustained vowel sound pro-
duced by the experimenter at two levels. The sound pressure
levels observed on the sound level meter were announced on
the tape. The same microphone gain was then used for the
entire recording.

The recordings were digitized and transferred to com-
puter files and analyzed using the Soundswell Signal Work-
station 4.0 �HiTech Development, Solna, Sweden�. The
equivalent sound level �Leq�, defined as the logarithm of
sound energy averaged over time, was measured by means of
the Histogram module. Long-term-average spectra �LTAS�

were obtained from the Line Spectrum module, using a Han-
ning window, 400 Hz analysis bandwidth and a 0–6000-Hz
frequency range.

Each LTAS was copied into an Excel file and each of its
level values was transformed to linear intensity amplitude.
Then all intensity amplitudes for frequencies �1000 Hz
were summed. Likewise, all intensity amplitudes in the fre-
quency range 1000 Hz� f �6000 Hz were summed. These
sums were expressed in dB and the difference between the
sum for the high frequency and that of the low frequency,
thus corresponding to the � ratio expressed in dB, was de-
termined.

Voiceless consonants were included in the LTAS analy-
sis and this increases the LTAS level above about 5000. The
effect of voiceless consonants on the � ratio was examined
for some randomly selected spectra and was found to be less
than 0.1 dB.

III. RESULTS

On average, an increase of the party noise level by 1 dB
caused the female and male subjects to increase their Leq by
0.81 and 0.76 dB, respectively �see Fig. 3�. The subjects’
max Leq varied between 100.3 and 81.8 dB for the females
and 100.1 and 83.3 dB for the males. The Leq difference
between loudest and softest reading was on average 28.1 dB
�SD 5.2 dB� and 28.4 dB �SD 4.7 dB� for the female and the
male subjects, respectively. The corresponding variation of �
was 19.0 dB �SD 3.6 dB� and 11.7 dB �SD 2.3 dB�.

All subjects were exposed twice to the party noise Leq of
85 dB. The second time the female and male subjects pro-
duced an Leq which was, on average, 2.3 dB �SD 1.6 dB� and

TABLE I. Order and Leq of the party noise presented over headphones to the
subjects during the recording.

Reading
no. Leq of party noise �dB�

1 85
2 95
3 85
4 81
5 88
6 77
7 No added noise

FIG. 3. Variation of female and male subjects’ mean Leq �open and filled
circles� in response to the indicated variation of the party noise level.

FIG. 1. LTAS curves observed when a female subject read the same text at
different degrees of vocal loudness.

FIG. 2. Example of the variation of � as function of instantaneous overall
SPL in running speech according to Frøkjaer-Jensen and Prytz �1976�. The y
axis, originally inverted by mistake �Frøkjaer-Jensen, personal communica-
tion�, has been corrected by turning their graph upside-down.
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0.5 dB �SD 1.6 dB� lower than the first time. The second
time the female and male subjects’ � values were, on aver-
age, 0.9 dB �SD 0.9 dB� and 0.5 dB �SD 1.0 dB� lower, re-
spectively �see Fig. 4�.

Figure 5 shows typical examples of the relationship be-
tween � and Leq for two female and two male subjects. For
subjects F16 and M2 the relationship could be approximated
by a linear function. The slope and intercepts, however, dif-
fered substantially between these subjects. The data pertain-
ing to the other two subjects F10 and M14 could be better
approximated by a quadratic function, mainly due to very
low values for these subjects’ lowest Leq. Also in this case,
the equations for these two subjects differed considerably.

Quadratic approximations were computed for each sub-
ject. As shown in Table II the intersubject variation of the
factors and the intercept of the equations were considerable
for both the female and the male subjects. The coefficient of
determination R2, on the other hand, was quite high.

Using the quadratic approximation for each subject, �
values were calculated for each of the observed Leq values
and the results were compared with the observed � values.
The maximum and average error of these predictions, i.e.,
differences between observed and predicted values, are
shown in Fig. 6. The greatest error amounted to 2.4 dB. The
average absolute error was generally less than 0.5 dB.

As illustrated in Fig. 5, the need for a quadratic approxi-
mation was often caused by the lowest Leq value, produced
when the subjects were instructed to speak as softly as they
could. For degrees of vocal loudness typically occurring in
speech, the data points could be approximated by linear
equations. The mean slope, intercept, and determination co-
efficient for these equations are listed in Table III. On aver-
age the female and male subjects increased their � by 0.44

and 0.33 dB for a 1-dB increase of Leq. Using the linear
approximations for each subject � values were calculated for
each reading of each subject, however excluding the softest
reading. The maximum and average error of these predic-
tions are shown in Fig. 7. The greatest error was less than
2 dB. The average absolute error varied within the range of
0.3 to 0.7 dB for the female subjects and 0.2 to 0.4 dB for
the male subjects.

IV. DISCUSSION

The effect on spectral balance of vocal loudness varia-
tion is well documented in the literature �Klatt and Klatt,
1990�. A linear relationship between the level of the first
formant, or the overall SPL of a vowel, and the level of the
singer’s formant was observed by Cleveland and Sundberg
�1985� and quantified by Sjølander and Sundberg �2004� in a
study of vowels sung by five professional baritone singers. In
the latter study the levels of the singer’s formant and the first
formant were compared. The results showed that on average
the difference between them decreased by 0.76 dB per dB
increase of SPL. In the present investigation of running
speech we found that � increased by, on average, 0.33 dB
per dB increase of Leq for the male subjects.

We found that the relationship between � and Leq can be
approximated by a linear or quadratic function. The same
does not appear to be true for the relationship between � and
SPL. For instance, the results obtained by Frøkjaer-Jensen
and Prytz �1976� for running speech showed that � increased
quickly for low SPL values and very slowly for high SPL
values. Ternström and collaborators �2006� and Ternström
�1993� analyzed what they called the spectral balance as a
function of the SPL of different vowels produced in running
speech at widely varying degrees of vocal loudness. Their
measure of spectral balance, similar to �, was defined as the
level difference between the 2–6-kHz range and the 0–1-kHz

FIG. 4. Replicability of the � measure observed when the subjects read the
same text two times with the same level of the party noise which they heard
in headphones. The dashed line represents the case of no difference.

FIG. 5. Typical examples of the relationship between �
and Leq for female subjects F 10 and F 16 �left panel,
open and filled symbols� and male subjects M 2 and M
14 �right panel, filled and open symbols�. The curves
show the best linear or polynomial approximations of
the data.

TABLE II. Means �M� and standard deviations �SD� of A ,B, and C and of
the squared correlation �R2� for the quadratic approximation �=A�Leq�2

+B�Leq�+C of the � versus Leq relationship for the female and the male
subjects.

A B C R2

Female M −0.018 3.34 −157.4 0.993
Female SD 0.007 1.06 43.2 0.013
Male M −0.005 1.23 −73.0 0.979
Male SD 0.010 1.60 61.9 0.026
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range of the vowel spectrum. They found that, for a given
vowel, the balance tended to remain rather constant at ex-
treme degrees of vocal loudness while it increased for inter-
mediate degrees. The reason for this discrepancy may be
that, while Leq is an average over time, SPL is computed over
a short time window. Hence, the SPL of speech sounds is
highly affected not only by vocal loudness but also by the
frequency distance between the strongest spectrum partial
and the first formant �Gramming and Sundberg, 1988; Titze,
1994�. Moreover, the intensity level above 1000 Hz is
strongly influenced by the frequencies of formants 1 and 2.
Also of relevance may be that our subjects were not in-
structed to use their maximum degree of vocal loudness.

Our results show that the effect of vocal loudness varia-
tion on � is predictable provided that Leq rather than SPL is
used for quantifying vocal loudness. By and large, � was
found to increase by 0.44 and 0.33 dB per dB increase of Leq

for female and male subjects. However, the relationship
showed a strong interindividual variation. Therefore reason-
ably accurate predictions probably need to be based on sev-
eral recordings at well-separated degrees of vocal loudness.
Then, the relationship between � and Leq can be determined
and approximated by a polynomial trendline. This trendline
can be used for predicting � for new Leq values. This proce-
dure would allow for informative comparisons of voice char-
acteristics, e.g., before and after treatment.

The high correlation between Leq and � implies that
most of the variation of � can be explained by variation in
Leq. This suggests that, conversely, � can be used for esti-
mating Leq. This could be valuable, since vocal loudness has

a strong influence on voice source characteristics and hence
on the radiated sound. However, as the intersubject variation
of the relationship between Leq and � was substantial, accu-
rate prediction for a given voice would require that the pre-
diction be based on the Leq-to-� relationship for the indi-
vidual voice analyzed.

V. CONCLUSIONS

The � measure, defined as the ratio of spectrum intensity
in the frequency ranges 1000� f �6000 Hz and 0� f
�1000 Hz, and frequently expressed in dB, is strongly in-
fluenced by variations of vocal loudness. Here we have
shown that � is a function of the equivalent sound level Leq.
This function can be approximated by a second-order poly-
nomial, or by a linear equation, if softest possible phonation
is excluded. For a group of 16 females and 15 males � in-
creased by 0.44 and 0.33 dB per dB increase of Leq. The
relationship between � and Leq varied substantially between
subjects, so prediction of � for given Leq values must be
based on observations of the individual voice. The maximum
error of such predictions was found to be 2.4 dB in our sub-
ject group, while the mean absolute error varied between 0.2
to 0.6 dB. If the softest possible phonation was excluded, the
� vs. Leq relationship could be approximated by a linear
function, producing prediction errors �1.9 and 1.3 dB for
the female and male subjects, respectively, the mean absolute
errors to being 0.7 and 0.4 dB, respectively. The results in-
dicate that for an individual voice � can be predicted from
Leq, provided that this relationship is known for that voice.
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In everyday listening, both background noise and reverberation degrade the speech signal.
Psychoacoustic evidence suggests that human speech perception under reverberant conditions relies
mostly on monaural processing. While speech segregation based on periodicity has achieved
considerable progress in handling additive noise, little research in monaural segregation has been
devoted to reverberant scenarios. Reverberation smears the harmonic structure of speech signals,
and our evaluations using a pitch-based segregation algorithm show that an increase in the room
reverberation time causes degraded performance due to weakened periodicity in the target signal.
We propose a two-stage monaural separation system that combines the inverse filtering of the room
impulse response corresponding to target location and a pitch-based speech segregation method. As
a result of the first stage, the harmonicity of a signal arriving from target direction is partially
restored while signals arriving from other directions are further smeared, and this leads to improved
segregation. A systematic evaluation of the system shows that the proposed system results in
considerable signal-to-noise ratio gains across different conditions. Potential applications of this
system include robust automatic speech recognition and hearing aid design.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2204590�

PACS number�s�: 43.72.Dv �DOS� Pages: 458–469

I. INTRODUCTION

In a natural environment, a desired speech signal often
occurs simultaneously with other interfering sounds such as
echoes and background noise. While the human auditory sys-
tem excels at speech segregation from such complex mix-
tures, simulating this perceptual ability computationally re-
mains a great challenge. In this paper, we study the monaural
separation of reverberant speech. Our monaural study is mo-
tivated by the following two considerations. First, an effec-
tive one-microphone solution to sound separation is highly
desirable in many applications including automatic speech
recognition and speaker recognition in real environments,
audio information retrieval, and hearing prosthesis. Second,
although binaural listening improves the intelligibility of tar-
get speech under anechoic conditions �Bronkhorst, 2000�,
this binaural advantage is largely diminished by reverbera-
tion �Plomp, 1976; Culling et al., 2003�; this underscores the
dominant role of monaural hearing in realistic conditions.

Various techniques have been proposed for monaural
speech enhancement including spectral subtraction �e.g.,
Martin, 2001�, Kalman filtering �e.g., Ma et al., 2004�, sub-
space analysis �e.g., Ephraim and Trees, 1995�, and autore-
gressive modeling �e.g., Balan et al., 1999�. However, these
methods make strong assumptions about the interference and
thus have difficulty in dealing with a general acoustic back-
ground. Another line of research is the blind separation of
signals using independent component analysis �ICA�. While

standard ICA techniques perform well when the number of
microphones is greater than or equal to the number of ob-
served signals such techniques do not function in monaural
conditions. Some recent sparse representations attempt to re-
lax this assumption �e.g., Zibulevsky et al., 2001�. For ex-
ample, by exploiting a priori sets of time-domain basis func-
tions learned using ICA, Jang et al. �2003� attempted to
separate two source signals from a single channel but the
performance is limited.

Inspired by the human listening ability, research has
been devoted to build speech separation systems that incor-
porate known principles of auditory perception. According to
Bregman �1990�, the auditory system performs sound sepa-
ration by employing various cues including pitch, onset time,
spectral continuity, and location in a process known as audi-
tory scene analysis �ASA�. This ASA account has inspired a
series of computational ASA �CASA� systems that have sig-
nificantly advanced the state-of-the-art performance in mon-
aural separation �e.g., Weintraub, 1985; Cooke, 1993; Brown
and Cooke, 1994; Wang and Brown, 1999; Hu and Wang,
2004� as well as in binaural separation �e.g., Roman et al.,
2003; Palomaki et al., 2004�. Generally, CASA systems fol-
low two stages: segmentation �analysis� and grouping �syn-
thesis�. In segmentation, the acoustic input is decomposed
into sensory segments, each of which originates from a
single source. In grouping, the segments that likely come
from the same source are put together. A recent overview of
both monaural and binaural CASA approaches can be found
in Brown and Wang �2005�. Compared with speech enhance-
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ment techniques described above, CASA systems make few
assumptions about the acoustic properties of the interference
and the environment.

CASA research, however, has been largely limited to
anechoic conditions, and few systems have been designed to
operate on reverberant input. A notable exception is the bin-
aural system proposed by Palomaki et al. �2004� which in-
cludes an inhibition mechanism that emphasizes the onset
portions of the signal and groups them according to common
location. Evaluations in reverberant conditions have also
been reported for a series of two-microphone algorithms that
combine pitch information with binaural cues or signal-
processing techniques �Luo and Denbigh, 1994; Shamsod-
dini and Denbigh, 2001; Barros et al., 2002�.

At the core of many CASA systems is a time-frequency
�T-F� mask. Specifically, the T-F units in the acoustic mixture
are selectively weighted in order to enhance the desired sig-
nal. The weights can be binary or real �Srinivasan et al.,
2004�. The binary T-F masks are motivated by the masking
phenomenon in human audition, in which a weaker signal is
masked by a stronger one in the same critical band �Moore,
2003�. Additionally, from the speech segregation perspective,
the notion of an ideal binary mask has been proposed as the
computational goal of CASA �Wang, 2005�. Such a mask can
be constructed from a priori knowledge about target and
interference; specifically a value of 1 in the mask indicates
that the target is stronger than the interference and 0 indi-
cates otherwise. Speech reconstructed from the ideal binary
mask has been shown to be highly intelligible even when
extracted from multisource mixtures and also to produce
large improvements in robust speech recognition and human
speech intelligibility �Cooke et al., 2001; Roman et al., 2003;
Brungart et al., 2006�.

Perceptually, one of the most effective cues for speech
segregation is the fundamental frequency �F0� �Darwin and
Carlyon, 1995�. Accordingly, much work has been devoted
to build computational systems that exploit the F0 of a de-
sired source to segregate its harmonics from the interference
�for a review see Brown and Wang, 2005�. In particular, the
system proposed by Hu and Wang �2004� employs differen-
tial strategies to segregate resolved and unresolved harmon-
ics. More specifically, periodicities detected in the response
of a cochlear filterbank are used at low frequencies to segre-
gate resolved harmonics. In the high-frequency range, how-
ever, the cochlear filters have wider bandwidths and a num-
ber of harmonics interact within the same filter, causing
amplitude modulation �AM�. In this case, their system ex-
ploits periodicities in the response envelope to group unre-
solved harmonics. In this paper, we propose a pitch-based
speech segregation method that follows the same principles
while simplifying the calculations required for extracting pe-
riodicities. The method shows good performance when tested
with a variety of noise intrusions under anechoic conditions.
However, when F0 varies with time in a reverberant environ-
ment, reflected waves with different F0s arrive simulta-
neously with the direct sound. This multipath situation
causes smearing of harmonic structure �Darwin and Hukin,
2000�. Due to weakened harmonicity, the performance of
pitch-based segregation degrades in reverberant conditions.

One method for removing the reverberation effect is to
pass the reverberant signal through a filter that inverts the
reverberation process and hence reconstructs the original sig-
nal. However, because a typical room impulse response is
not minimum phase, perfect one-microphone reconstruction
requires a noncausal infinite impulse response filter with a
large delay �Neely and Allen, 1979�. In addition, one needs
to have a priori knowledge of the room impulse response,
which is often impractical. Several methods have been pro-
posed to estimate the inverse filter in unknown acoustical
conditions �Furuya and Kaneda, 1997; Gillespie et al., 2001;
Nakatani and Miyoshi, 2003�. In particular, the system de-
veloped by Gillespie et al. �2001� estimates the inverse filter
from an array of microphones using an adaptive gradient-
descent algorithm that maximizes the kurtosis of linear pre-
diction �LP� residuals. The inverse filter results in reduction
of perceived reverberation as well as enhanced harmonicity.
In this paper, we employ a one-microphone adaptation of this
method proposed by Wu �2003; Wu and Wang, 2006�.

The dereverberation algorithms described above are de-
signed to enhance a single reverberant source. Here, we in-
vestigate the effect of inverse filtering as preprocessing for a
pitch-based speech segregation system in order to improve
its robustness in reverberant environments. The key idea is to
estimate a filter that inverts the room impulse response cor-
responding to the target source. The effect of applying this
inverse filter on the reverberant mixture is twofold: It im-
proves the harmonic structure of the target signal while
smearing those signals originating at other locations. Using a
signal-to-noise ratio �SNR� evaluation, we show that the in-
verse filtering stage improves the separation performance of
our pitch-based system. To our knowledge, this is the first
study that addresses monaural speech segregation with room
reverberation.

The rest of the paper is organized as follows. The next
section defines the problem domain and presents a model
overview. Section III gives a detailed description of the der-
everberation stage. Section IV gives a detailed description of
the pitch-based segregation stage. Section V presents system-
atic results on pitch-based segregation both in reverberant
and inverse-filtered conditions. We also make a comparison
with the spectral subtraction method. Section VI concludes
the paper.

II. MODEL OVERVIEW

The speech received at one ear in a reverberant enclo-
sure undergoes both convolutive and additive distortions:

y�t� = h�t� � s�t� + n�t� , �1�

where “�” indicates convolution. s�t� is the clean �anechoic�
target speech signal to be recovered, h�t� models the acoustic
transfer function from target speaker location to the ear, and
n�t� is the reverberant background noise which usually con-
tains interfering sources at other locations. As explained in
the Introduction, the problem of monaural speech segrega-
tion has been studied extensively in the additive condition by
employing the periodicity of target speech. However, room
reverberation poses an additional challenge by smearing the
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spectrum and weakening the harmonic structure. Conse-
quently, we propose a two-stage speech segregation model:
�1� inverse filtering with respect to the target location in
order to enhance the periodicity of the target signal; �2�
pitch-based speech segregation. Figure 1 illustrates the archi-
tecture of the proposed model.

The input to our model is a monaural mixture of two or
more sound sources in a small reverberant room �6 m
�4 m�3 m�. The receiver—the left ear of a Knowles Elec-
tronic Manikin for Auditory Research �KEMAR� �Burkhard
and Sachs, 1975�—is fixed at �2.5 m, 2.5 m, and 2 m� while
the acoustic sources are located at a distance of 1.5 m from
the receiver. The impulse response corresponding to the
acoustic transfer function from a source to the receiver is
simulated using a room acoustic model. Specifically, the
simulated reflections from the walls are given by the image
reverberation model �Allen and Berkley, 1979� and are con-
volved with the measured head related impulse responses
�HRIR� of the KEMAR �Gardner and Martin, 1994�. This
represents a realistic input signal at the ear. Specific room
reverberation times are obtained by varying the absorption
characteristics of room boundaries �Palomaki et al., 2004�.
Note that two different positions in the room produce im-
pulse responses that differ greatly. The original clean signals
are upsampled at the HRIR sampling frequency of 44 kHz
and then convolved with the corresponding room impulse
responses. Finally, the resulting reverberant signals are added
together and resampled at 16 kHz.

In the first stage, a finite impulse response filter is esti-
mated that inverts the target room impulse response. Adap-
tive filtering strategies for estimating this filter are sensitive
to background noise �Haykin, 2002�. For simplicity, we per-
form this estimation during an initial training stage using
reverberant speech from the target location in the absence of
background noise. We employ the inverse-filtering method
by Gillespie et al. �2001�, which uses a relatively small
amount of training data. During testing, the inverse filter is
applied to a mixture signal consisting of a reverberant target
signal and interfering signals. The result is then fed to the
next stage. We emphasize that this initial training is not ut-
terance dependent; that is, the utterances used in training and
testing can be totally different.

In the second stage, we employ a pitch-based segrega-
tion system to separate the inverse-filtered target signal. The
signal is analyzed using a gammatone filterbank �Patterson et

al., 1988� in consecutive time frames to produce a T-F de-
composition, where a basic T-F unit refers to the response of
a particular filter channel in a particular time frame. Our
system computes a correlogram which is a standard tech-
nique for periodicity extraction �Licklider, 1951; Slaney and
Lyon, 1993�. Specifically, autocorrelation is computed at the
output of a particular channel and the set of the autocorrela-
tions for all channels forms the correlogram. In the high-
frequency range, we use response envelopes and extract AM
rates. The system then groups those T-F units where the un-
derlying target is stronger than the combined interference by
comparing the extracted periodicities with an estimated tar-
get pitch. Labeling at the T-F unit level is a local decision
and therefore prone to noise. Following Bregman’s concep-
tual model, previous CASA systems employ an initial seg-
mentation stage followed by a grouping stage in which seg-
ments likely to originate from the same source are grouped
together �see, e.g., Wang and Brown, 1999�. To enhance the
robustness, we further perform segmentation. The result of
this process is a binary T-F mask corresponding to the target
stream.

Finally, a speech wave form is resynthesized from the
resulting binary mask using a method described by Wein-
traub �1985; see also Brown and Cooke, 1994�. The signal is
reconstructed from the output of the gammatone filterbank.
To remove across-channel differences, the output of the filter
is time reversed, passed through the gammatone filter, and
reversed again. The mask is employed to retain the acoustic
energy from the mixture that corresponds to one’s in the
mask and nullifies the others.

III. TARGET INVERSE FILTERING

As described in the Introduction, inverse filtering is a
standard strategy used for deriving the anechoic signal. We
employ the method proposed by Gillespie et al. �2001�
which attempts to blindly estimate the inverse filter from
single-source reverberant speech. Their method was origi-
nally proposed for multi-microphone situations and has sub-
sequently been extended to monaural recordings by Wu and
Wang �2006�. Based on the observation that peaks in the LP
residual of speech are weakened by reverberation, an adap-
tive algorithm estimates the inverse filter by maximizing the
kurtosis of the inverse-filtered LP residual of reverberant
speech z̃�t�

FIG. 1. Schematic diagram of the pro-
posed two-stage model.
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z̃�t� = qyr
T�t� , �2�

where yr�t�= �yr�t−L+1� , . . . ,yr�t−1� ,yr�t�� and yr�t� is the
LP residual of the reverberant speech from the target source,
and q is an inverse filter of length L. The inverse filter is
derived by maximizing the kurtosis of z̃�t�, which is defined
as

J =
E�z̃4�t��
E2�z̃2�t��

− 3. �3�

The gradient of the kurtosis with respect to the inverse filter
q can be approximated as follows �Gillespie et al., 2001�:

�J

�q
��4�E�z̃2�t��z̃3�t� − E�z̃4�t��z̃�t��

E3�z̃2�t�� �yr�t� . �4�

Consequently, the optimization process in the time do-
main is given by the following update equation:

q̂�t + 1� = q̂�t� + �f�t�ŷr�t� , �5�

where q̂�t� is the estimate of the inverse filter at time t, �
denotes the update rate, and f�t� denotes the term inside the
braces of Eq. �4�.

However, a direct time-domain implementation of the
above update equation is not desirable since it results in very
slow convergence or no convergence at all under noisy con-
ditions �Haykin, 2002�. In this paper, we use the fast-block
LMS �least mean square� implementation for one micro-

phone signals described by Wu and Wang �2006�. This
method shows good convergence when applied to one-
microphone reverberant signals for a range of reverberation
times. The signal is processed block by block using a size L
for both filter length and block length with the following
update equations:

Q��n + 1� = Q�n� +
�

M
�
m=1

M

F�m�Yr
*�m� , �6�

Q�n + 1� =
Q��n + 1�
	Q��n + 1�	

, �7�

where F�m� and Yr�m� represent the fast Fourier transform
�FFT� of f�t� and yr�t� for the mth block, and Q�n� represents
the estimate for the FFT of inverse filter q at iteration n. M
represents the number of blocks and the superscript * indi-
cates the complex conjugation. Equation �7� ensures that the
estimate of the inverse filter is normalized.

The system is trained on reverberant speech from the
target source sampled at 16 kHz and presented alone. We
employ a training corpus consisting of ten speech signals
from the TIMIT database: five female utterances and five male
utterances. An inverse filter of length L=1024 is adapted for
500 iterations on the training data.

Figure 2 shows the outcome of convolving an estimated
inverse filter with both the target impulse response as well as

FIG. 2. Effects of inverse filtering on room impulse responses. �a� A room impulse response for a target source presented in the median plane. �b� The effect
of convolving the impulse response in �a� with an estimated inverse filter. �c� A room impulse response for one interfering source at 45° azimuth. �d� The effect
of convolving the impulse response in �c� with the estimated inverse filter.
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the impulse response at a different source location. The room
reverberation time T60 is 0.35 s �T60 is the time required for
the sound level to drop by 60 dB following the sound offset�.
The two source azimuths are 0° �target� and 45°. As can be
seen in Fig. 2�b�, the equalized response for the target source
is far more impulselike compared to the room impulse re-
sponse in Fig. 2�a�. On the other hand, the impulse response
corresponding to the interfering source is further smeared by
the inverse filtering process, as seen in Fig. 2�d�. Figure 3
illustrates the effect of reverberation as well as that of in-
verse filtering on the harmonic structure of a voiced utter-
ance. The filters in Fig. 2 are convolved with an anechoic
signal to generate the signals in Fig. 3. For a constant pitch
contour, reverberation produces elongated tails but preserves
the harmonicity. However, once the pitch varies reverbera-
tion smears the harmonic structure. For a given change in
pitch frequency, higher harmonics vary their frequencies
more rapidly compared to lower ones. Consequently, higher
harmonics are more susceptible to reverberation as can be
seen in Fig. 3�b�. Figure 3�c� shows that an inverse filter is
able to recover some of the harmonic components in the
signal; for example, the harmonic series starting at about
1.0 s is more visible in Fig. 3�c� than in Fig. 3�b�. To exem-
plify the smearing effect on the spectrum of an interfering
source, we show the convolution of the same utterance with
the filters corresponding to Figs. 2�c� and 2�d� and the results
are given in Figs. 3�d� and 3�e�, respectively.

Finally, the target inverse filter is applied on the rever-
berant mixture and the resulting signal feeds to the second
stage of our model described below.

IV. PITCH-BASED SPEECH SEGREGATION

The proposed pitch-based segregation system uses a
given target pitch track to group harmonically related com-
ponents from the target source. Our system follows the seg-

mentation and grouping steps of Hu and Wang �2004�. How-
ever, we simplify their algorithm by extracting periodicities
directly from the correlogram. Also, compared to the sinu-
soidal modeling scheme for computing AM rates in Hu and
Wang �2004�, our simplified method is more robust to intru-
sions in the high frequency range. A detailed description of
our model is given below.

A. Auditory periphery and feature extraction

The signal is filtered through a bank of 128 fourth-order
gammatone filters with center frequencies between 80 and
5000 Hz �Patterson et al., 1988�. In addition, envelopes are
extracted for channels with center frequencies higher than
800 Hz. A Teager energy operator is applied to the signal to
extract its envelope �Rouat et al., 1997�. This is defined as
E�n�=x2�n�−x�n+1�x�n−1� for a signal x�n�, where n de-
notes the sampling step. Then, the signals are low-pass fil-
tered at 800 Hz using a third-order Butterworth filter and
high-pass filtered at 64 Hz.

The correlogram A�c , j ,�� for channel c, time-frame j,
and lag � is computed by the following autocorrelation using
a window of 20 ms �K=320�:

A�c, j,�� =

�
k=0

K

g�c, j − k�g�c, j − k − ��


�
k=0

K

g2�c, j − k�
�
k=0

K

g2�c, j − k − ��

, �8�

where g is the gammatone filter output and the correlogram
is updated every 10 ms. The range for � corresponding to
the plausible pitch range of 80 to 500 Hz is from 32 to
200. At high frequencies, the autocorrelation based on re-
sponse envelopes reveals the amplitude modulation rate
that coincides with the F0 for one periodic source. Hence,

FIG. 3. Effects of reverberation and
target inverse filtering on the harmonic
structure of a voiced utterance. �a�
Spectrogram of the anechoic signal.
�b� Spectrogram of the reverberant
signal corresponding to the impulse
response in Fig. 2�a�. �c� Spectrogram
of the inverse-filtered signal corre-
sponding to the equalized impulse re-
sponse in Fig. 2�b�. �d� Spectrogram of
the reverberant signal corresponding
to the room impulse response in Fig.
2�c�. �e� Spectrogram of the inverse
filtered signal corresponding to the im-
pulse response in Fig. 2�d�.
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an additional envelope correlogram AE�c , j ,�� is computed
for channels in the high-frequency range ��800 Hz� by
replacing the filter output g in Eq. �8� with its extracted
envelope. This correlogram representation of the acoustic
signal has been successfully used in Wu et al. �2003� for
multipitch analysis.

Finally, the cross-channel correlation between normal-
ized autocorrelations in adjacent channels is computed in
each T-F unit as

C�c, j� = �
�=0

N−1

A�c, j,��A�c + 1, j,�� , �9�

where N=200 corresponds to the minimum pitch fre-
quency of 80 Hz. Since adjacent channels activated by the
same source tend to have similar autocorrelation re-
sponses, the cross-channel correlation has been used in
previous segmentation studies �see, e.g., Wang and
Brown, 1999�. Similarly, envelope cross-channel correla-
tion CE�c , j� is computed for channels in the high-
frequency range ��800 Hz� to capture common amplitude
modulation.

B. Unit labeling

A pitch-based segregation system requires a robust pitch
detection algorithm. We employ the multipitch tracking �es-
timation� algorithm proposed by Wu et al. �2003� that gives
good performance for a variety of intrusions. The system
combines correlogram-based peak and channel selection
within a statistical framework in order to form multiple
tracks that correspond to different harmonic sources. When
the interference is also a harmonic source, their system pro-
duces two pitch tracks each of which consists of a set of
continuous pitch contours which do not overlap with each
other, but the two sets may overlap in time; a pitch contour is
a consecutive set of pitch points. The multipitch tracking
system, however, does not address the issue of whether a
particular pitch contour belongs to the target source or the
interference. Assigning individual pitch contours to either the
target or the interference is the issue of sequential organiza-
tion �Bregman, 1990�, and a challenging computational task
which has been little addressed in previous CASA studies
�Brown and Cooke, 1994; Hu and Wang, 2004�. A recent
study by Shao and Wang �2006� uses trained speaker models
to address the sequential organization problem in the specific
context of cochannel speech �two-speaker mixtures�. In this

paper, we do not attempt to address this problem and instead
assume an “ideal” assignment for the two pitch tracks, i.e.,
an “ideal” binary decision for each of the contours in the
contour union of the two tracks �as each track generally con-
tains multiple contours�. For this, an estimated pitch track
from the target signal is extracted using Praat �Boersma and
Weenink, 2002� and then used for the sole purpose of assign-
ing whether an individual pitch contour corresponds to the
target pitch track. This is explained in Fig. 4, which illus-
trates a set of pitch contours from the multipitch tracking
algorithm of Wu et al. �2003� and the corresponding target
pitch contours from Praat. The contours from the mixture
data are marked as solid lines with numerical labels, while
the target pitch contours from Praat are marked as dashed
lines. In this situation, a comparison between the two sets
results in the selection of contours 2 and 5 as estimated target
pitch contours, which are used to group individual T-F units
that belong to the target as described below. See Wu et al.
�2003� for extensive treatment of multipitch tracking for
noisy speech.

The labeling of an individual T-F unit is carried out by
comparing the estimated target pitch with the periodicity of
the correlogram. The correlogram has the well-known prop-
erty that it exhibits a peak at the signal period as well as the
multiples of the period. Note that an autocorrelation response
is quasiperiodic due to the bandpass nature of a filter channel
and the number of peaks in the correlogram increases with
increasing center frequency of the channel. For a particular
T-F unit, we should select the peak that best captures the
periodicity of the underlying signal. In the low-frequency
range, the system selects the peak for which the correspond-
ing time lag l is the closest to the estimated target pitch lag p
in A�c , j ,��. Statistics collected in individual channels show
that the distribution of selected time lags is sharply centered
around the target pitch lag and its variance decreases with
increased center frequency. Hence, a T-F unit is discarded if
the distance between the two lags 	p− l	 exceeds a threshold
�L. We have found empirically that a value of �L

=0.15�Fs /Fc� results in a good performance, where Fs is the
sampling frequency and Fc is the center frequency of channel
c. Finally, the peak height indicates the strength of the target
signal in the mixture. The unit is thus labeled 1 if A�c , j , l� is
close to the maximum of A�c , j ,�� in the plausible pitch
range

FIG. 4. Illustration of sequential orga-
nization. Solid lines illustrate a set of
pitch contours from a multipitch track-
ing algorithm, each denoted by a num-
ber. Dashed lines show a set of pitch
contours from Praat applied to the tar-
get signal before mixing. Note that
these contours are drawn here for pur-
poses of explanation, i.e., they are not
actually produced from the algorithms.
A comparison between the sets results
in the selection of contours 2 and 5 as
estimated target pitch contours.
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A�c, j,l�
max

���32,200�
A�c, j,��

� �P, �10�

where �P is fixed to 0.85. The unit is labeled 0 otherwise.
In the high-frequency range, we adapt the peak selection

method of Wu et al. �2003�. First, the envelope correlogram
AE�c , j ,�� of a periodic signal exhibits a peak both at the
pitch lag and at the double of the pitch lag. Thus, the system
selects all the peaks that satisfy the following condition: A
peak with time lag l must have a corresponding peak that
falls within the 5% interval around the double of l. If no
peaks are selected, the T-F unit is labeled 0. Second, to deal
with the situation where the pitch lag corresponding to the
interference is half that of the target pitch, our system selects
the first peak that is higher than half of the maximum peak in
AE�c , j ,�� for �� �32,200�. Finally, the T-F unit is labeled 1
if the distance between the time lag corresponding to the
selected peak and the estimated target pitch lag does not
exceed a threshold of �=15. The unit is labeled 0 otherwise.
All the above parameters were optimized by using a small
training set and found to generalize well over a test set.

The distortions on harmonic structure due to room rever-
beration are generally more severe in the high-frequency
range. Figure 5 illustrates the effect of reverberation as well
as inverse filtering in frequency channels above 800 Hz for a
single male utterance. The filters in Figs. 2�a� and 2�b� are
used to generate the reverberant signal and the inverse-
filtered signal, respectively. At each time frame, we display
the histogram of time lags corresponding to selected peaks.
As can be seen from the figure, inverse filtering results in
sharper peak distributions and improved harmonicity in com-
parison with the reverberant condition. The corresponding

pitch tracks are extracted using Praat for each separate con-
dition. To illustrate the effect of inverse filtering on the har-
monic structure of the signals originating at the target loca-
tion, we apply the T-F labeling described above to both the
reverberant as well as the inverse-filtered male utterance.
The signals are then reconstructed from the resulting T-F
masks using the resynthesis method described in Sec. II. The
reconstructed signal retains 79% of the target energy in the
inverse-filtered condition compared to only 58% in the rever-
berant condition. As a reference, the corresponding labeling
in the anechoic condition retains 94% of the target energy.

C. Segregation

The final segregation of the acoustic mixture into a tar-
get and a background stream is based on combined segmen-
tation and grouping. A segment is a contiguous region of T-F
units, each of which should be dominated by the same sound
source. The main objective of the final segregation is to im-
prove on the T-F unit labeling described above using
segment-level features. The following steps follow the gen-
eral segregation strategy in the Hu and Wang model �2004�.

In the first step, segments are formed using temporal
continuity and cross-channel correlation. Specifically, neigh-
boring T-F units are iteratively merged into segments if their
corresponding cross-channel correlation C�c , j� exceeds a
threshold �C=0.985. The segments formed in this step are
primarily located in the low-frequency range. A segment
agrees with the target pitch at a given time frame if more

FIG. 6. Comparison of pitch tracking in anechoic and reverberant conditions
for a male voiced utterance. �a� Spectrogram of the anechoic signal. �b�
Spectrogram of the reverberant signal corresponding to the impulse response
in Fig. 2�a�. �c� Pitch tracking results. The solid line indicates the anechoic
pitch track. The ‘o’ track indicates the reverberant track.

FIG. 5. Histograms of selected peaks in the high-frequency range ��800
Hz� for a male utterance. �a� Results for the anechoic signal. �b� Results for
the reverberant signal. �c� Results for the inverse-filtered signal. The solid
lines are the corresponding pitch tracks.
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than half of its T-F units are labeled 1. A segment that agrees
with the target pitch for more than half of its length is
grouped into the target stream; otherwise it goes to the back-
ground stream.

The second step primarily deals with potentially missing
segments in the high-frequency range. Segments are formed
by iteratively merging T-F units that are labeled 1 but not
selected in the first step for which the envelope cross-channel
correlation CE�c , j� exceeds the threshold �C. Segments
shorter than 50 ms are removed. All these segments are
grouped to the target stream.

The final step performs an adjustment of the target
stream so that all T-F units in a segment bear the same label
and no segments shorter than 50 ms are grouped. Further-
more, the target stream is iteratively expanded to include
neighboring units that do not belong to either stream but are
labeled 1.

With the T-F units belonging to the target stream labeled
1 and the other units labeled 0, the segregated target speech
wave form is then resynthesized from the resulting binary
T-F mask for systematic performance evaluation, to be dis-
cussed in the next section.

V. RESULTS

Two types of ASA cues that can potentially help a lis-
tener to segregate one talker in noisy conditions are location
and pitch. Darwin and Hukin �2000� compared the effects of
reverberation on spatial, prosodic, and vocal-tract size cues
for a sequential organization task where the listener’s ability
to track a particular voice over time is examined. They found
that while location cues are seriously impaired by reverbera-
tion, the F0 contour and vocal-tract length are more resistant
cues. In our experiments, we have also observed that pitch
tracking is robust to moderate levels of reverberation. To
illustrate this, Fig. 6 compares the results of the pitch track-
ing algorithm of Wu et al. �2003� on a single male utterance
in anechoic and reverberant conditions where T60=0.35 s.
The only distortions observed in the reverberant pitch track
compared to the anechoic one are elongated tails and some
deletions in the time frames where pitch changes rapidly.

Culling et al. �2003� have shown that while listeners are
able to exploit the information conveyed by the F0 contour
to separate a desired talker, the smearing of individual har-
monics caused by reverberation degrades their separation ca-
pability. However, compared to location cues, the pitch cue
degrades gradually with increasing reverberation and re-
mains effective for speech separation �Culling et al., 2003�.
In addition, as illustrated in Fig. 5, inverse filtering with
respect to target location enhances signal harmonicity. We
therefore assess the performance of two viable pitch-based
strategies: �1� segregating the reverberant target from the re-
verberant mixture and �2� segregating the inverse-filtered tar-
get from the inverse-filtered mixture. Consequently, the
speech segregation system described in Sec. IV is applied
separately on the reverberant mixture and the inverse-filtered
mixture.

To conduct a systematic SNR evaluation, a segregated
signal is reconstructed from a binary mask following the
method described in Sec. II. Given our computational objec-
tive of identifying T-F regions where the target is stronger
than the interference, we use the signal reconstructed from
the ideal binary mask as the ground truth to compute the
output SNR �see Hu and Wang, 2004�

SNROUT = 10 log10

�
t

sIBM
2 �t�

�
t

�sIBM�t� − sE�t��2
, �11�

where sIBM�t� represents the target signal reconstructed us-
ing the ideal binary mask and sE�t� the estimated target
reconstructed from the binary mask produced by our
model. The input SNR is computed in the standard way as
the ratio of target signal energy to noise signal energy
expressed in decibels. Note that the target signal refers to
the reverberant target signal in the reverberant condition
and to the inverse-filtered signal in the inverse-filtered
condition.

Figure 7 shows the binary masks produced by our sys-
tem for a mixture of target male speech presented at 0° and
interference female speech at 45°. Reverberant signals as

FIG. 7. Binary mask estimation for a
mixture of target male utterance and
interference female speech in rever-
berant and inverse-filtered conditions.
�a� The estimated binary mask on the
reverberant mixture. �b� The ideal bi-
nary mask for the reverberant condi-
tion. �c� The estimated binary mask on
the filtered mixture. �d� The ideal bi-
nary mask for the inverse-filtered con-
dition. The white regions indicate T-F
units that equal 1 and the black re-
gions indicate T-F units that equal 0.
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well as inverse-filtered signals for both target and interfer-
ence are produced by convolving the original anechoic utter-
ances with the filters from Fig. 2. The signals are mixed to
give an overall 0 dB input SNR in both conditions. The fig-
ure also displays the ideal binary masks. The results show an
improved segregation capacity in the high frequency range in
the inverse-filtered case �Fig. 7�c�� as compared to the rever-
berant case �Fig. 7�a��.

We perform the SNR evaluations using as target a set of
ten voiced male sentences collected by Cooke �1993� for the
purpose of evaluating voiced speech segregation systems.
The following five noise intrusions are used: white noise;
babble noise; a male utterance; music; and a female utter-
ance. These intrusions represent typical acoustical interfer-
ences occurring in real environments. In all cases, the target
is fixed at 0°. The babble noise is obtained by presenting
natural speech utterances from the TIMIT database at the fol-
lowing eight separate directions around the target source:
±20°; ±45°; ±60°; and ±135°. For the other intrusions, the
interfering source is located at 45°, unless otherwise speci-
fied. Also, the reverberation time for the experiments de-
scribed below equals 0.35 s, unless otherwise specified. This
reverberation time falls in the typical range for living rooms
and office environments. When comparing the results be-
tween the two segregation strategies the target signal in each
case is scaled to yield the desired input SNR. Each value in
the following tables resents the average output SNR of one
particular intrusion mixed with the ten target sentences.

We first analyze how pitch-based speech segregation is
affected by reverberation. Table I shows the performance of
our pitch-based segregation system applied directly on rever-
berant mixtures when T60 increases from 0.05 to 0.35 s. The

mixtures are obtained using the female speech utterance as
interference and three levels of input SNR: −5; 0; and 5 dB.
The ideal pitch contours, not estimated ones, are used here
for testing purposes. As expected, the system performance
degrades gradually with increasing reverberation. Individual
harmonics are increasingly smeared and this results in a
gradual loss in energy, especially in the high-frequency range
as illustrated also in Fig. 7. The decrease in output SNR for
T60=0.35 s compared to the anechoic condition ranges from
4.23 dB at −5 dB input SNR to 7.80 dB at 5 dB input SNR.
Overall, however, the segregation algorithm provides consis-
tent gains, showing the robustness of the pitch cue. Observe
that a sizeable gain of 9.55 dB is obtained for the −5 dB
input SNR even when T60=0.35 s.

Now we analyze how the inverse-filtering stage impacts
the overall performance. The results in Table II are given for
both the reverberant case �Reverb� and inverse-filtered case
�Inverse� at three input SNR levels: −5; 0; and 5 dB. The
results are obtained using estimated pitch tracks as explained
in Sec. IV B. The performance depends on input SNR and
type of interference. A maximum improvement of 12.46 dB
is obtained for the female interference at −5 dB input SNR.
The proposed system �Inverse� has an average gain of
10.11 dB at −5 dB, 6.45 dB at 0 dB, and 2.55 dB at 5 dB.
When compared to the reverberant condition a 2–3 dB im-
provement is observed for the male and female intrusions at
all input SNR conditions. Almost no improvement is ob-
served for white noise or babble noise. Moreover, inverse
filtering decreases the system performance in the case of
white noise at low SNRs because of the over-grouping of T-F
units in the high-frequency range. For comparison, results
using the ideal pitch tracks are presented in Table III. The
improvement obtained by using ideal pitch tracks is small
and shows that the pitch estimation method is accurate. We
note that the variation in the output SNR values across dif-
ferent target sentences is relatively small—the standard de-
viation ranges from 1 to 2 dB—in both reverberant and
inverse-filtered conditions.

As seen in the results presented above, the major advan-
tage of the inverse-filtering stage occurs for a harmonic in-
terference. In all the cases presented above the interfering
source is located at 45°, and the inverse filtering stage further
smears its harmonic structure. However, if the interfering
source is located at a location near the target source the in-
verse filter will dereverberate the interference also. Table IV

TABLE I. Output SNR results for target speech mixed with a female inter-
ference at three input SNR levels and different reverberation times.

Reverberation time �s� −5 dB 0 dB 5 dB

Anechoic 8.78 11.61 13.93
T60=0.05 7.25 8.54 10.65
T60=0.10 7.35 8.16 9.46
T60=0.15 6.37 7.09 8.24
T60=0.20 5.59 6.52 7.39
T60=0.25 4.74 6.06 6.79
T60=0.30 4.47 5.57 6.22
T60=0.35 4.55 5.36 6.13

TABLE II. Output SNR results using estimated pitch tracks for target speech mixed with different noise types
at three input SNR levels and T60=0.35 s. Target is at 0° and interference at 45°.

Input SNR

−5 dB 0 dB 5 dB

Reverb Inverse Reverb Inverse Reverb Inverse

White noise 5.75 4.92 6.22 5.87 6.37 7.39
Babble noise 2.50 2.81 4.76 5.27 5.95 6.94
Male 0.67 4.54 3.96 6.68 5.76 7.76
Music 3.27 5.82 5.58 6.72 6.24 7.70
Female 4.87 7.46 5.51 7.70 6.13 7.95
Average 3.41 5.11 5.21 6.45 6.03 7.55
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shows SNR results for both white noise and female speech
intrusions when the interference location is fixed at 0°, the
same as the target location. As expected, in the white noise
case, the results are similar to the ones presented in Table III.
However, the relative improvement in output SNR obtained
using inverse filtering is reduced to the range of 0.5–1 dB.
This shows that smearing the harmonic structure of the in-
terfering source plays an important role in boosting the seg-
regation performance in the inverse-filtered condition.

As mentioned in Sec. I, this paper is the first study on
monaural segregation of reverberant speech. As a result, it is
difficult to quantitatively compare with existing systems. In
an attempt to put our performance in perspective, we show a
comparison with the spectral subtraction method, which is a
standard speech enhancement technique �O’Shaughnessy,
2000�. To apply spectral subtraction in practice requires ro-
bust estimation of interference spectrum. To put spectral sub-
traction in a favorable light, the average noise power spec-
trum is computed a priori within the silent periods of the
target signal for each reverberant mixture. This average is
used as the estimate of intrusion and is subtracted from the
mixture. The SNR results are given in Table V, where the
reverberant target signal is used as ground truth for the spec-
tral subtraction algorithm and the inverse-filtered target sig-
nal is used as ground truth for our algorithm. As shown in the
table, the spectral subtraction method performs significantly
worse than our system, especially at low levels of input
SNR. This is because of its well-known deficiency in dealing
with nonstationary interferences. At 5 dB input SNR the
spectral subtraction outperforms our system when the inter-
ference is white noise, babble noise, or music. In those cases
of high-input SNR and relatively steady intrusion, the spec-
tral subtraction algorithm tends to subtract little intrusion but
it also introduces little distortion to the target signal. By
comparison, our system focuses on target extraction that at-
tempts to reconstruct the target signal on the basis of period-

icity. Target components made inharmonic by reverberation
are removed by our algorithm, thus introducing more target
signal loss. It is worth noting that the ceiling performance of
our algorithm without any interference is 8.89 dB output
SNR.

VI. DISCUSSION

In natural settings, reverberation alters many of the
acoustical properties of a sound source reaching our ears,
including smearing its harmonic and temporal structures. De-
spite these alterations, moderate reverberant speech remains
highly intelligible for normal-hearing listeners �Nabelek and
Robinson, 1982�. When multiple sound sources are active,
however, reverberation adds another level of complexity to
the acoustic scene. Not only does each interfering source
constitute an additional masker for the desired source, but
also does reverberation blur many of the cues that aid in
source segregation. The recent results of Culling et al. �2003�
suggest that reverberation degrades human ability to exploit
differences in F0 between competing voices, producing a
5 dB increase in speech reception threshold for normally in-
tonated sentences in monaural conditions.

We have investigated pitch-based monaural segregation
in room reverberation and report the first systematic results
on this challenging problem. We observe that pitch detection
is relatively robust in moderate reverberation. However, the
segregation capacity is reduced due to the smearing of the
harmonic structure, resulting in gradual degradation in per-
formance as the room reverberation time increases. As seen
in Table I, compared to anechoic conditions there is an av-
erage decrement of 5.33 dB output SNR for a two-talker
situation with T60=0.35 s. This decrement is, however, con-
sistent with the 5 dB increase in speech reception threshold
reported by Culling et al. �2003�.

TABLE III. Output SNR results using ideal pitch tracks for target speech mixed with different noise types at
three input SNR levels and T60=0.35 s. Target is at 0° and interference at 45°.

Input SNR

−5 dB 0 dB 5 dB

Reverb Inverse Reverb Inverse Reverb Inverse

White noise 5.94 5.38 6.19 6.10 6.37 7.56
Babble noise 3.25 4.23 5.14 5.71 5.95 7.40
Male 1.90 5.08 4.49 6.96 5.76 7.80
Music 3.89 6.25 5.73 6.93 6.24 7.80
Female 4.55 7.23 5.36 7.71 6.13 8.30
Average 3.90 5.63 5.38 6.68 6.09 7.77

TABLE IV. Output SNR results using ideal pitch tracks for target speech mixed with two types of noise at three
input SNR levels and T60=0.35 s. Target and interference are both located at 0°.

Input SNR

−5 dB 0 dB 5 dB

Reverb Inverse Reverb Inverse Reverb Inverse

White noise 6.37 6.76 6.30 6.82 6.21 7.28
Female 4.82 5.51 5.74 6.65 6.28 7.57
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To reduce the smearing effects on the target speech, we
have proposed a preprocessing stage which equalizes the
room impulse response corresponding to target location. This
preprocessing results in both improved harmonicity for sig-
nals arriving from the target direction and smearing of com-
peting sources at other directions. We have found that this
effect provides a better input signal for pitch-based segrega-
tion. The extensive evaluations show that our system yields
substantial SNR gains across a variety of noise conditions.
Our previous study shows a strong correlation between SNR
gains measured against the ideal binary mask and improve-
ments in automatic speech recognition and speech intelligi-
bility scores �Roman et al., 2003�. Hence we expect similar
improvements for the SNR gains achieved in the present
study, although further evaluation is required to substantiate
this projection.

The improvement in speech segregation obtained in the
inverse-filtering case is limited by the accuracy of the esti-
mated inverse filter. In our study, we have employed an al-
gorithm that estimates the inverse filter directly from rever-
berant speech data. When the room impulse response is
known, better inverse-filtering methods exist, e.g., the linear
least square equalizer by Gillespie and Atlas �2002�. This
type of preprocessing leads to increased target signal fidelity
and thus produces large improvements in speech segregation.
In terms of applications to real-world scenarios our inverse-
filtering faces several drawbacks. First, the adaptation of the
inverse filter requires data on the order of a few seconds and
thus any fast change in the environment �e.g., head move-
ments and walking� will have an adverse impact on the
inverse-filtering stage. Second, this stage needs to perform
filter adaptation in the presence of no or weak interference.
On the other hand, our pitch-based segregation stage can be
applied without such limitations. Hence, whenever the adap-
tation of the inverse filter is infeasible, one can still apply our
pitch-based segregation algorithm directly on the reverberant
mixture.

Speech segregation in high input SNR conditions pre-
sents a challenge to our system. We employ a figure-ground
segregation strategy that attempts to reconstruct the target
signal by grouping harmonic components. Consequently, in-
harmonic target components are removed by our approach
even in the absence of interference. While this problem is
common in both anechoic and reverberant conditions, it
worsens in reverberation due to the smearing of harmonicity.

To address this issue probably requires examining the inhar-
monicity induced by reverberation and distinguishing such
inharmonicity from that caused by additive noise. This is a
topic of further investigation.

In the segregation stage, our system utilizes only pitch
cues and thus is limited to the segregation of voiced speech.
Other ASA cues such as onsets, offsets, and acoustic-
phonetic properties of speech are also important for monau-
ral separation �Bregman, 1990�. Recent research has shown
that these cues can be used to separate unvoiced speech �Hu
and Wang, 2003; 2005�. Future work will need to address
unvoiced separation in reverberant conditions. Another limi-
tation, already mentioned in Sec. IV B, concerns sequential
grouping. Like previous studies, our system avoids this issue
by assuming an “ideal” assignment of estimated pitch con-
tours. Although some progress has been made on sequential
grouping of cochannel speech �e.g., Shao and Wang, 2006�,
the general problem of sequential organization remains a
considerable challenge in CASA.
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This paper shows an accurate speech detection algorithm for improving the performance of speech
recognition systems working in noisy environments. The proposed method is based on a hard
decision clustering approach where a set of prototypes is used to characterize the noisy channel.
Detecting the presence of speech is enabled by a decision rule formulated in terms of an averaged
distance between the observation vector and a cluster-based noise model. The algorithm benefits
from using contextual information, a strategy that considers not only a single speech frame but also
a neighborhood of data in order to smooth the decision function and improve speech detection
robustness. The proposed scheme exhibits reduced computational cost making it adequate for real
time applications, i.e., automated speech recognition systems. An exhaustive analysis is conducted
on the AURORA 2 and AURORA 3 databases in order to assess the performance of the algorithm
and to compare it to existing standard voice activity detection �VAD� methods. The results show
significant improvements in detection accuracy and speech recognition rate over standard VADs
such as ITU-T G.729, ETSI GSM AMR, and ETSI AFE for distributed speech recognition and a
representative set of recently reported VAD algorithms. © 2006 Acoustical Society of America.
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I. INTRODUCTION

The emerging wireless communication systems require
increasing levels of performance and speech processing sys-
tems working in noise adverse environments. These systems
often benefit from using voice activity detectors �VADs�
which are frequently used in such application scenarios for
different purposes. Speech/nonspeech detection is an un-
solved problem in speech processing and affects numerous
applications including robust speech recognition,1,2 discon-
tinuous transmission,3,4 estimation and detection of speech
signals,5,6 real-time speech transmission on the Internet7 or
combined noise reduction and echo cancelation schemes in
the context of telephony.8 The speech/nonspeech classifica-
tion task is not as trivial as it appears, and most of the VAD
algorithms fail when the level of background noise increases.
During the last decade, numerous researchers have devel-
oped different strategies for detecting speech on a noisy
signal9–13 and have evaluated the influence of the VAD ef-
fectiveness on the performance of speech processing
systems.14 Most of them have focused on the development of
robust algorithms with special attention on the derivation and
study of noise robust features and decision rules.12,15–17 The
different approaches include those based on energy
thresholds,15 pitch detection,18 spectrum analysis,17 zero-
crossing rate,4 periodicity measures19 or combinations of dif-
ferent features.3,4,20

The speech/pause discrimination may be described as an
unsupervised learning problem. Clustering is an appropriate
solution for this case where the data set is divided into
groups which are related “in some sense.” Despite the sim-
plicity of clustering algorithms, there is an increasing interest
in the use of clustering methods in pattern recognition,21 im-
age processing22 and information retrieval.23,24 Clustering
has a rich history in other disciplines25,26 such as machine
learning, biology, psychiatry, psychology, archaeology, geol-
ogy, geography, and marketing. Cluster analysis, also called
data segmentation has a variety of goals. All of these are
related to grouping or segmenting a collection of objects into
subsets or “clusters” such that those within each cluster are
more closely related to one another than objects assigned to
different clusters. Cluster analysis is also used to form de-
scriptive statistics to ascertain whether or not the data con-
sists of a set of distinct subgroups, each group representing
objects with substantially different properties.

The paper is organized as follows. Section II introduces
the necessary background information on clustering analysis.
Section III shows the feature extraction process and a de-
scription of the proposed long term information C-means
�LTCM� VAD algorithm is given in Sec. IV. Section V dis-
cusses some remarks about the proposed method. A complete
experimental evaluation is conducted in Sec. VI in order to
compare the proposed method with a representative set of
VAD methods and to assess its performance for robust
speech recognition applications. Finally, we state some con-
clusions and acknowledgments in the last part of the paper.a�URL: http://www.ugr.es/�gorriz; Electronic mail: gorriz@ugr.es
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II. HARD PARTITIONAL CLUSTERING BASIS

Partitional clustering algorithms partition data into cer-
tain number of clusters, in such a way that, patterns in the
same cluster should be “similar” to each other unlike patterns
in different clusters. Given a set of input patterns X
= �x1 , . . . ,x j , . . . ,xN�, where x j = �xj1 , . . . ,xji , . . . ,xjK��RK

and each measure xjk is said to be a feature, hard partitional
clustering attempts to seek a C-partition of X , P
= �P1 , . . . , PC� ,C�N, such that

�i� Pi� � , i=1, . . . ,C;
�ii� �i=1

C Pi=X;
�iii� Pi� Pi�

= � ; i , i�=1, . . . ,C and i� i�.

The “similarity” measure is established in terms of a
criterion function. The sum of squares error function is one
of the most widely used criteria and is defined as

J��,M� = �
i=1

C

�
j=1

N

�ij � x j − mi�
2, �1�

where �=�ij is a partition matrix,

�ij = 	1 if x j � Pi

0 otherwise



with �i=1
C �ij =1, " j ,M= �m1 , . . . ,mC� is the cluster proto-

type or centroid �means� matrix with mi=1/Ni� j=1
N �ijx j, the

sample mean for the ith cluster and Ni the number of objects
in the ith cluster. The optimal partition resulting of the mini-
mization of the latter criterion can be found by enumerating
all possibilities. It is unfeasible due to costly computation
and heuristic algorithms have been developed for this opti-
mization instead.

Hard C-means clustering is the best-known heuristic
squared error-based clustering algorithm.27 The number of
cluster centers �prototypes� C is a priori known and the
C-means iteratively moves the centers to minimize the total
cluster variance. Given an initial set of centers the hard
C-means algorithm alternates two steps:28

�i� for each cluster we identify the subset of training
points �its cluster� that is closer to it than any other
center;

�ii� the means of each feature for the data points in
each cluster are computed, and this mean vector
becomes the new center for that cluster.

In Table I we show a more detailed description of the
C-means algorithm.

III. FEATURE EXTRACTION INCLUDING CONTEXTUAL
INFORMATION

Let x�n� be a discrete time signal. Denote by yn� a frame
containing the samples

yn� = �x�i + n� · D��, i = 0, . . . ,L − 1, n = i + n� · D ,

�2�

where D is the window shift, L is the number of samples in
each frame and n� selects a certain data window. Consider
the set of 2 ·m+1 frames �yl−m , . . . ,yl , . . . ,yl+m� centered on
frame yl, and denote by Y�s ,n��, n�= l−m , . . . , l , . . . , l+m its
discrete Fourier transform �DFT�, respectively,

Yn���s� � Y�s,n�� = �
i=0

NFFT−1

x�i + n� · D� · exp�− j · i · �s� ,

�3�

where �s=2�·s /NFFT, 0�s�NFFT−1, NFFT is DFT resolu-
tion �if NFFT�L then the DFT is padded with zeros� and j
denotes the imaginary unit. The averaged energies for
each n�th frame, E�k ,n��, in K subbands �k=1,2 , . . . ,K�,
are computed by means of

E�k,n�� = 	 2K

NFFT
�
s=sk

sk+1−1

�Y�s,n���2

sk = �NFFT

2K
�k − 1��, k = 1,2, . . . ,K , �4�

where an equally spaced subband assignment is used and �·�
denotes the “floor” function. Hence, the signal energy is av-
eraged over K subbands obtaining a suitable representation
of the input signal for VAD,29 the observation vector at each
frame n�, defined as

E�n�� = �E�1,n��, . . . ,E�K,n���T � RK. �5�

The VAD decision rule is formulated over a sliding win-
dow consisting of 2m+ l observation �feature� vectors around
the frame for which the decision is being made �l�, as we will
show in the following sections. This strategy, known as
“long term information,”30 provides very good results using
several approaches for VAD, however it imposes an m-frame
delay on the algorithm that, for several applications includ-
ing robust speech recognition, is not a serious implementa-
tion obstacle.

In the following section we show the way we apply
C-means to modeling the noise subspace and to find a soft
decision rule for VAD.

IV. HARD C-MEANS FOR VAD

In the LTCM VAD algorithm, the clustering method de-
scribed in Sec. II is applied to a set of initial pause frames in
order to characterize the noise subspace, that is, the generic
feature vector described in Sec. II is defined in terms of
energy observation vectors as we show in the following:
each observation vector in Eq. �5� is uniquely labeled, by the
integer j� �1, . . . ,N�, and uniquely assigned �hard decision-

TABLE I. Hard C-means pseudocode.

�1�. Initialize a C-partition randomly or based on some prior knowledge.
Calculate the cluster prototype matrix M= �m1 , . . . ,mC�
�2� Assign each object in the data set to the nearest cluster Pi

a.
�3�. Recalculate the cluster prototype matrix based on the current partition
�4�. Repeat steps �2�–�3� until there is no change for each cluster.

aThat is, x j � Piif�x j −mi � � �x j −mi�� for j=1, . . . ,N , i� i�, and i�
=1, . . . ,C
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based clustering� to a prespecified number of prototypes C
�N, labeled by an integer i� �1, . . . ,C�. Thus, we are select-
ing the generic feature vector as x j �E j.

The similarity measure to be minimized in terms of en-
ergy vectors is based on the squared Euclidean distance:

d�E j,E j�� = �
k=1

K

�E�k, j� − E�k, j���2 = �E j − E j��
2 �6�

and can be equivalently defined as28

J�C� = 1
2�

i=1

C

�
C�j�=i

�
C�j��=i

�E j − E j��
2 = 1

2�
i=1

C

�
C�j�=i

�E j − Ei�2,

�7�

where C�j�= i denotes a many-to-one mapping, that assigns
the jth observation to the ith prototype and

Ēi = �Ē�1,i�, . . . ,Ē�K,i��T = mean�E j� ,

�8�
" j, C�j� = i, i = 1, . . . ,C

is the mean vector associated with the ith prototype �the
sample mean for the ith prototype mi defined in Sec. II�.
Thus, the loss function is minimized by assigning N obser-
vations to C prototypes in such a way that within each pro-
totype the average dissimilarity of the observations is mini-
mized. Once convergence is reached, N K-dimensional pause
frames are efficiently modeled by C K-dimensional noise

prototype vectors denoted by Ēi
opt , i=l , . . . ,C. We call this

set of clusters C-partition or noise prototypes since, in this
work, the word cluster is assigned to different classes of
labeled data, that is K is fixed to 2, i.e., we define two
clusters: “noise” and “speech” and the cluster “noise” con-

sists of C prototypes. In Fig. 1 we observed how the complex
nature of noise can be simplified �smoothed� using a this
clustering approach. The clustering approach speeds the de-
cision function in a significant way since the dimension of
feature vectors is reduced substantially �N→C�.

Soft decision function for VAD

In order to classify the second data class �energy vectors
of speech frames� we use a basic sequential algorithm
scheme, related to Kohonen’s leaning vector quantization
�LVQ�,31 using a multiple observation �MO� window cen-
tered at frame l, as shown in Sec. II. For this purpose let us
consider the same dissimilarity measure, a threshold of dis-
similarity � and the maximum clusters allowed K=2.

Let Ê�l� be the decision feature vector at frame l that is
defined on the MO window as follows:

Ê�l� = max�E�j��, j = l − m, . . . ,l + m . �9�

The selection of this envelope feature vector, describing not
only a single instantaneous frame but also a �2m+1� entire
neighborhood, is useful as it detects the presence of voice
beforehand �pause-speech transition� and holds the detection
flag, smoothing the VAD decision �as a hangover based al-
gorithm in speech-pause transition16,17�, as shown in Fig. 2.

Finally, the presence of the second “cluster” �speech
frame� is detected if the following ratio holds:

��l� = log	1/K�
k=1

K
Ê�k,l�

�Ēi�

 � � , �10�

where �Ēi� =1/C�i=1
C Ēi=1/C�i=1

C � j=1
N �ijE j is the averaged

noise prototype center and � is the decision threshold.

FIG. 1. �a� 20 noise log-energy
frames, computed using NFFT=256
and averaged over 50 subbands. �b�
Clustering approach to the latter set of
frames using hard decision C-means
�C=4 prototypes�.
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In order to adapt the operation of the proposed VAD to
nonstationary and noise environments, the set of noise pro-
totypes are updated according to the VAD decision during
nonspeech periods �not satisfying Eq. �10�� in a competitive
manner �only the closer noise prototype is moved towards
the current feature vector�:

Ēi� = argmin��Ēi − Ê�l��2� i = 1, . . . ,C

ÞĒi�
new = � · Ēi�

old + �1 − �� · Ê�l� , �11�

where � is a normalized constant. Its value is close to one for
a soft decision function �i.e., we selected in simulation �
=0.99�, that is, uncorrected classified speech frames contrib-
uting to the false alarm rate will not affect the noise space
model significantly.

V. SOME REMARKS ON THE LTCM VAD ALGORITHM

The main advantage of the proposed algorithm is its
ability to deal with on line applications such as DSR sys-
tems. The above-mentioned scheme is optimum in computa-
tional cost. First, we apply a batch hard C-means to a set of
initial pause frames once, obtaining a fair description of the
noise subspace and then, using Eq. �11�, we move the nearest
prototype to the previously detected as silence current frame.
Any other on-line approach would be possible but it would
be necessary to update the entire set of prototypes for each
detected pause frame. In addition, the proposed VAD algo-
rithm belongs to the class of VADs which model noise and
apply a distance criterion to detect the presence of speech,
i.e., Ref. 17.

A. Selection of an adaptive threshold

In speech recognition experiments �Sec. VI�, the selec-
tion of the threshold is based on the results obtained in de-
tection experiments �working points in receiving operating
curves �ROC� for all conditions�. The working point �se-
lected threshold� should correspond with the best tradeoff

between the hit rate and false alarm rate, then the threshold is
adaptively chosen depending on the noisy condition.

The VAD makes the speech/nonspeech detection by
comparing the unbiased LTCM VAD decision to an adaptive
threshold,32 that is the detection threshold is adapted to the
observed noise energy E. It is assumed that the system will
work under different noisy conditions characterized by the
energy of the background noise. Optimal thresholds �work-
ing points� �0 and �1 can be determined for the system work-
ing in the cleanest and noisiest conditions. These thresholds
define a linear VAD calibration curve that is used during the
initialization period for selecting an adequate threshold as a
function of the noise energy E:

� = 
�0, E � E0,

�0 − �1

E0 − E1
+ �0 −

�0 − �1

1 − E1/E2
, E0 � E � E1,

�1, E 	 E1,

�12�

where E0 and E1 are the energies of the background noise for
the cleanest and noisiest conditions that can be determined
examining the speech databases being used. A high speech/
nonspeech discrimination is ensured with this model since
silence detection is improved at high and medium SNR lev-
els while maintaining high precision detecting speech peri-
ods under high noise conditions.

The algorithm described so far is presented as
pseudocode in the following:

�1� Initialize noise model:
�a� Select N feature vectors �E j�, j=1, . . . ,N.
�b� Compute threshold �.

�2� Apply C-means clustering to feature vectors, extracting
C noise prototype centers

�Ēi�, i = 1, . . . ,C

�3� for l
init to end
�a� Compute Ê�l� over the MO window
�b� if ��l��� �Eq. �10�� than VAD 
 1 else VAD 
 0

and update noise prototype centers �Ēi�, i=1, . . . ,C �Eq.
�11��.

B. Decision variable distributions

In this section we study the distributions of the decision
variable as a function of the long-term window length �m� in
order to clarify the motivations for the algorithm proposed. A
hand-labeled version of the Spanish SpeechDat-Car �SDC�
�Ref. 33� database was used in the analysis. This database
contains recordings from close-talking and distant micro-
phones at different driving conditions: �a� stopped car, motor
running, �b� town traffic, low speed, rough road, and �c� high
speed, good road. The most unfavorable noise environment
�i.e., high speed, good road� was selected and recordings
from the distant microphone were considered. Thus, the
m-order divergence measure between speech and silences
was measured during speech and nonspeech periods, and the
histogram and probability distributions were built. The
8 kHz input signal was decomposed into overlapping frames

FIG. 2. Decision function in Eq. �10� for two different criteria: energy
envelope �Eq. �9�� and energy average.
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with a 10 ms window shift. Figure 3 shows the distributions
of speech and noise for m=0,2 ,5, and 8. It is derived from
this that speech and noise distributions are better separated
when increasing the order of the long-term window. The
noise is highly confined and exhibits a reduced variance, thus
leading to high nonspeech hit rates. This fact can be corrobo-
rated by calculating the classification error of speech and
noise for an optimal Bayes classifier. Figure 4 shows the
misclassification errors as a function of the window length
m. The speech classification error is approximately divided
by three from 32% to 10% when the order of the VAD is
increased from 0 to 8 frames. This is motivated by the sepa-
ration of the distributions that takes place when m is in-

creased as shown in Fig. 3. On the other hand, the increased
speech detection robustness is only prejudiced by a moderate
increase in the speech detection error. According to Fig. 4,
the optimal value of the order of the VAD would be m=8.
This analysis corroborates the fact that using long-term
speech features32 results beneficial for VAD since they re-
duce misclassification errors substantially.

VI. EXPERIMENTAL RESULTS

Several experiments are commonly carried out in order
to assess the performance of VAD algorithms. The analysis is
normally focused on the determination of the error probabili-
ties in different noise scenarios and SNR values,17,34 and the
influence of the VAD decision on speech processing
systems.1,14 The experimental framework and the objective
performance tests conducted to evaluate the proposed algo-
rithm are described in this section.

A VAD achieves silence compression in modern mobile
telecommunication systems reducing the average bit rate by
using the discontinuous transmission �DTX� mode. The In-
ternational Telecommunication Union �ITU� adopted a toll-
quality speech coding algorithm known as G.729 to work in
combination with a VAD module in DTX mode.4 The ETSI
AMR �Adaptive Multi-Rate� speech coder3 developed by the
Special Mobile Group �SMG� for the GSM system specifies
two options for the VAD to be used within the digital cellular
telecommunications system. In option 1, the signal is passed
through a filterbank and the level of signal in each band is
calculated. A measure of the SNR is used to make the VAD
decision together with the output of a pitch detector, a tone
detector and the correlated complex signal analysis module.
An enhanced version of the original VAD is the AMR option

FIG. 3. Speech/nonSpeech distribu-
tions and error probabilities of the op-
timum Bayes classifier for m=0,2 ,5,
and 8.

FIG. 4. Probability of error as a function of m.
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2 VAD which uses parameters of the speech encoder being
more robust against environmental noise than AMR1 and
G.729. Recently, a new standard incorporating noise suppres-
sion methods has been approved by the ETSI for feature
extraction and distributed speech recognition �DSR�. The so-
called advanced front-end �AFE� �Ref. 36� incorporates an
energy-based VAD �WF AFE VAD� for estimating the noise
spectrum in Wiener filtering speech enhancement, and a dif-
ferent VAD for nonspeech frame dropping �FD AFE VAD�.

Recently reported VADs are based on the selection of
discriminative speech features, noise estimation and classifi-
cation methods. Sohn et al. showed a decision rule derived
from the generalized likelihood ratio test by assuming that
the noise statistics are known a priori.12 An interesting ap-
proach is the endpoint detection algorithm proposed by Li,16

which uses optimal FIR filters for edge detection. Other
methods track the power spectrum envelope of the signal17

or use energy thresholds for discriminating between speech
and noise.15

A. Evaluation under different noise environments

First, the proposed VAD was evaluated in terms of the
ability to discriminate between speech and nonspeech in dif-
ferent noise scenarios and at different SNR levels. The AU-
RORA 2 database35 is an adequate database for this analysis
since it is built on the clean Tldigits database that consists of

sequences of up to seven connected digits spoken by Ameri-
can English talkers as source speech, and a selection of eight
different real-world noises that have been artificially added
to the speech at SNRs of 20 dB, 15 dB, 10 dB, 5 dB, 0 dB,
and −5 dB. These noisy signals have been recorded at differ-
ent places �suburban train, crowd of people �babble�, car,
exhibition hall, restaurant, street, airport, and train station�,
and were selected to represent the most probable application
scenarios for telecommunication terminals. In the discrimi-
nation analysis, the clean Tldigits database was used to
manually label each utterance as speech or nonspeech on a
frame by frame basis for reference. Detection performance is
then assessed in terms of the speech pause hit-rate �HR0� and
the speech hit-rate �HR1� defined as the fraction of all actual
pause or speech frames that are correctly detected as pause or
speech frames, respectively,

HR1 =
N1,1

N1
ref , HR0 =

N0,0

N0
ref , �13�

where N1
ref and N0

ref are the number of real nonspeech and
speech frames in the whole database and N1,1 and N0,0 are
the number of real speech and nonspeech frames correctly
classified, respectively.

Figures 5–8 provide comparative results of this analysis
and compare the proposed VAD to standardized algorithms
including the ITU-T G.729,4 ETSI AMR,3 and ETSI AFE

FIG. 5. Speech hit rates �HR1� of standard VADs as a function of the SNR
for the AURORA 2 database.

FIG. 6. Speech hit rates �HR1� of other VADs as a function of the SNR for
the AURORA 2 database.

FIG. 7. Nonspeech hit rates �HR0� of standard VADs as a function of the
SNR for the AURORA 2 database.

FIG. 8. Nonspeech hit rates �HR0� of other VADs as a function of the SNR
for the AURORA 2 database.
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�Ref. 36� in terms of the nonspeech hit-rate �HR0, Fig. 7�
and speech hit-rate �HR1, Fig. 5� for clean conditions and
SNR levels ranging from 20 to −5 dB. Note that results for
the two VADs defined in the AFE DSR standard36 for esti-
mating the noise spectrum in the Wiener filtering �WF� stage
and nonspeech frame dropping �FD� are provided. The re-
sults shown in these figures are averaged values for the entire
set of noises.

It can be derived from Figures 7 and 5 that �i� ITU-T
G.729 VAD suffers poor speech detection accuracy with the
increasing noise level while nonspeech detection is good in
clean conditions �85%� and poor �20%� in noisy conditions,
�ii� ETSI AMR1 yields an extreme conservative behavior
with high speech detection accuracy for the whole range of
SNR levels but very poor nonspeech detection results at in-
creasing noise levels. Although AMR1 seems to be well
suited for speech detection at unfavorable noise conditions,
its extremely conservative behavior degrades its nonspeech
detection accuracy being HR0 less than 10% below 10 dB,
making it less useful in a practical speech processing system,
�iii� ETSI AMR2 leads to considerable improvements over
G.729 and AMR1 yielding better nonspeech detection accu-
racy while still suffering fast degradation of the speech de-
tection ability at unfavorable noisy conditions, �iv� The VAD
used in the AFE standard for estimating the noise spectrum
in the Wiener filtering stage is based in the full energy band
and yields a poor speech detection performance with a fast
decay of the speech hit rate at low SNR values. On the other
hand, the VAD used in the AFE for frame dropping achieves
a high accuracy in speech detection but moderate results in
nonspeech detection, and �v� LTCM yields the best compro-
mise among the different VADs tested. It obtains a good
behavior in detecting nonspeech periods as well as exhibiting
a slow decay in performance at unfavorable noise conditions
in speech detection �90% at −5 dB�.

Figures 6 and 8 compare the proposed VAD to a repre-
sentative set of recently published VAD method.12,15–17 It is
worthwhile clarifying that the AURORA 2 database consists
of recordings with very short nonspeech periods between
digits and, consequently, it is more important to classify
speech correctly than nonspeech in a speech recognition sys-
tem. This is the reason to define a VAD method with a high
speech hit rate even in very noisy conditions. Table II sum-
marizes the advantages provided by LTCM VAD over the
different VAD methods in terms of the average speech/

nonspeech hit rates �over the entire range of SNR values�.
Thus, the proposed method with a 97.57% mean HR1 and a
47.81% mean HR0 yields the best trade-off in speech/
nonspeech detection.

B. Receiver operating characteristic „ROC… curves

An additional test was conducted to compare speech de-
tection performance by means of the ROC curves, a fre-
quently used methodology in communications based on the
hit and error detection probabilities,17,29,37 that completely
describes the VAD error rate. The AURORA subset of the
Spanish SDC database33 was used in this analysis. This da-
tabase contains 4914 recordings using close-talking and dis-
tant microphones from more than 160 speakers. As in the
whole SDC database, the files are categorized into three
noisy conditions: quiet, low noise, and high noise conditions,
which represent different driving conditions and average
SNR values of 12 dB, 9 dB, and 5 dB. Thus, recordings
from the close-talking microphone are used in the analysis to
label speech/pause frames for reference, while recordings
from the distant microphone are used for the evaluation of
different VADs in terms of their ROC curves. The speech
pause hit rate �HR0� and the false alarm rate �FAR0=100
-HR1� were determined in each noise condition for the pro-
posed VAD and the G.729, AMR1, AMR2, and AFE VADs,
which were used as a reference. For the calculation of the
false-alarm rate as well as the hit rate, the “real” speech
frames and “real” speech pauses were determined using the
hand-labeled database on the close-talking microphone.

The sensitivity of the proposed method to the number of
clusters used to model the noise space was studied. It was
found experimentally that the behavior of the algorithm is
almost independent of C, using a number of subbands K
=10. Figure 9 shows that the accuracy of the algorithm
�noise detection rate versus false alarm rate� in speech-pause
discrimination is not affected by the number of prototypes
selected as long as C	2, thus the benefits of the clustering
approach are evident. Note that the objective of the VAD is
to work as close as possible to the upper left corner in this
figure where speech and silence is classified with no errors.
The effect of the number of subbands used in the algorithm
is plotted in Fig. 10. The use of a complete energy average

TABLE II. Average speech/nonpeech hit rates for SNRs between clean conditions and −5 dB. Comparison to �a� standardized VADs and �b� other VAD
methods.

�a�
G.729 AMR1 AMR2 AFE �WF� AFE �FD� LTCM

HR0 �%� 31.77 31.31 42.77 57.68 28.74 47.81
HR1�%� 93.00 98.18 93.76 88.72 97.70 97.57

�b�
Sohn Woo Li Marzinzik LTCM

HR0 �%� 43.66 55.40 57.03 52.69 47.81
HR1 �%� 94.46 88.41 83.65 93.04 97.57
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�K=1� or raw data �K=100� reduces the effectiveness of the
clustering procedure making its accuracy equivalent to other
proposed VADs.

Figure 11 shows the speech pause hit rate �HR0� as a
function of the false alarm rate �FAR0=100-HR1� of the
proposed LTCM VAD for different values of the decision
threshold and different values of the number of observations
m. It is shown how increasing the number of observations
�m� leads to better speech/nonspeech discrimination with a
shift-up and to the left of the ROC curve in the ROC space.
This enables the VAD to work closer to the “ideal” working
point �HR0=100% ,FAR0=0% � where both speech and
nonspeech are classified ideally with no errors. These results
are consistent with our preliminary experiments and the re-
sults shown in Figs. 3 and 4 that expected a minimum error
rate for m close to eight frames.

Figure 12 shows the ROC curves of the proposed VAD
and other reference VAD algorithms12,15–17 for recordings
from the distant microphone in high noisy conditions. The
working points of the ITU-T G.729, ETSI AMR, and ETSI
AFE VADs are also included. The results show improve-
ments in detection accuracy over standardized VADs and
over a representative set of VAD algorithms.12,15–17 Among
all the VAD examined, our VAD yields the lowest false
alarm rate for a fixed nonspeech hit rate and also, the highest

nonspeech hit rate for a given false alarm rate. The benefits
are especially important over ITU-T G.729,4 which is used
along with a speech codec for discontinuous transmission,
and over the16 algorithm, that is based on an optimum linear
filter for edge detection. The proposed VAD also improves
Marzinzik17 VAD that tracks the power spectral envelopes,
and the Sohn12 VAD, that formulates the decision rule by
means of a statistical likelihood ratio test �LRT� defined on
the power spectrum of the noisy signal.

It is worthwhile mentioning that the experiments de-
scribed above yield a first measure of the performance of the
VAD. Other measures of VAD performance that have been
reported are the clipping errors.38 These measures provide
valuable information about the performance of the VAD and
can be used for optimizing its operation. Our analysis does
not distinguish between the frames that are being classified
and assesses the hit rates and false alarm rates for a first
performance evaluation of the proposed VAD. On the other
hand, the speech recognition experiments conducted later on
the AURORA databases will be a direct measure of the qual-
ity of the VAD and the application it was designed for. Clip-
ping errors are evaluated indirectly by the speech recognition
system since there is a high probability of a deletion error
occurring when part of the word is lost after frame dropping.

FIG. 11. Selection of the number of m �high, high speed, good road, 5 dB
average SNR, K=32, C=2�.

FIG. 12. ROC curves for comparison to standardized and other VAD meth-
ods �high, high speed, good road, 5 dB average SNR, K=32, C=2�.

FIG. 9. ROC curves in high noisy conditions for different number of noise
prototypes. The DFT was computed with NFFT=256, K=10 log-energy sub-
bands were used to build features vectors and the MO-window contained
2·m+1 frames �m=10�.

FIG. 10. ROC curves in high noisy conditions for different number of
subbands. NFFT=256; C=10 and m=10.
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C. Assessment of the VAD on an ASR system

Although the discrimination analysis or the ROC analy-
sis presented in the preceding section are effective to evalu-
ate a given speech/nonspeech discrimination algorithm, the
influence of the VAD in a speech recognition system was
also studied. Many authors claim that VADs are well com-
pared by evaluating speech recognition performance15 since
nonefficient speech/nonspeech discrimination is an important
performance degradation source for speech recognition sys-
tems working in noisy environments.1 There are two clear
motivations for that: �i� noise parameters such as its spec-
trum are updated during nonspeech periods being the speech
enhancement system strongly influenced by the quality of the
noise estimation, and �ii� frame dropping, a frequently used
technique in speech recognition to reduce the number of in-
sertion errors caused by the acoustic noise, is based on the
VAD decision and speech misclassification errors lead to loss
of speech, thus causing irrecoverable deletion errors.

The reference framework �Base� is the distributed
speech recognition �DSR� front-end39 proposed by the ETSI
STQ working group for the evaluation of noise robust DSR
feature extraction algorithms. The recognition system is
based on the HTK �Hidden Markov Model Toolkit� software
package.40 The task consists in recognizing connected digits
which are modeled as whole word HMMs �Hidden Markov
Models� with the following parameters: 16 states per word,
simple left-to-right models, mixture of 3 Gaussians per state
and only the variances of all acoustic coefficients �no full
covariance matrix�, while speech pause models consist of
three states with a mixture of six Gaussians per state. The
39-parameter feature vector consists of 12 cepstral coeffi-

cients �without the zero-order cepstral coefficient�, the loga-
rithmic frame energy plus the corresponding derivatives ���
and acceleration ���� coefficients.

Two training modes are defined for the experiments con-
ducted on the AURORA 2 database: �i� training on clean data
only �Clean Training�, and �ii� training on clean and noisy
data �Multi-Condition Training�. For the AURORA 3
SpeechDat-Car databases, the so-called well-matched �WM�,
medium-mismatch �MM� and high-mismatch �HM� condi-
tions are used. AURORA 3 databases contain recordings
from the close-talking and distant microphones. In WM con-
dition, both close-talking and hands-free microphones are
used for training and testing. In MM condition, both training
and testing are performed using the hands-free microphone
recordings. In HM condition, training is done using close-

TABLE III. Average word accuracy for the AUR0RA 2 database. �a� Clean training. �b� Multicondition training.

�a�
Base � WF Base � WF � FD

Base G.729 AMR1 AMR2 AFE LTCM G.729 AMR1 AMR2 AFE LTCM

Clean 99.03 98.81 98.80 98.81 98.77 98.88 98.41 97.87 98.63 98.78 99.18
20 dB 94.19 87.70 97.09 97.23 97.68 97.46 83.46 96.83 96.72 97.82 98.05
15 dB 85.41 75.23 92.05 94.61 95.19 95.14 71.76 92.03 93.76 95.28 96.10
10 dB 66.19 59.01 74.24 87.50 87.29 88.71 59.05 71.65 86.36 88.67 90.71
5 dB 39.28 40.30 44.29 71.01 66.05 72.48 43.52 40.66 70.97 71.55 75.82
0 dB 17.38 23.43 23.82 41.28 30.31 42.91 27.63 23.88 44.58 41.78 47.01
−5 dB 8.65 13.05 12.09 13.65 4.97 15.34 14.94 14.05 18.87 16.23 19.88
Average 60.49 57.13 66.30 78.33 75.30 79.34 57.08 65.01 78.48 79.02 81.54

�b�
Base � WF Base � WF � FD

Base G.729 AMRl AMR2 AFE LTCM G.729 AMRl AMR2 AFE LTCM

Clean 98.48 98.16 98.30 98.51 97.86 98.45 97.50 96.67 98.12 98.39 98.78
20 dB 97.39 93.96 97.04 97.86 97.60 97.93 96.05 96.90 97.57 97.98 98.41
15 dB 96.34 89.51 95.18 96.97 96.56 97.06 94.82 95.52 96.58 96.94 97.61
10 dB 93.88 81.69 91.90 94.43 93.98 94.64 91.23 91.76 93.80 93.63 95.39
5 dB 85.70 68.44 80.77 87.27 86.41 87.54 81.14 80.24 85.72 85.32 88.40
0 dB 59.02 42.58 53.29 65.45 64.63 66.23 54.50 53.36 62.81 63.89 66.92
−5 dB 24.47 18.54 23.47 30.31 28.78 31.21 23.73 23.29 27.92 30.80 32.91
Average 86.47 75.24 83.64 88.40 87.84 88.68 83.55 83.56 87.29 87.55 89.35

FIG. 13. Speech recognition experiments. Front-end feature extraction.
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talking microphone material from all driving conditions
while testing is done using hands-free microphone material
taken for low noise and high noise driving conditions. Fi-
nally, recognition performance is assessed in terms of the
word accuracy �WAcc� which takes into account the number
of substitution errors �S�, deletion errors �D�, and insertion
errors �I�,

WAcc�%� =
N − D − S − I

N
 100 % , �14�

where N is the total number of words in the testing database.
The influence of the VAD decision on the performance

of different feature extraction schemes was studied. The first
approach �shown in Fig. 13� incorporates Wiener filtering
�WF� to the Base system as noise suppression method. The
second feature extraction algorithm that was evaluated uses
Wiener filtering and nonspeech frame dropping. The algo-
rithm has been implemented as described for the first stage
of the Wiener filtering noise reduction system present in the
advanced front-end AFE DSR standard.36 The same feature
extraction scheme was used for training and testing and no
other mismatch reduction techniques already present in the
AFE standard �wave form processing or blind equalization�
have been considered since they are not affected by the VAD
decision and can mask the impact of the VAD on the overall
system performance.

Table III shows the AURORA 2 recognition results as a
function of the SNR for speech recognition experiments
based on the G.729, AMR, AFE, and LTCM VAD algo-
rithms. These results were averaged over the three test sets of
the AURORA 2 recognition experiments. Notice that, par-
ticularly, for the recognition experiments based on the AFE
VADs, we have used the same configuration used in the
standard36 with different VADs for WF and FD. Only exact
speech periods are kept in the FD stage and consequently, all
the frames classified by the VAD as nonspeech are discarded.
FD has impact on the training of silence models since less

nonspeech frames are available for training. However, if FD
is effective enough, few nonspeech periods will be handled
by the recognizer in testing and consequently, the silence
models will have little influence on the speech recognition
performance. As a conclusion, the proposed VAD outper-
forms the standard G.729, AMR1, AMR2, and AFE VADs
when used for WF and also, when the VAD is used for re-
moving nonspeech frames. Note that the VAD decision is
used in the WF stage for estimating the noise spectrum dur-
ing nonspeech periods, and a good estimation of the SNR is
critical for an efficient application of the noise reduction al-
gorithm. In this way, the energy-based WF AFE VAD suffers
fast performance degradation in speech detection as shown in
Fig. 5, thus leading to numerous recognition errors and the
corresponding increase of the word error rate, as shown in
Table III. On the other hand, FD is strongly influenced by the
performance of the VAD and an efficient VAD for robust
speech recognition needs a compromise between speech and
nonspeech detection accuracy. When the VAD suffers a rapid
performance degradation under severe noise conditions it
loses too many speech frames and leads to numerous dele-
tion errors; if the VAD does not correctly identify nonspeech
periods it causes numerous insertion errors and the corre-
sponding FD performance degradation. The best recognition
performance is obtained when the proposed LTCM VAD is
used for WF and FD. Note that FD yields better results for
the speech recognition system trained on clean speech. This
is motivated by the fact that models trained using clean
speech do not adequately model noise processes, and nor-
mally cause insertion errors during nonspeech periods. Thus,
removing efficiently speech pauses will lead to a significant
reduction of this error source. On the other hand, noise is
well modeled when models are trained using noisy speech
and the speech recognition system tends itself to reduce the
number of insertion errors in multicondition training as
shown in Table III, part �a�.

Table IV, part �a�, compares the word accuracies aver-

TABLE V. Average word accuracy �%� for the Spanish, SDC database.

Base Woo Li Marzinzik Sohn G729 AMRl AMR2 AFE LTCM

WM 92.94 95.35 91.82 94.29 96.07 88.62 94.65 95.67 95.28 96.41
MM 83.31 89.30 77.45 89.81 91.64 72.84 80.59 90.91 90.23 91.61
HM 51.55 83.64 78.52 79.43 84.03 65.50 62.41 85.77 77.53 86.20
Avg. 75.93 89.43 82.60 87.84 90.58 75.65 74.33 90.78 87.68 91.41

TABLE IV. Average word acccuracy for clean and multicondition AURORA 2 training/testing experiments. Comparison to �a� standard VADs and �b� recently
presented VAD methods.

�a�
G.729 AMR1 AMR2 AFE LTCM Hand-labeling

Base � WF 66.19 74.97 83.37 81.57 84.01 84.69
Base � WF�FD 70.32 74.29 82.89 83.29 85.44 86.86

�b�
Woo Li Marzinzik Sohn LTCM Hand-labeling

Base � WF 83.64 77.43 84.02 83.89 84.01 84.69
Base � WF� FD 81.09 82.11 85.23 83.80 85.44 86.86
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aged for clean and multicondition training modes to the up-
per bound that could be achieved when the recognition sys-
tem benefits from using the hand-labeled database. These
results show that the performance of the proposed algorithm
is very close to that of the reference database. In all the test
sets, the proposed VAD algorithm outperforms standard
VADs obtaining the best results followed by AFE, AMR2,
AMR1, and G.729. Table IV, part �b�, extends this compari-
son to other recently presented VAD methods.12,15–17

Table V shows the recognition performance for the
Spanish SpeechDat-Car database when WF and FD are per-
formed on the base system.39 Again, the VAD outperforms
all the algorithms used for reference yielding relevant im-
provements in speech recognition. Note that, these particular
databases used in the AURORA 3 experiments have longer
nonspeech periods than the AURORA 2 database and then,
the effectiveness of the VAD results more important for the
speech recognition system. This fact can be clearly shown
when comparing the performance of the proposed VAD to
Marzinzik17 VAD. The word accuracies of both VADs are
quite similar for the AURORA 2 task. However, the pro-
posed VAD yields a significant performance improvement
over Marzinzik17 VAD for the AURORA 3 database.

VII. CONCLUSION

A new algorithm for improving speech detection and
speech recognition robustness in noisy environments is
shown. The proposed LTCM VAD is based on noise model-
ing using hard C-means clustering and employs long-term
speech information for the formulation of a soft decision rule
based on an averaged energy ratio. The VAD performs an
advanced detection of beginnings and delayed detection of
word endings which, in part, avoids having to include addi-
tional hangover schemes or noise reduction blocks. It was
found that increasing the length of the long-term window
yields to a reduction of the class distributions and leads to a
significant reduction of the classification error. An exhaustive
analysis conducted on the AURORA database showed the
effectiveness of this approach. The proposed LTCM VAD
outperformed recently reported VAD methods including
Sohn’s VAD, that defines a likelihood ratio test on a single
observation, and the standardized ITU-T G.729, ETSI AMR
for the GSM system and ETSI AFE VADs for distributed
speech recognition. On the other hand, it also improved the
recognition rate when the VAD is used for noise spectrum
estimation, noise reduction and frame dropping in a noise
robust ASR system.
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The violin bridge filter role was investigated using modal and acoustic measurements on 12
quality-rated violins combined with systematic bridge rocking frequency f rock and wing mass
decrements �m on four bridges for two other violins. No isolated bridge resonances were observed;
bridge motions were complex �including a “squat” mode near 0.8 kHz� except for low frequency
rigid body pivot motions, all more or less resembling rocking motion at higher frequencies. A
conspicuous broad peak near 2.3 kHz in bridge driving point mobility �labeled BH� was seen for
good and bad violins. Similar structure was seen in averaged bridge, bridge feet, corpus mobilities
and averaged radiativity. No correlation between violin quality and BH driving point, averaged
corpus mobility magnitude, or radiativity was found. Increasing averaged-over-f rock �m�g� from 0
to 0.12 generally increased radiativity across the spectrum. Decreasing averaged-over-�m f rock from
3.6 to 2.6 kHz produced consistent decreases in radiativity between 3 and 4.2 kHz, but only
few-percent decreases in BH frequency. The lowest f rock values were accompanied by significantly
reduced radiation from the Helmholtz A0 mode near 280 Hz; this, combined with reduced high
frequency output, created overall radiativity profiles quite similar to “bad” violins among the
quality-rated violins. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2207576�

PACS number�s�: 43.75.De �NHF� Pages: 482–491

I. INTRODUCTION
“It is difficult to imagine the reason of this; how it is
that a little piece of maple, which merely serves to
keep the strings off the finger-board, should have
such a powerful effect on the tone of the instrument
to which it is not fastened in any way, being merely
kept in place by the pressure of the four strings”

�Heron-Allen, 1884�.
The bridge—a seemingly minor, �0.002 kg substruc-

ture on top of a �0.4 kg violin—has been considered a vital
ingredient of good violin tone for centuries. In his remark-
able summary book of everything known about violins and
their construction up to 1884, Heron-Allen then proceeded to
provide an answer. “The first explanation of this influence
must be sought for in the fact that it is the principal channel
by which the vibration of the strings pass, to the belly¼, and
to the back. . . .”1 Obviously the prominent role of the bridge
as the energy “gatekeeper” has been recognized for a long
time. It is the first of the two primary, independent compo-
nents of violin sound. The second filter component—the sub-
sequent conversion of corpus vibrational energy to acoustic
energy—has now been addressed quite generally from the
behavior of the violin normal mode radiation efficiency over
the audible range, the ratio of radiation damping to total
damping, and an effective critical frequency for the violin.2,3

Numerous experimental studies of bridge motion have
been published over the years,4,5 but one aspect of the bridge
has dominated discussion over the last 30 years or so, a
broad peak in driving point mobility �input admittance� first
observed as an impedance minimum by Reinicke,6 the so-
called “bridge-hill” near 3 kHz thought to be linked to the

first in-plane rocking mode of the clamped-foot bridge near
that frequency. Little work has been done however on the
bridge’s actual dynamic mechanical behaviors in relationship
to corpus vibrations and subsequent radiation from the vio-
lin.

Jansson and co-workers have been leaders in experimen-
tal analysis of the bridge and its effects on violin response
for many years,7–13 stating early on that there was a correla-
tion between the quality of a violin and the prominence of
the bridge-hill. Of late their attention has turned to quantify-
ing the effect of bridge modifications on the driving point
mobility spectrum. In an especially revealing experiment
they replaced the standard bridge �with heart and hip cutouts�
by a solid bridge, which increased the rocking mode fre-
quency from �3 to �8 kHz. Surprisingly the bridge-hill re-
mained near 2.5 kHz.12 �In a less declaratory experiment
Reinicke in 1973 observed no significant movement in the
impedance minimum when wedges were inserted into the
side slots to stiffen the bridge.6� For the first time an experi-
ment clearly showed that the bridge was not the predominant
influence on the “bridge-hill,” hence future references will be
to the BH peak.

Following this experiment Beldie modeled the general-
ized effects of localized top plate stiffness in addition to
bridge stiffness, concluding that material properties of the
top plate where the bridge feet rest dominated measured BH
behavior, with relatively minor contributions from the bridge
itself.14 Subsequently in an extensive experimental series
Durup and Jansson investigated the effect of cutting rectan-
gular segment f-holes into rectangular spruce plates, con-
cluding that without f-holes no bridge-hill was seen.13

Modes of the various substructures do influence overall
structural response, to some extent in proportion to their
fraction of the overall mass, as they are subsumed into thea�Electronic mail: bissingerg@gcu.edu
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overall response of the violin. The bridge however falls into
a special category because it is the string-to-corpus energy
conduit/filter. In this work modal analysis and radiativity
measurements on quality rated violins in an anechoic cham-
ber were combined with systematic bridge waist and wing
mass trimming experiments to investigate the effect of this
filter on violin radiativity. This comprehensive approach was
designed to provide experimental answers to questions such
as: �1� does the bridge substructure demonstrate recognizable
in-plane normal mode resonances while on the playable vio-
lin, �2� are enhanced bridge motions related to enhanced cor-
pus vibrations and radiativity, �3� is there a relationship be-
tween BH magnitude and violin quality, �4� is the BH
frequency fBH sensitive to the rocking frequency f rock of the
bridge, �5� are there general radiativity trends arising from
bridge waist �stiffness� or wing mass trims?

II. EXPERIMENT

A. VIOCADEAS measurements

The VIOCADEAS zero-mass-loading calibrated experi-
mental measurements have been described elsewhere in con-
siderable detail15 �and references therein�. Here only essen-
tials will be presented. Simultaneous vibration and radiation
measurements were performed in an anechoic chamber on
violins hung by two thin elastics in an approximate “free-
free” condition. The frequency range encompassed the BH
hill near 2.3 kHz and the critical frequency for “good”
violins.2 Violin quality ratings for the 12-violin database
were all by an outstanding professional violinist15 following
Weinreich’s general 3-category scheme16 of student �our bad
category—rating 1–3�, decent professional instrument �good
category—rating 4–7�, and fine solo instrument �excellent
category—rating 8–10�. The good violin data shown in plots
were from three violins rated 7, while the bad were rated
2,3,3.

The calibrated measurements incorporated 9 points on
the bridge proper, plus multiple points along a line on the
corpus directly in front of the violin bridge from which the
motion of each bridge foot was extracted. Earlier uncali-
brated “free-free” vibration measurements on 20 violin
bridges with a zero-mass-loading microphone were used to
help categorize in- and out-of-plane bridge normal modes.17

Force hammer impacts at the driving point on the bridge
G-corner in its plane were directed parallel �F��� or approxi-
mately perpendicular �F�� to the plane of the violin. Tested
violins were playable although chin and shoulder rests were
removed. No damping was applied to strings at tension �A
=440 Hz�. The scanning laser picked up motion along the
beam direction and generated mobility �velocity/force: com-
plex� transfer functions Y��� for approximately 500 points
over the corpus �top-ribs-back�; bridge �9 points�, tailpiece
and neck-fingerboard measurements were in two perpendicu-
lar directions. Simultaneously a rotating 13-microphone ar-
ray collected pressure data and generated radiativity
�pressure/force; complex� transfer functions R��� at 266
points over a sphere. Bridge mode classifications as normal
or complex were made using the mode animation capability
in the modal analysis program.

The proposed linkage of a prominent BH driving point
mobility �input admittance� Ydp with good sound quality was
examined through a plot of minimum-maximum Ydp ranges
for good and bad violins �Fig. 1; low-lying strongly radiating
“signature modes” labeled: A0, the compliant wall Helm-
holtz radiator ��280 Hz� and B1±, the first corpus bending
modes nominally between 450 and 550 Hz�. Driving point
spectra did not show strong A0 excitation. The most promi-
nent structure was the BH peak, and the largest BH peak was
for a bad violin, with variability between bad violins being
considerably larger than for good violins.

The 250-Hz �or other� band averages of driving point
mobility Ydp, averaged-over-bridge mobility �Ybrg�,
averaged-bridge-foot mobility �Ybrgft�, averaged-over-corpus
mobility �Ycorpus� and averaged-over-sphere radiativity �R�
�� � denotes rms average� were computed directly from the
spectra, not by averaging individual normal mode properties
over these bands as was done in previous work. This greatly
speeded data analysis, bypassed fitting and mode overlap
problems and statistical fluctuations associated with the
small numbers of modes in a band while giving comparable
results.

As expected modal analysis results showed that vibra-
tional energy transfer from strings to violin corpus was pre-
dominantly through the bridge, with bridge impedance rang-
ing from 0.01� to 0.1� the nut or tailpiece impedance.
Henceforth we assume the only important path for string
energy to reach the corpus will be through the bridge.

B. Bridge Waist - Wing Mass Trims

The effects of bridge waist and wing mass trimming on
violin radiativity were examined in a systematic way at the
Oberlin Violin Acoustics Workshops in 2004 and 2005. The
VIOCADEAS support fixture and force hammer excitation
apparatus were removed as a unit from the anechoic chamber
and mounted temporarily on a base that incorporated 5
evenly-spaced calibrated microphones in a semicircular array
�r=0.3 m�, at 30° intervals from 15° to 165°, oriented per-

FIG. 1. Min-max driving point mobility magnitude for good �shaded� and
bad violins �curves�; A0,B1±,BH noted.
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pendicular to the top plate in the plane of the bridge. Eight
Sonex 15 cm foam wedge absorbers were placed underneath
the violin to reduce nearest-surface floor reflections. Low
mass �0.5 g� accelerometers were placed at each bridge foot
in front of the bridge. An 8-channel data acquisition system
was used to collect accelerances from both bridge feet and
radiativity transfer functions from the 5 microphones. The
averaged 5-microphone radiativity will henceforth be labeled
as a partial radiativity �Rpart� to distinguish it from the
averaged-over-sphere �R�.

In the Oberlin 2004 experiment, two violins, an Andreas
Guarneri �1660� and a Gregg Alf �2003�, were fitted with
four bridges each. No changes other than the sequenced
bridge modifications were made to either instrument. The
rocking mode frequency f rock was measured off-violin using
a separate apparatus incorporating a piezo-film contacting
the bridge top along with a bridge-foot clamping vise. The
bridge blank tops were first trimmed down to give the proper
string height for each violin, and then each waist was
trimmed to give f rock=3.6 kHz �nominal�. Three bridges then
had their wing mass decremented by �m=0.04, 0.08, and
0.12 g, all from the same location in the bridge wings, and
the waist was again trimmed slightly to drop f rock back to
3.6 kHz. One bridge in each set of four had no wing-mass
decrement and was labeled �m=0. Finally, waist thicknesses
only were trimmed in successive stages to get f rock=3.4, 3.2,
3.0, 2.8 kHz. Altogether 20 �Rpart� measurements were made
for each violin during the sequential modification process.

Mass removal from the waist was much more effective
in changing f rock than from the wings: �f /�m
	24±14 kHz/g vs. 0.75±0.03 kHz/g, convincing support
for simplified bridge models separating the bridge into a top
mass and waist spring—irrespective of boundary conditions
for the feet. Other experimental systematics from waist trim-
ming �2.8� f rock�3.6 kHz� were values for: �1� f rock

changes versus waist thickness x, �f /�x	180 Hz/mm, �2�
bridge mass changes for waist trims, �m /�x	0.009 g/mm,
�3� waist trims from 16.3–17.8 mm to 11.8–13.1 mm,
4.7 mm on average, �4� mass changes associated with waist
trimming from 0.014 to 0.068 g, 0.043 g on average. The 40
separate bridge modifications/measurements in the 2004
two-violin experiment were made as rapidly as possible, pre-
cluding qualitative judgments. The 2005 experiment, where
f rock was dropped from 3.4 to 3.0 to 2.6 kHz but �m=0, used
only one bridge on one violin, but the instrument was played
for a small group of listeners after each bridge trim for quali-
tative evaluation.

Using Oberlin 2004 data a 4�5 data “R matrix” can be
created for each frequency or frequency band from �Rpart�
spectra, but it is completely impractical to present these ma-
trices for any more than a few important bands for each
violin to demonstrate complexities accompanying simulta-
neous f rock and �m changes. To examine any generalized
f rock or �m trends the R matrices were reduced to a single
row or column by averaging over f rock for one bridge ��m
=constant� to scrutinize general �Rpart� vs �m effects, and by
averaging over �m for four different bridges �f rock

=constant� to scrutinize general �Rpart� vs f rock effects.

III. RESULTS

Experimental results are presented in two main sections:
�1� modal-acoustic analysis for dynamic and radiative behav-
iors of the violin or any particular substructure to understand
energy transmission through the violin, and �2� systematic
waist and wing mass trims to examine bridge filter effects on
radiativity.

A. Modal analysis of bridge vibrations

Figure 2 shows the position and measured mobility di-
rection�s� for each bridge point, including the driving point.
Since the bridge feet were in intimate contact with the top
plate, it was assumed that corpus motion measured immedi-
ately adjacent to the bridge feet could be used as a direct
measure of bridge foot motion in the vertical direction; sepa-
rate horizontal motion measurements were made on the sides
of the bridge feet. The energy introduced at the bridge travels
through an energy chain from driving point → bridge →
bridge feet → corpus → radiation. Superimposing the mo-
bility responses of each link it is possible to see if character-
istic structures in driving point mobility spectra “migrate”
from bridge to corpus to radiativity. Near fBH modal average
radiation efficiencies are nearing 1.2 Since fBH is also close
to the ear’s sensitivity maximum, such peaks should gener-
ally be audible.

FIG. 2. �Top� bridge shape, force-response positions and directions �sound-
post SP and bassbar BB from corpus�; �bottom� motion extremes up to
4 kHz �A0, CBR, B1+, “squat,” f 	 fBH labeled; � — rigid body SP or BB
pivot.
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1. Bridge motions on the violin

The observed bridge motions for all twelve violins were
basically the same: �a� at frequencies �0.7 kHz the bridge
generally pivoted as a rigid body around the soundpost or
bass bar foot �exception—the CBR mode where both feet
were active� with little deformation, �b� above �0.7 kHz, to
4 kHz, motions were complex. No normal mode bridge
motions—strong, 0–180° bridge motions unaccompanied by
other substructure peaks—were seen. A sampling of ob-
served bridge motions is presented in Fig. 2 for one violin.

In all 12 violins bass bar foot motion predominated be-
low 600 Hz; above 600 Hz generally the sound post side was
more active. Note however that relatively little foot motion
was seen above 1 kHz �Fig. 2�. The ratio of bass bar to
soundpost mobilities shows this trend for the 12-violin aver-
age, as well as just the good or bad 3-violin subsets �Fig. 3�.

2. Independent bridge modes?

Is the bridge capable of maintaining a vibration mode
independent of the corpus and strings between which it re-
sides? If so, there would be a peak in bridge mobility that
does not coincide with any corpus or string mode peaks.
Such a possibility was eliminated straightforwardly up to
4 kHz by examination of composite plots of Ydp, �Ybrg�,
�Ybrgft� �Ycorpus�, and �R�; bridge mobility peaked only when
corpus mobility peaked. This observation, consistent with re-
cent simulations,14,18 is unsurprising given the low mass of
the bridge compared to the vibrating �varying boundary con-
dition� corpus on which it rides, or even in comparison to the
strings, which in toto have a mass similar to the bridge.
Including tailpiece and neck-fingerboard averages in such
plots also shows that only the corpus radiates significantly
�cf. Fig. 1, Ref. 3�.

One interesting complex mode where the bridge ap-
peared to have a “squat” behavior in animation �see Fig. 2�
was observed for 9 of the 12 violins tested. It fell far below
the in-plane bridge rocking mode frequency, not above as
would be expected for an in-plane mode. The overall motion
and frequency placement were consistent with the first out-
of-plane bending mode where the strings and top plate create
boundary condition constraints on transverse motion at op-
posite ends of the bridge.

The motion suggests being more strongly excited by F�

than F�� strikes, as was confirmed by experiment �Fig. 4�.
Similar response differences near this frequency were seen
earlier by Trott.19

3. Energy chain

To illustrate how the driving point BH structure �Fig. 1�
appears throughout the energy chain a sequence of 250-Hz
band averages for good and bad violins is presented in Fig. 5
for the driving point Ydp, bridge ��Ybrg��, bridge feet
��Ybrgft��, corpus ��Ycorpus��, and averaged-over-sphere radia-
tivity �R�. A distinct BH peak near 2.3 kHz is evident
throughout the chain, in the bad as well as good, being some-
what larger for the bad in Ydp �although error bars overlap�
and Ybrg. This result disagrees markedly with the quality as-
sociation current in the literature.

4. BH mobility and radiativity versus quality

Overall the bad violin radiativity curve in Fig. 5�e� has a
larger maximum-minimum range and falls off more on either
side of the BH structure near 2.3 kHz. Can some audible
difference in sound be ascribed to the difference between our
good-bad broad-band excitation radiativity curves, even
though the general string driving force is sawtooth-harmonic
in character? For discussion and comparison purposes we use
a simplified sound characterization scheme based on that of
Dunnwald20 with additional contributions from Meinel,21

where relatively strong radiation in individual bands is asso-
ciated with a certain general character to the sound: 190–
650 Hz — “sonorous, full sound” �this band includes the first
corpus bending modes B1− and B1+; Dunnwald also notes
the importance of a relatively strong A0 near 280 Hz�; 650–
1300 Hz — “nasal, boxy”; 1300–4200 Hz — “brilliant,
clear”; 4200–6400 Hz — “harsh.”

The band-by-band ratio of radiativities shown in Fig. 6
is useful for examining good-bad differences. In this ratio
any common driving force cancels for broad-band or har-
monic excitation. A significant difference between the quality
classes appears only for a few individual 250 Hz bands, viz.,
375, 1625, and 3375 Hz bands. Ratios in the BH region
�2125–2625 Hz� do not differ significantly. The �3.4 kHz
region falls where the lower effective critical frequency of

FIG. 3. Bassbar-soundpost bridge foot mobility ratio for F
 driving point
excitation. �Shaded — 12-violin average; lines: thick - good, thin — bad�.

FIG. 4. F
 �shaded curve� and F� �solid line� driving point excitation shows
“squat” mode near 700 Hz. �Major radiators A0, B1−, and B1+ labeled; note
250 Hz bands and band centers ���.
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these good violins can enhance radiativity,2 a relative en-
hancement actually reinforced by holding/playing the violin.3

An important question concerning possible significant
good-bad differences in band-average radiation efficiency
near fBH can be answered directly from the data in Fig. 5:

�Ycorpus� and �R� magnitudes are within error the same for
good and bad violins, hence the BH radiation efficiency —
computed from the �R2� / �Ycorpus

2 � ratio22 — does not vary
significantly between good and bad violins.

To look for trends versus violin quality Ydp, �Ybrg�,
�Ybrgft�, �Ycorpus�, and �R� BH magnitudes were plotted for the
12 violins in Fig. 7. The 7-quality violins were not signifi-
cantly different from the 2/3-quality violins, e.g., at the ex-
tremes the three 7-quality good violin magnitudes covered a
range that usually overlapped the 2/3 violin values. While
one might argue that these are poor statistics, a better argu-
ment might be that even in this small sample there are al-
ready exceptions — both inter- and intra-violin quality class
— to any presumed correlation between violin quality and a
large BH peak. The data shown in Figs. 5–7 that pertain to

FIG. 5. Driving point �a�, bridge �b�, bridge feet �c�, corpus �d�, radiativity
�e� for good �thick line, �� and bad �thin line, �� violins. �1 s.d. errors
shown�.

FIG. 6. Good-bad �R� ratio �1 s.d. errors�. �Noted: BH, critical frequency,
boxed quality descriptors, signature modes A0, B1−, and B1+; shading de-
notes significant difference from 1�.

FIG. 7. Driving point���, average bridge���, bridge feet���, and corpus
��� BH mobility magnitudes and average BH radiativity��� for 12 violins
vs violin quality.

486 J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 George Bissinger: The violin bridge as filter



the presumed relationship between BH magnitude and violin
quality can be summarized briefly as showing no experimen-
tal correlation between the driving point or corpus mobility,
or the radiativity, or the radiation efficiency that is signifi-
cantly different between good and bad violins. Rather, the
good-bad differences so far appear to lie in the strengths of
the other acoustically important regions relative to BH.

B. Bridge waist and wing mass trims

Waist-wing trimmings entailed removal of �0.12 g
from the bridge; no effect was seen on corpus mode frequen-
cies when proper string tension was maintained, hence mode
shapes and radiation efficiencies should remain the same.
Under these conditions �Rpart� measurements were quite reli-
able for investigating intra-violin radiativity changes due to
systematic f rock and �m variations. They were also reliable
for inter-violin mode comparisons below �0.7 kHz, since
radiativity is close to isotropic when �� violin dimensions.

Above 1 kHz inter-violin broadband comparisons of
�Rpart� become more reliable than individual spectra because
coincidental microphone placements at minima for one mode
should tend to average out with equally coincidental place-
ments at another mode’s maximum within each band. Be-
cause the cavity mode A0 lying at f 	280 Hz is such an
important radiator, and the only strongly radiating mode be-
low about 450 Hz, it was isolated for special attention using
the average over ±10 Hz around the peak. The lowest band-
average now covers 300–500 Hz, with band center at 400 Hz
�all higher bands as before�.

The R matrix from the Oberlin 2004 experiment pro-
vides a systematic framework in which to analyze possible
filter effects from bridge waist or wing mass trims �all other
violin properties held constant� on radiativity. Filter effects
related to f rock variations were the most straightforward to
interpret since only one bridge waist was trimmed. Wing
mass trims however were over four different bridges, i.e.,
four different pieces of wood, a possible complication.

1. frock and the BH frequency

Trimming the waist primarily changed the rocking mode
frequency f rock, with little effect on the bridge mass �3.6 to
2.8 kHz, max. �m=0.068 g; average �m=0.045 g�. When
the bridge was in place on the violin the BH centroid fre-
quency fBH �nominally 2.3 kHz� had a range �fBH

=31±15 Hz �average over all bridges for both violins� as
f rock varied 0.8 kHz, giving �fBH/�f rock	0.04. Clearly fBH

was insensitive to f rock variations, �although the Guarneri
was somewhat more sensitive�, in agreement with the gen-
eral conclusions of Ref. 7. A more recent model of
Woodhouse18 incorporating the dynamic properties of the
violin underneath a simplified bridge placed on top of a rect-
angular box without f-holes displayed higher fBHvalues
��2700 to �3500 Hz�, far greater changes ��fBH

	740 Hz� and sensitivity �fBH/�f rock	0.93 than experi-
ment. The experiments of Ref. 14 required f-holes in a rect-
angular spruce plate to display a prominent BH peak while
this model did so without f-holes, an interesting inconsis-
tency that clearly warrants a closer look.

2. The R matrix

In the normal listening situation where listeners can be
at differing distances, in different rooms, or listening to a
recording, etc., the obvious point that the sound intensity
varies yet the general character of sound remains �while not
forgetting that the ear’s frequency response varies with in-
tensity�, supports the general argument that the relative
strengths of certain frequency bands, i.e., “acoustic profiles,”
are more important in determining perceived character. In
this context comparing R��� radiativity curves over a large
portion of the violin’s acoustic range is valuable. On the
other hand extracting trends from a visual overlay of 20 such
R��� curves created in the bridge trim experiment becomes a
daunting interpretive situation. Comparison was somewhat
simplified by comparing 250 Hz bands, but there are such a
large number of these bands that in practice little has been
gained. On the other hand if just one particular frequency
band was chosen for the R matrix, it would not provide any
comparison with other bands. Our practical compromise was
to create for each violin R matrices for only three acousti-
cally significant bands: A0 ��280 Hz�, BH ��2300 Hz,
lower portion of the “brilliant, clear” band�, and the upper
portion of the “brilliant, clear” �B-C� band �2500–
4200 kHz�. These were all bands where significant changes
occurred during the bridge trims. The R matrices for each
violin are presented in Fig. 8, where the square sizes for the
A0, BH, and B-C bands are proportional to the �Rpart� values
in each band. Moving horizontally in each row shows the
effect on �Rpart� of only varying f rock so that one bridge is
trimmed successively. Moving vertically in each column
shows the effect on �Rpart� of only �m varying and here
different bridges were employed �see Sec. II B�.

Variations of individual �Rpart� matrix elements before
and after modification in Fig. 8 reflect the actual complexity
of bridge trims �and of course any associated comparative
quality judgments of violins�. For example, even for one
violin, changing only �m �moving in only one f rock column�
or f rock �moving in only one �m row�, A0 waxes and wanes;
a diagonal move — changing f rock and �m simultaneously
— seems quite an uncertain move for a maker in terms of
knowing what will happen to �Rpart�, both in magnitude and
relative strength, and to the sound. And this is for just one
band. The practical difficulty in evolving a violin from a
certain sound character to another, more desirable one via a
particular bridge modification is apparent.

The many localized variations — e.g., for the Alf violin
�m=0.12 g row, BH magnitudes decrease slightly with in-
creasing f rock, whereas for �m=0 they increase, or in the
f rock=2.8 kHz column �Rpart� drops off in the 0–0.04 �m
transition, increasing again in the 0.04–0.08 transition —
tend to bury overall trends. Yet makers have certain general
ideas gained from centuries of experience about what a par-
ticular bridge trim will do to the sound. This generalized
approach presumably is more fruitful since trends common
to both violins do appear, e.g., averaged-across-f rock radia-
tivities increase as wing mass decrements increase, albeit
with individual exceptions. The averaging-across-rows/
columns of the R matrix will be needed to extract any gen-
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eral radiativity trends accompanying just rocking frequency
or wing mass changes.

3. frock and ŠRpart‹-�m averaged

The radiativities shown in Fig. 8 showed extensive local
fluctuations as f rock or �m was stepped. To extract general-
ized trends in �Rpart� magnitudes and acoustic profiles accom-
panying changes in f rock, the band-average 2004 data for
each f rock value were averaged over all �m. The averaged
radiativity analysis presented in Fig. 9 incorporates: �1� a
min-max �Rpart� shaded curve to highlight regions where
waist trims had the largest effect on �Rpart� and how these
evolve with frequency, �2� extreme curves for f rock=2.8 and
3.6 kHz to act as a guide to interpreting generalized trends,
and �3� standard deviation error bars for the intermediate
3.2 kHz curve as a nominal statistical measure of variability
in the �m average. Certain general criteria were used to
judge the relationship of the extreme curves to the min-max
curve: �a� if the extreme curves “bracket” the min-max curve

consistently over a region this was taken as prima facie evi-
dence for a consistent general trend in this region �e.g., the
�3000 Hz region�, �b� if the extreme curves were centered
in the min-max curve, further analysis was needed to see if
there was a peak in the f rock range, �c� if the 3.2 kHz error
bars fell outside the minimum and maximum in a band or
region, no significance was attached to the extreme curve
variations �e.g., 1875 Hz band�, and �d� general trend com-
ments about a wide region could be made irrespective of an
individual band’s deviation from this trend.

The min-max shaded regions for both violins in Fig. 9
clearly show the most prominent waist trim effects were in
the 3000–4200 Hz region where the ear is most sensitive,
least prominent near 1500 Hz, and, somewhat surprisingly,
rising again at A0. The fact that the extreme f rock curves
typically lie at or near the maximum or minimum over im-
portant regions leads us to infer certain general trends versus
f rock: both A0 and the nominal 2000–4200 Hz region gener-
ally weakened as f rock decreased. Waist trims affected the BH
position and amplitude more noticeably on the old Italian
than on the modern instrument.

Some tendency for increased radiativity above 4200 Hz
— the “harsh” region — seen in Fig. 9, is consistent with a
remark made in 1979 by Muller who noted that replacing a
normal bridge with a solid blank �which would give f rock

	8 kHz� brought out the harsh and nasal characteristics of
the violin compared with the standard bridge.23

Of course averaging over �m tends to smooth out some

FIG. 8. �m-f rock R-matrices for A0, BH, and “brilliant, clear” bands for A.
Guarneri and G. Alf violins. ��Rpart� stepped, see key.� Note that f rock

changes along a row are for a single bridge, while �m changes in each
column are across four different bridges.

FIG. 9. Effect on partial radiativity of varying f rock from 2.8 �closed sym-
bols� to 3.6 kHz �open symbols�, averaged over �m for four bridges for old
Italian �top� and modern violin �bottom�. Shaded area min-max curve, all
f rock; 1 s.d. errors for 3.2 kHz averages only, no curve�. Note — A0 sepa-
rated from lowest band �see the text�.
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of the �Rpart� variation attending f rock changes. A closer look
at the �Rpart� magnitude changes for just one bridge follows.

4. frock and ŠRpart‹ — quality

The Oberlin 2005 experiment on the A. Guarneri violin
narrowed the bridge waist rather more than considered safe
for typical playing, stepping f rock from 3.4 to 3.0 to 2.6 kHz,
and added qualitative evaluations. This seemingly modest
downward extension, which required removing only 2 mm
�0.02 g! � from the bridge waist to drop f rock from 3.0 to
2.6 kHz, changed the sound of the Guarneri from that of a
good violin to a student �bad� violin! Since corpus normal
modes showed no change in frequency, no change would be
expected in mode shape or radiation efficiency, which is in-
dependent of mode amplitude. The important changes were
in the relative mobility amplitudes for the various modes
�and hence their radiativity� and consequent band averages.
This experiment — where a minimal mechanical alteration
not affecting the corpus created a large acoustic effect —
provided an unambiguous example of how strong the filter
action of the bridge is.

As might be expected from the qualitative evaluations
the partial radiativity graph for the 2005 one-bridge experi-
ment including the lowest f rock data is very revealing �Fig.
10�. A0 fell off �25% as f rock decreased from 3.4 to 2.6 kHz,
with almost all of the change occurring in the 3.0–2.6 kHz
transition. More striking was the overall falloff from 1.6 kHz
upward, including the BH peak and 2800–4200 kHz in the
“brilliant, clear” region. Relative to BH �averaged from
�1600 to 2600 Hz� both A0 and the 2800–4200 Hz regions
fell off when f rock dropped to 2.6 kHz.

Qualitative evaluations tracking the 3.4–3.0–2.6 kHz
f rock steps indicated certain consistent acoustic trends such as
weaker, more uneven sound that did not carry as well, with
the 3.0–2.6 kHz step being more noticeable. The measure-
ments in Fig. 10 show significantly weaker overall partial
radiativity at 2.6 kHz, with both 2.6 and 3.0 kHz showing
noticeably weaker relative values in the 3000–4500 Hz band.
Consistent with trends seen in the 2004 experiment �Fig. 8�,
fBH dropped slightly. The overall acoustic profile also

changed dramatically: at 3.4 kHz the radiativity generally
increased up to �4000 Hz and then fell rapidly, whereas at
2.6 kHz the profile showed a general overall decrease. Such
large acoustic profile changes clearly show the importance of
waist trims to violin sound.

5. Wing mass decrements

By averaging across f rock rows in the data matrix, the
generalized effects of wing mass decrements on �Rpart� were
extracted. So that a real �m effect does not get buried by a
possible change-of-wood effect, even though these bridges
were matched closely, only the trend between �m�g�=0 and
0.12 will be discussed. In Fig. 11 the �m partial radiativity
data are presented, again following the format of Fig. 9.

From the min-max curve, where approximately 85% of
the bands have their highest radiativity associated with �m
=0.12 g and approximately 75% their lowest with �m=0,
we infer that generally the largest mass decrement led to
higher overall radiativity. If lower mass bridge tops lead to
higher radiativity, then conversely adding mass to the violin
bridge top — as in a violin mute — should lead to lower
radiativity, which is consistent with experience.

At f � fBH the �m min-max band was not so wide over-
all as for f rock in Fig. 9, but appeared slightly wider at f
� fBH. One significant exception was for A0, which did not
change significantly with wing mass decrements. The Guarn-

FIG. 10. Effect of varying f rock from 3.4 kHz �shaded� to 3.0 kHz �thin
curve� to 2.6 kHz �thick curve� on partial radiativity of the A. Guarneri 1660
violin.

FIG. 11. Effect of decreasing wing mass �by 0.12 g in 0.04 g steps, aver-
aged over f rock� on averaged partial radiativity for four bridges on old Italian
�top� and modern violin �bottom�. Closed symbols — �m=0, open — �m
=0.12 g; shaded area min-max, all �m. 1 s.d. errors for �m=0.04 mass
decrement average only �no curve�.
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eri BH region was more sensitive to mass decrements than
the Alf violin, similar to behavior seen for f rock variations.

6. Acoustic profiling

Our measurements again confirm that old Italian violins
are not necessarily louder �� higher radiativity when no per-
ceptual complications are present� across the board than
modern instruments, although in specific cases, for specific
violins or specific regions they may well be �e.g., see Table
IV, Ref. 24�. Of most interest here is the question uninten-
tionally posed by the wide range of f rock and wing mass
decrement modifications in the Oberlin experiments. Can an
old Italian violin acoustic profile be matched by any one �or
more� of the 20 separate modern Alf violin acoustic profiles
�bridge modifications only!�?

To test this one A. Guarneri acoustic profile was chosen
as the “target” — viz., the f rock=3.0 kHz, �m=0 acoustic
profile. Is this the “best” choice? In our context it does not
really matter. The playing tests in the Oberlin 2005 experi-
ment were consistent with it being a good violin, while drop-
ping to f rock=2.6 kHz turned it into a bad violin. More to the
point of this heuristic example is that any “exceptional” ��
testers’ preferred� violin could be measured in the apparatus
and its acoustic profile used as the target for bridge modifi-
cations on any other violin to reach. �The aforementioned
simplified bands 190–650, 650–1300, 1300–4200, 4200–
6400 kHz �plus A0 separated out� will be used again, but
note that measurements extended only to 5000 Hz, hence
this latter band will cover only 4200–5000 Hz.�

Since the region near 1.5 kHz was insensitive to both
f rock and �m variations �see Figs. 9–11� the 1300–1640 Hz
band was chosen for normalization purposes for all curves
across all measurements for the Alf and the target A. Guarn-
eri curve. The normalized results are shown in Fig. 12. Out
of 20 separate f rock-�m acoustic profiles only one Alf curve

came close overall to the Guarneri curve, viz., the f rock

=3.6 kHz, �m=0 curve. Commonly the acoustic profile
would be similar below or above 1500 Hz, but not below
and above. Qualitative tests were not performed in the 2004
measurement series so further remarks are not possible.

IV. CONCLUSIONS

The traditional view of the violin bridge being the
string-to-corpus energy conduit was confirmed by modal and
acoustical analysis results on 12 quality-rated violins.

The BH structure near 2.3 kHz for all violins was seen
in the mobility spectra at every important point in the energy
chain for every violin tested, good or bad, ultimately leading
to a peak in radiativity; no significant good-bad radiation
efficiency change was observed. Waist trims generally had
little effect on BH frequency or magnitude. Our experimental
scrutiny of the proposed relationship between BH driving
point magnitude and violin quality provided no evidence to
support this claim.

The complex motions of the bridge above 1.5 kHz and
the minimal effect that varying f rock had on fBH confirmed
the conclusion of Jansson and collaborators that the BH peak
at the driving point arose not from isolated bridge motions at
some rocking mode frequency, but rather from local corpus
motions. These motions might be enhanced by the bridge.
Relatively large f rock changes creating only few-percent fBH

changes could be considered experimental evidence for the
bridge substructure rocking behavior being subsumed into
the overall violin response to excitation.

Bridge trims changed acoustic profiles significantly. The
3000–4200 kHz region was affected most strongly by f rock

changes, with decreases in f rock accompanied by decreased
radiativity. At the other end of the acoustic spectrum, A0
radiativity weakened substantially when f rock dropped to its
lowest values, especially 2.6 kHz — in addition to the
above-noted falloff in the 3000–4200 Hz region. Falloff at
both ends of the spectrum at the lowest f rock values audibly
diminished the sound quality of a violin, unambiguously
demonstrating the filter properties of the bridge. Larger wing
mass decrements generally increased radiativity, an anticipat-
able reversal of the effect of a violin mute.

Good-bad radiativity trends observed in the anechoic
chamber and in the Oberlin 2005 partial radiativity experi-
ment were similar. Good-bad differences in averaged-over-
sphere violin radiativities were not seen in the BH magnitude
or frequency, but rather in the relative strengths below and
above BH: going from good to bad each had weaker A0/400–
500 Hz and 3000–4200 Hz responses relative to BH. These
partial radiativity changes were quite similar to f rock-induced
changes, especially the 3.0–2.6 kHz transition.

Perhaps a stronger argument can be made here. These
experiments were very different: one compared different vio-
lins of different quality with different normal modes, while
the other examined quality changes in the same violin arising
from changes in the bridge’s filter response, with no change
in normal mode frequencies, shapes or radiation efficiencies,
just relative mode magnitudes. Such similar good-bad acous-

FIG. 12. Acoustic profiles for 20 Alf violin bridge trims, compared to “tar-
get” A. Guarneri profile �−�−�. �Closest to target - thin line; shaded area
denotes min-max region, all profiles normalized to 1300–1640 Hz band�.
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tic trends for two such disparate experiments argues for
greater generality than either alone.

There are some important additional implications.
Broad-band acoustic profiles appear to offer the potential for
directing violin sound quality to some definable goal. And
given the comparatively more modest �and much more diffi-
cult to achieve� effects possible from modifying the violin
vibration→ radiation output filter, bridge shape and design
modifications seem a more fruitful avenue to achieving good
violin sound.

Finally, our results supporting and augmenting prior ex-
periments and simulations signal an important transition in
our understanding of the physical origin of the BH peak. It
has evolved from the original notion of strong rocking mo-
tion of the bridge being transferred to the corpus into one
where energy passing through the bridge sets the violin into
vibration, and the bridge — no longer an isolated substruc-
ture —responds as part of the violin to corpus motions at the
feet.
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In this work, the activation of heat-sensitive trans-gene by high-intensity focused ultrasound �HIFU�
in a tumor model was investigated. 4T1 cancer cells �2�106� were inoculated subcutaneously in the
hind limbs of Balb/C mice. The tumors were subsequently transducted on day 10 by intratumoral
injection of a heat-sensitive adenovirus vector �Adeno-hsp70B-Luc at 2�108 pfu/tumor�. On day
11, the tumors were heated to a peak temperature of 55, 65, 75, or 85 °C within 10–30 s at multiple
sites around the center of the tumor by a 1.1- or 3.3-MHz HIFU transducer. Inducible luciferase
gene expression was increased from 15-fold to 120-fold of the control group following 1.1-MHz
HIFU exposure. Maximum gene activation �120-fold� was produced at a peak temperature of 65–
75 °C one day following HIFU exposure and decayed to baseline within 7 days. HIFU-induced
gene activation �75 °C-10 s� could be further improved by using a 3.3-MHz transducer and a dense
scan strategy to 170-fold. Thermal stress, rather than nonthermal mechanical stress, was identified
as the primary physical mechanism for HIFU-induced gene activation in vivo. Overall, these
observations open up the possibility for combining HIFU thermal ablation with heat-regulated gene
therapy for cancer treatment. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2205129�
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I. INTRODUCTION

High-intensity focused ultrasound �HIFU� has emerged
as a viable noninvasive therapeutic modality for the treat-
ment of a variety of solid tumors, including liver �Kennedy
et al., 2004�, prostate �Chapelon et al., 1999; Chaussy and
Thuroff, 2003�, breast �Hynynen et al., 2001�, and soft-tissue
sarcoma �Wu et al., 2004�. New biomedical applications,
such as hemostasis and gene delivery, have also been ex-
plored �Vaezy et al., 1999; Miller and Song, 2003�. Pioneer-
ing studies have demonstrated that HIFU, with spatial-peak
temporal-average intensity �ISPTA� between 103 and
104 W/cm2, can produce well-defined thermal lesions in
deep-sited tissue �ter Haar, 1995�. A large volume of tumor
tissue can be treated by scanning the HIFU focus in a matrix
of positions. The fundamental physical mechanisms of HIFU
ablation are coagulative thermal necrosis ��65 °C� and
cavitation damage �Bailey et al., 2003�.

In addition to thermal ablation, preliminary yet encour-
aging evidence suggest that HIFU may induce a distinct
stress response in sublethally injured tumor cells surrounding
the focal lesion. For example, significant up-regulation of
heat shock proteins �hsp� has been observed at the border of

HIFU-induced necrosis region in patients with benign pros-
tatic hyperplasia �BPH� �Kramer et al., 2004�. It has been
further postulated that the up-regulation of hsp may play a
critical role in eliciting an antitumor immunity �Kramer et
al., 2004; Kennedy, 2005�. Known as “molecular chaper-
ones,” intracellular heat shock �or stress� proteins controlled
by a specific family of hsp genes will be dramatically syn-
thesized when cells are exposed to stressful or harmful envi-
ronments �Morimoto, 1993�. In particular, one member of the
hsp70 gene family, hsp70B, is strictly stress inducible and
absent in unstressed cells �Hildebrandt et al., 2002�.

In light of this, ultrasound-induced hyperthermia has
been utilized as a noninvasive physical method to achieve
spatial and temporal regulation of trans-gene expression un-
der the control of hsp70B promoter both in vitro and in vivo
�Vekris et al., 2000; Guilhon et al., 2003, Zhong et al.,
2004�. Using ultrasound to regulate transgene expression
could be particularly beneficial for site-specific gene therapy
when systematic gene dissemination and expression in non-
targeted areas are concerned. For example, following expo-
sure to 2 W/cm2 ultrasound for 20 min, Smith et al. �2002�
demonstrated a locally induced luciferase or FasL gene ex-
pression after systemic delivery of adenoviral constructs un-
der the control of hsp70B promoter. Furthermore, using a
MRI-guided focused ultrasound system, trans-gene induction
within internal organs was successfully achieved under well-

a�Author to whom correspondence should be addressed. Electronic mail:
pzhong@duke.edu
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controlled thermal dosage �42 °C, �30 min� in rat livers
and in canine prostates �Plathow et al., 2005; Silcox et al.,
2005�. It is worth noting that heat shock gene expression has
also been detected following ultrasound physiotherapy,
which is presumably induced by cavitation-associated me-
chanical stresses �Barnett et al., 1994; Angles et al., 1990�.

Most recently, we have explored the physical conditions
for HIFU-induced gene activation in sublethally injured can-
cer cells in vitro �Liu et al., 2005�. Following exposure to
peak temperatures of 50 to 70 °C for 1 to 10 s, the heat
shock responses of two cancer cell lines �HeLa and
R3230Ac� were investigated. Consistent gene expression in
the surviving cell population was detected under various
HIFU thermal doses and the maximum gene activation was
produced by 60 °C in 5-s heat shock exposure. These expo-
sure conditions are similar to those experienced by the sub-
lethally injured tumor cells surrounding HIFU-induced ne-
crosis lesion. The logical extension of this preliminary
in vitro study is to confirm in vivo that HIFU treatment can
indeed induce trans-gene expression under the control of
hsp70B promoter in tumor models. If such a hypothesis is
confirmed, one could potentially take advantage of this
unique biological response to explore a synergistic combina-
tion of in situ gene therapy with HIFU-produced thermal
ablation to improve the overall efficacy and quality of cancer
therapy.

The present study is therefore aimed to investigate the
feasibility of simultaneous tumor ablation and activation of a
transgene under the control of hsp70B promoter using a
tumor-bearing mouse model. Specifically, after an intratuma-
ral injection of adenovirus vector �Ad-hsp70B-Luc� for gene
transduction, target tumors were scanned by either a 1.1- or
3.3-MHz HIFU transducer under the guidance of B-mode
ultrasound imaging. In vivo gene expression activities fol-
lowing HIFU exposures using different combinations of peak
temperature, treatment duration, and scanning strategy were
evaluated. The results were compared with conventional hy-
perthermia treatment. Furthermore, the roles of two potential
physical mechanisms, i.e., thermal stress and cavitation-
associated nonthermal mechanical stress, in HIFU-induced
gene activation in vivo were investigated.

II. MATERIALS AND METHODS

A. Tumor inoculation and gene transduction

All in vivo experimental procedures were carried out in
accordance with the protocol approved by the Duke Univer-
sity Committee on the Use and Care of Animals. Female
Balb/C mice �Charles River Laboratory, Wilmington, MA�,
6–8 weeks old, were selected with a compatible mouse
mammary carcinoma cancer cell line �4T1� to construct the
murine tumor model. 4T1 cells were maintained routinely in
DMEM culture medium with 10% heat-inactivated fetal bo-
vine serum and 5% antibiotics in a humidified incubator at
37 °C containing 5% CO2. For tumor inoculation, 2�106

4T1 cells suspended in 50 �L PBS were injected subcutane-
ously �s.c.� into the shaved right hind limb of the mouse.
When the tumor reached a size of �8 mm in maximum di-
ameter in about 10 days, 30 �L adenoviral luciferase vectors

with hsp70B promoters �Ad-hsp70B-Luc� were injected into
the center of the tumor using a 30-gauge needle at a dosage
of 2�108 pfu/ tumor, following an established protocol
�Wang et al., 2005�. After virus injection, the anesthetized
animals were sent back to vivarium for virus dissemination
and gene transduction inside the tumor for 24 h before HIFU
treatment.

B. High-intensity focused ultrasound „HIFU… exposure
system

The experiments were carried out utilizing a B-mode
ultrasound imaging-guided HIFU exposure system shown in
Fig. 1�a�. Briefly, a HIFU transducer �H-102, Sonic Con-
cepts, Seattle, WA� with a focal length of 63 mm, operated at
either 1.1 MHz �fundamental� or 3.3 MHz �third harmonic�,
was mounted at the bottom of a heated �37 °C� chamber
�40�30�15 cm3, L�W�H� filled with degassed water.
The transducer was driven by continuous sinusoidal signals
produced by a function generator �33120A, Agilent, Palo
Alto, CA�, connected in series with a 55-dB power amplifier
�A150, Electronic Navigation Industries, Rochester, NY�.
The operation and exposure parameters of the HIFU system
were controlled by LabView programs via a GPIB board
installed in a PC. The animal was placed in a holder specially
designed to facilitate HIFU exposure to the tumor-bearing
hind limb while protecting the internal organs of the mouse.
Using a 5/7 MHz imaging probe �Terason 2000, Terason
Inc., NJ�, the target tumor area could be outlined to guide the
HIFU treatment �Fig. 1�a��. The pressure waveform and dis-
tribution in the focal plane of the HIFU transducer were mea-
sured by using a fiber optical probe hydrophone �FOPH-500,
RF Acoustics, Leutenbach, Germany�. When the function
generator was operated at 0.1 Vpp, a peak positive �p+� /peak
negative �p−� pressure of 3.1/−2.7 MPa and 7.1/−4.5 MPa
were measured at the beam focus of the HIFU transducer at
1.1 and 3.3 MHz, respectively �Fig. 1�b��. The corresponding
−6-dB beam sizes at the focus along and transverse to the
transducer axis were determined to be 11 mm�1.64 mm at
1.1 MHz and 5 mm�0.6 mm at 3.3 MHz, respectively.

C. Temperature measurement and thermal dose
evaluation

A 0.2-mm bare-wire thermocouple �Customer designed
IT-23, Physitemp Inc., Clifton, NJ� was used to measure the
temperature rise inside the tumor tissue. Temperature output
was conditioned by an electronically compensated isother-
mal terminal block �TC-2190, National Instrument, Austin,
TX� and registered at a 6-Hz sampling rate using a Data
Acquisition Board �NI4351, National Instrument, Austin,
TX� controlled by a LabView program. For alignment, the
mouse tumor embedded with the thermocouple was scanned
across the acoustical field of the HIFU transducer operated at
low intensity using a computer-controlled 3-D step motor
�Velmex Inc., Bloomfield, NY� until the maximum tempera-
ture rise ��42 °C� was detected at the beam focus. Using
this approach, temperature elevations and distribution inside
the tumor tissue under the designated HIFU exposures were
recorded. In this study, all the HIFU exposures are in con-

J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Liu et al.: Focused ultrasound-induced gene activation 493



tinuous wave �CW� mode with an ISATA between 605 and
2657 W/cm2 calculated based on an established protocol
�Harris, 1985�. Figure 2 shows the temperature profiles pro-
duced at 1.1-MHz HIFU focus inside the tumor. By adjusting
the exposure pressure, the temperature at the transducer fo-
cus could reach a peak value of 55, 65, 75, and 85 °C within
a 10-s exposure duration �p−=−4.9 to −9.1 MPa, Fig. 2�a��
or the same temperature of 75 °C in 5, 10, 20, and 30 s,
respectively �p−=−9.1 to −5.3 MPa, Fig. 2�b��. Moreover,
the lateral temperature distributions �perpendicular to the
HIFU beam axis� under the 75 °C-10 s exposure condition,
i.e., under the transducer output conditions for which a tem-
perature rise to 75 °C was reached at the focus in 10 s, were
also measured under 1.1- and 3.3-MHz exposure, which re-
vealed a −6-dB lateral temperature beam width of 6 and
1.5 mm, respectively.

Sapareto and Dewey �1984� proposed the concept of
equivalent thermal dose in order to elucidate the relationship
between thermal dosimetry and biological response. The fol-
lowing equation is defined for single point equivalent ther-
mal dose, also known as equivalent minutes at 43 °C
�EM43�, as a function of exposure temperature, T�x ,y ,z , t�,
and the total treatment duration D. When the temperature

history of a point within the tissue is known, the thermal
dose at that specific position can be calculated by

EM43�x,y,z,T� = �
0

D

R43−T�x,y,z,t� dt ,

R = � 0, T � 37 ° C,

0.25, 37 ° C � T � 43 ° C,

0.5, T � 43 ° C.

Based on the temperature profile measured during HIFU
exposure, the spatial distributions of the equivalent thermal
dose �represented by EM43� in the focal plane �transverse to
the beam axis� and in a longitudinal plane across the beam
axis of the transducer were evaluated in order to better un-
derstand the role of thermal dose in HIFU-induced gene ac-
tivation and lesion formation.

D. Experimental design

A total of three series of experiments were conducted to
investigate the trans-gene activation in the mouse tumor
model during HIFU treatment. The first series were designed
to demonstrate the feasibility of HIFU-elicited gene activa-

FIG. 1. �a� A schematic diagram of the B-mode ultra-
sound imaging-guided HIFU system. �b� Pressure dis-
tribution across the focal plane of the 1.1/3.3-MHz
HIFU transducer in free field. p+: peak positive pressure
and p−: peak negative pressure.
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tion in vivo. A total of five spatially distributed 1.1-MHz/10-s
HIFU exposures with a peak temperature of 55, 65, 75, and
85 °C were delivered to the center of the tumor at 2-mm
spatial interval in order to identify the appropriate HIFU ex-
posimetry for gene activation. Water-bath hyperthermia treat-
ment �42 °C-30 min� was used as positive control through-
out this study.

Following the feasibility study, the second series of ex-
periments was conducted to determine the optimal HIFU
conditions for gene activation in vivo. Specifically, the 1.1-
MHz HIFU exposures used were for increasing durations of
5, 10, 20, and 30 s with transducer outputs chosen so that,
for each exposure, the peak temperature reached was 65 °C
or 75 °C. In addition, the time course of hyperthermia- or
HIFU-induced gene activation in a week was monitored and
compared. The corresponding tumor growth curve was also
monitored for 20 days after HIFU treatment. Once the proper
thermal dose was identified, the effect of the scanning strat-
egy on HIFU-induced gene activation �75 °C-10 s� was fur-

ther investigated, using the 3.3-MHz HIFU transducer and a
dense-scan pattern across a 6�6 mm2 area with 1-mm step
size.

In the third series of experiments, the contributions of
two potential physical mechanisms, i.e., thermal stress and
nonthermal mechanical stress, to HIFU-induced gene
activation in vivo were compared. The thermal HIFU
�75 °C-10 s� was evaluated by scanning the tumor within
the focal plane �6�6 mm2 at 1-mm step size� of the 3.3-
MHz HIFU, which enhances thermal absorption while sup-
pressing cavitation in the targeted tissue compared to the
1.1-MHz transducer. Under the same scanning protocol, the
mechanical HIFU was evaluated by increasing the acoustic
output pressure of the transducer by fourfold while reducing
its duty cycle concomitantly from 100% �thermal HIFU� to
6.3% so that the same total acoustic power could be deliv-
ered. Using this approach, the accumulated thermal effect
could be eliminated because the peak temperature inside the
tumor during the 10-s mechanical HIFU exposure was kept
below 40 °C when the ambient temperature in the water bath
was maintained at 23 °C. Moreover, cavitation activities in-
side the tumor tissue during both the thermal and mechanical
HIFU treatments were monitored by B-mode ultrasound im-
aging and passive cavitation detection �PCD� technique. For
PCD measurements, a 3.5-MHz focused transducer �V380,
Panametrics Inc., Waltham, MA� was positioned confocally
with the 3.3-MHz HIFU transducer �Fig. 1�a��. The data ac-
quisition and signal processing protocols used are similar to
previously reported procedures �Chen et al., 2004, Rabkin et
al., 2005�. Briefly, fast Fourier transform �FFT� spectrums of
the acoustic emission signals emanated from HIFU-induced
cavitation bubbles inside the tumor were averaged and com-
pared at different exposure settings. The rms amplitude of
the broadband noise signals for each FFT spectrum between
4.5 and 5.5 MHz was further calculated and presented in
time sequence. The inertial cavitation �IC� activity was quan-
tified by computing the cumulated IC dosage �ICD�, which is
defined by the integration of the rms amplitude �in dBm� of
the power spectrum between 4.5 and 5.5 MHz over the entire
10-s exposure period �Chen et al., 2003�.

E. Gene expression assay

On the day for gene expression assay, 100 �L of aque-
ous D-luciferin solution was injected intraperitoneally into
the anesthetized animal 20 min before in vivo gene expres-
sion analysis using a Xenogen in vivo bioluminescence im-
aging system �Xenogen Inc., Alameda, CA�. The expressed
luciferase protein catalyzes the oxidation of injected
D-luciferin �enzyme substrate�, resulting in the emission of
bioluminescence �Wang et al., 2005�. Bioluminescence im-
ages were generated by integrating photon emission from the
mice tumor during an exposure time of 60 s at a fixed sen-
sitivity. The results were shown in pseudo-colors indicated
by the color bar. The final images were represented by su-
perimposing the pseudo-color bioluminescence images on
conventional gray scale images taken separately �Wang et
al., 2005�.

FIG. 2. Temperature profiles produced in mouse tumor tissues under �a�
different peak temperatures �55 °C–85 °C� and �b� different exposure du-
rations �5–30 s�. �c� Lateral distribution of peak temperature in mouse tu-
mor tissue produced by the 1.1-MHz/3.3-MHz HIFU transducer during
75 °C-10-s exposures.
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F. Tumor growth regression assay

Following HIFU treatment, tumor sizes were measured
using an electronic digital caliper every other day and the
tumor volume �V� was calculated using the formula for an
ellipsoid, V= �� /6�W2L, where L is the longest dimension
and W is the shortest dimension of the tumor. The tumor
growth curves for 20 days were determined and compared
with the control group.

G. Statistical analysis

Each experiment data point was averaged from six
samples unless otherwise indicated. Student’s t test was used
to determine the statistical significance and p�0.05 was
considered to indicate a statistically significant difference be-
tween two experimental configurations. All statistical analy-
ses were computed using the Office Excel program �Mi-
crosoft Inc., Seattle, WA�.

III. RESULTS

A. Feasibility of HIFU-induced gene activation in vivo

Enhanced luciferase expression in the tumor was clearly
detected in a wide range of temperatures at day 1 following
1.1-MHz/10-s HIFU treatment �Fig. 3�a��. It is important to
note that no transgene expression was observed in other vital
organs, such as lung and liver. Compared to the control
group, luciferase expression intensity within the tumor vol-
ume was found to increase by 15-, 95-, 120-, and 55-fold
with a peak HIFU temperature of 55, 65, 75, and 85 °C,
respectively �Fig. 3�b��. Maximum luciferase expression of
120-fold was detected in the 75 °C HIFU treatment group
although it is not statistically different from the 65 °C group.
Interestingly, higher �85 °C� or lower �55 °C� temperature
levels induced less gene expression activity in the solid tu-
mor. These observations of temperature-dependent gene ac-

tivation during in vivo study are consistent with our in vitro
experiments using HeLa and R3230Ac cell lines �Liu et al.,
2005�, as well as 4T1 cells �data not shown�. Altogether,
these results support the notion that an optimal window of
peak temperature �65 °C–75 °C� exists for eliciting maxi-
mum gene expression following a 10-s HIFU exposure.

B. Effect of treatment duration on HIFU-induced gene
activation

As illustrated in Fig. 4�a�, gene expression increased ini-
tially with the exposure duration and saturated after 10–20-s
exposure at a peak temperature of 65 °C or 75 °C. Further
increase of exposure duration to 30 s was found to inhibit the
overall gene expression intensity at both temperature levels.
Compared to the control group, gene expression following
1.1-MHz HIFU at the peak temperature of 75 °C was found
to increase by 40-, 120-, 115-, and 60-fold for exposure du-
rations of 5, 10, 20, and 30 s, respectively. Overall, 10–20-s
HIFU exposure with a peak temperature between 65 °C and
75 °C led to a maximum gene activation in the target tumor
tissue. Furthermore, the time course of gene activation elic-
ited by hyperthermia �42 °C-30 min� and 1.1-MHz HIFU
�75 °C-10 s� treatment were compared. As shown in Fig.
4�b�, peak luciferase expression level was observed at day 1
following both treatment regimens and decayed gradually to
the background level within 7 days. Specifically, luciferase
intensity rose to 160- and 58-fold on day 1 and day 3 fol-
lowing water-bath hyperthermia �42 °C-30 min� compared
to 120- and 33-fold increase induced by the 1.1-MHz HIFU
treatment �75 °C-10 s�. The discrepancy might be caused in
part by the heterogeneous temperature distribution inside the
solid tumor produced by the 1.1-MHz HIFU exposure proto-
col, in contrast to the relatively uniform temperature field in
water-bath hyperthermia.

FIG. 3. �a� Representative bioluminescence images of
luciferase distribution in the mouse model 24 h after
HIFU exposure. �b� Quantitative luciferase intensity af-
ter 1.1-MHz/10-s HIFU exposure at peak temperatures
of 55 °C–85 °C. HT: hyperthermia �42 °C, 30 min�.
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C. Tumor growth regression

Following the HIFU treatment �75 °C-10 s, 1.1 MHz�,
the tumor volume shrunk to approximately 33% in 12 days
while the tumor in the control group increased to 300% of
the original size, at which point the animal was euthanized
�Fig. 5�. The volume of HIFU-treated tumor, however, re-
bound gradually to 65% of the original size at the end of a
20-day observation period.

D. Effect of scanning strategy on HIFU-induced gene
activation

Under the same thermal exposure �75 °C-10 s�, the ef-
ficiency of HIFU-induced gene activation could be further

improved by proper selection of transducer frequency �1.1
vs. 3.3-MHz� and scanning density �5 vs. 36 spots as shown
in Fig. 6�a��. Figure 6�b� shows that HIFU-induced gene ac-
tivation was elevated from 120-fold at 1.1 MHz with a
sparse scan to 170-fold at 3.3 MHz with a dense scan �p
�0.05�. The latter is statistically comparable to the 168-fold
increase induced by hyperthermia �p�0.3�. It should be
noted, however, because both frequency and scanning den-
sity were changed, the current results could not pinpoint
which variable is more important in HIFU-induced gene ac-
tivation.

E. Physical mechanism: Thermal stress versus
mechanical stress

Figure 7 shows the equivalent thermal dose �represented
by EM43� in tumor tissues, calculated based on temperature
measurements in both the focal and beam planes during a
single 3.3-MHz HIFU exposure �75 °C-10 s�. The calcu-
lated iso-exposure contours for 55 °C-10 s, 65 °C-10 s, and
75 °C-10 s were outlined explicitly, together with the em-
pirical EM43 �=240 min� contour for thermal necrosis
�Damianou et al., 1995�. In the focal plane, the 55, 65, and
75 °C iso-exposure contours are concentric circles with di-
ameters of 1.6, 0.8, and 0.3 mm, respectively �Fig. 7�a��. In
comparison, the corresponding contours in the beam plane
are close to “cigar” shapes. For instance, the axial and lateral
beam diameters for the 65 °C-10 s contour were calculated

FIG. 4. �a� Effect of HIFU treatment duration on transgene activation
�5–30 s� at a peak temperature of 65 °C or 75 °C produced by the 1.1-MHz
transducer. �b� Comparison of the time course of luciferase gene expression
induced by HIFU and hyperthermia �HT� treatments.

FIG. 5. The time course of tumor growth regression following 1.1-MHz/
10 s HIFU treatment �75 °C-10 s�.

FIG. 6. �a� Schematic illustrations of sparse �1.1 MHz� versus dense
�3.3 MHz� HIFU scan strategies and �b� corresponding gene activation ef-
ficiency following 75 °C-10 s HIFU exposure.
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to be 2.2 and 1.2 mm �Fig. 7�b��. The total areas within the
55 °C-10 s contour, which is the primary gene activation
zone based on preliminary in vitro studies, were calculated to
be 2.5 and 7.0 mm2 in the focal and beam planes, respec-
tively.

Compared to thermal HIFU, mechanical HIFU exposure
often generates a bright hyperechoic spot at the beam focus,
which is presumably associated with the induction of cavita-
tion bubbles in the target tumor tissue �Fig. 7�c��. A signifi-
cant increase in the broadband noise of the acoustic emission

FIG. 7. The distribution of equivalent thermal dose �represented by EM43 in logarithmic scale� within �a� focal plane and �b� beam plane of the 3.3-MHz
transducer during 75 °C-10 s HIFU exposure. �c� B-mode images of cavitation activity in mouse tumor tissues induced by thermal and mechanical HIFU. �d�
Representative frequency spectrum of PCD signals, and �e� time evolution of the averaged broadband noise �4.5–5.5 MHz� in the PCD spectrum during a 10-s
HIFU exposure.
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signal spectrum was also detected during mechanical HIFU
exposure �Fig. 7�d��. In particular, generation of subhar-
monic and second harmonic components could be clearly
detected, which might be produced by the nonlinear scatter-
ing of cavitation bubbles inside the tumor tissue �Miller and
Bao, 1998�. Figure 7�e� shows the average rms amplitude of
the broadband noise in the frequency range of 4.5–5.5 MHz
during a 10-s treatment period. The inertial cavitation dosage
�ICD� of 498.2±42.5 dBm s produced by the mechanical
HIFU exposure is significantly higher than the corresponding
value of 245.67±27.3 dBm s generated by the thermal HIFU
exposure �p�0.05�. Altogether these results suggest that sig-
nificantly higher level of cavitation activities and associated
mechanical stresses were generated in the targeted tumor tis-
sue by the mechanical HIFU exposure than its counterpart of
thermal HIFU exposure.

As shown in Fig. 8, thermal HIFU was found to stimu-
late a gene activation of 170-fold in the target tumor tissue
compared to the control group, while the mechanical HIFU
only produced a fourfold increase. Together with the results
shown in Fig. 7, it is concluded that thermal stress is the
primary physical mechanism for HIFU-induced gene activa-
tion in vivo. The mechanical stresses produced during HIFU
exposure �primarily associated with cavitation�, although
strong enough to cause cell lysis and tissue damage, may not
be sufficient to elicit a measurable heat shock response �i.e.,
activation of hsp70B gene promoter�. It is worth noting,
however, that mechanical and thermal stresses may interact
synergistically to enhance the thermal deposition during
HIFU treatment �Bailey et al., 2003�.

IV. DISCUSSION

In clinical HIFU therapy, the peak temperature at the
beam focus could exceed 70 °C within several seconds,
leading to coagulative necrosis and lesion formation sur-
rounded by sub-lethally injured tumor tissues �ter Haar,
1995�. Up-regulated heat shock response has been detected
in the border zone of necrosis lesion during HIFU treatment
of BPH, raising the possibility of hsp-mediated immune re-
sponse following HIFU �Kramer et al., 2004; Kennedy,
2005�. The present study demonstrates that HIFU can indeed
elicit strong trans-gene activation under the control of
hsp70B promoter in vivo, presumably in sublethally injured
tumor tissues. It is observed that HIFU-induced gene activa-
tion depends considerably on exposure conditions, such as
peak temperature, duration, frequency, and scan strategy.
Furthermore, thermal stress, instead of cavitation-associated
mechanical stress, was found to be the primary physical
mechanism for HIFU activation of hsp70B promoter in vivo,
which is consistent with the results of our previous in vitro
study �Liu et al., 2005�.

Under the 1.1-MHz HIFU exposure protocol, maximum
gene expression following a 10-s exposure was produced at
peak temperature in the range of 65 °C to 75 °C both in
vitro and in vivo. Lower peak temperature ��55 °C� cannot
stimulate sufficient heat shock response while higher peak
temperature ��85 °C� may activate extensively cellular apo-
ptosis pathways, leading to programmatic cell death and thus
hindering the overall gene expression �Barry et al., 1990�.
This interpretation is further supported by the fact that higher

FIG. 8. �a� Representative bioluminescence images in
the mouse model and �b� corresponding luciferase in-
tensity induced by 3.3-MHz thermal and mechanical
HIFU treatments. Output conditions are ISAPA

=430 W/cm2 at CW mode for 10 s for thermal HIFU
�75 °C-10 s� and ISAPA=6849 W/cm2 with a duty
cycle of 6.3% �burst mode� for mechanical HIFU.
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gene expression was achieved at 10–20-s exposure rather
than 5 or 30 s with a fixed peak temperature of 65 °C or
75 °C �Fig. 4�a��. Heat-sensitive gene expression triggered
by HIFU and hyperthermia revealed a similar time course,
which was found to peak at day 1 post-treatment and decay
gradually within a week �see Fig. 4�b��. Biologically, the
same molecular pathway of heat shock response may be ac-
tivated by these two treatment regimens through a thermal
dose threshold mechanism, despite the dramatically different
rate at which the thermal energy is delivered to the target
tissue. Our results also suggest that optimization of HIFU
transducer frequency and scan strategy is important for
achieving maximum gene activation in vivo �see Fig. 6�.

Because of the nonuniform thermal field produced by a
HIFU transducer, it is likely that the gene expression pattern
within the targeted tumor volume will be heterogeneous.
However, such spatial variation in gene expression cannot be
resolved by the Xenogen in vivo bioluminescence imaging
system used in this study. Future investigations are warranted
to determine the spatial distribution of HIFU-induced gene
activation in tumor tissues, which may provide critical in-
sight for optimizing HIFU treatment strategies to maximize
gene activation. Based on pilot in vitro cell studies, we have
observed that luciferase positive cells surviving the HIFU
treatment were primarily produced between the 55 °C and
75 °C thermal dose contours as outlined in Fig. 7�a� �data
not shown�. In this range, escalating HIFU thermal exposure
levels will increase progressively the resultant cell death
while elevating concomitantly the heat shock response �Liu
et al., 2005�. A combination of cell survival rate and the
intensity of heat shock response per cell determines the total
accumulated gene expression in the tumor tissue, as shown
in Figs. 3 and 8�a�.

It is interesting to note that the thermal necrosis criteria
�i.e., EM43=240 min� widely quoted in HIFU literature also
falls within the thermal exposure range for gene activation
�see Fig. 7�a��. This empirical thermal necrosis criteria were
derived based on the histological analysis of muscle tissues
in 4–21 days following 44 °C-60 min hyperthermia treat-
ment �Damianou et al., 1995; Jansen and Haveman, 1990�.
Although majority of the cancer cells or tissue exposed to
HIFU at a thermal dose of EM43=240 min will die acutely or
gradually as a result of apoptosis or depletion of blood and
nutrition supplies, a few percent of HIFU treated cells and/or
tissue could survive �Liu et al., 2005; Wu et al., 2004�. This
observation probably reflects primarily the heterogeneous
nature of the biological response of cells and tissues to stress.
Therefore, it would be more accurate to interpret the thermal
necrosis criteria �EM43=240 min� as a threshold at which
coagulative necrosis may result in biological cells and tis-
sues, but not as a criterion to ensure total necrosis. It is also
desirable in the future to carry out systematic investigations
both in vitro and in vivo to better determine HIFU-induced
stress responses at cellular and molecular levels and their
correlation with sublethal heat shock response and tissue ne-
crosis.

HIFU-induced gene activation may also be useful in
regulating site-specific gene expression. Systemic dissemina-
tion of viral vectors following intratumoral delivery has been

found to be a serious problem that may limit its application
in cancer gene therapy �Wang et al., 2005�. While others
have focused on development of novel carriers that can sig-
nificantly reduce the systemic leakage of viral vectors from
the injection site in the solid tumor �Wang et al., 2005�, the
results of this study suggest that by employing a heat-
sensitive hsp-70B promoter HIFU can be used as a noninva-
sive physical method to control trans-gene expression both
spatially and temporally, thus eliminating the adverse effects
due to systemic dissemination of the viral vectors.

As shown in Fig. 5, following HIFU treatment the vol-
ume of tumor was initially reduced by 70% in 2 weeks and,
subsequently, the tumor started to regrow. This recurrence,
also frequently observed following clinical HIFU therapy
�Wu et al., 2004�, may arise from sublethally injured tumor
cells that survive the HIFU treatment. Such a limitation of
current HIFU cancer therapy may be potentially overcome
by a synergistic combination of HIFU thermal ablation with
heat-inducible cytotoxic or immunostimulatory gene therapy.
Conceptually, HIFU can be used to activate therapeutic
genes in sublethally injured tumor cells while thermally de-
bulking the primary tumor mass. Using this strategy, heat-
induced cytotoxic gene products or immunostimulatory fac-
tors may be produced simultaneously during HIFU therapy
to improve the killing of residual or distal metastasis tumor
cells via “bystander” effects or an enhanced antitumor im-
mune response �Li and Dewhirst, 2002�. Alternatively, a pre-
treatment of HIFU-induced gene activation at sublethal ther-
mal dose in the target tumor may be applied to boost the host
antitumor immune response before a full dose of regular
HIFU for thermally ablating the tumor mass is executed.
With the advance of transducer technology and real-time
thermal dosimetry monitoring by MRI �Hynynen et al.,
2001�, such new therapeutic strategies are feasible and
should be explored in the future to improve the effectiveness
of HIFU cancer therapy.

In conclusion, the present work opens up a new para-
digm for HIFU-regulated trans-gene activation in vivo. Fur-
ther animal studies are underway to explore the potential for
a synergistic combination of HIFU-induced thermal ablation
with heat-induced gene therapy to improve the overall qual-
ity and effectiveness of cancer therapy.
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Otariid seals �fur seals and sea lions� are colonial breeders with large numbers of females giving
birth on land during a synchronous breeding period. Once pups are born, females alternate between
feeding their young ashore and foraging at sea. Upon return, both mother and pup must relocate
each other and it is thought to be primarily facilitated by vocal recognition. Vocalizations of thirteen
female Australian fur seals �Arctocephalus pusillus doriferus� were recorded during the breeding
seasons of December 2000 and 2001, when pups are aged from newborns to one month. The pup
attraction call was examined to determine whether females produce individually distinct calls which
could be used by pups as a basis for vocal recognition. Potential for individual coding, discriminant
function analysis �DFA�, and classification and regression tree analysis were used to determine
which call features were important in separating individuals. Using the results from all three
analyses: F0, MIN F and DUR were considered important in separating individuals. In 76% of cases,
the PAC was classified to the correct caller, using DFA, suggesting that there is sufficient stereotypy
within individual calls, and sufficient variation between them, to enable vocal recognition by pups
of this species. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2202864�

PACS number�s�: 43.80.Ka �WWA� Pages: 502–509

I. INTRODUCTION

Recognition between parents and their offspring has
been studied extensively in colonial species, e.g., Californian
sea lions, Zalophus californianus �Schusterman et al., 1992�
Mexican free-tailed bats, Tadarida brasiliensis mexicana
�Balcombe and McCracken 1992�; razorbills, Alca torda �In-
sley et al., 2003b�, and king penguins, Aptenodytes patagoni-
cus �Jouventin et al., 1999�. In some colonial species, off-
spring are usually mobile at a young age and consequently
are able to socialize with similar-aged conspecifics and par-
ents must be able to recognize them when they return from
foraging trips �Scherrer and Wilkinson, 1993�. As parental
care promotes the survival of young, thus enhancing the par-
ents’ own reproductive success, selection should favor a
parent-offspring recognition system �Gubernick, 1981�.

In pinnipeds, maternal-offspring recognition appears to
be widespread, with most exhibiting some degree of recog-
nition. However, there are some exceptions, for example a
lack of maternal recognition exhibited by Hawaiian monk
seals �Job et al., 1995�. Various sensory modalities such as
spatial, vocal, and olfactory cues are also considered impor-
tant in the reunion process between a mother and her pup
�Riedman, 1990�. However, in a crowded breeding colony,
acoustic signaling is thought to be more effective for long-
range communication �Trillmich, 1981�.

Breeding and maternal care strategies among the Otari-
idae �fur seals and sea lions� are generally similar, with
mothers giving birth at a natal colony and providing exclu-
sive care to their own young. A few days after birth, females
depart on foraging trips offshore and upon their return must
relocate their own young within the colony �Riedman, 1990�.
This process continues until weaning. Once pups are born,
there is an initial period of bonding where nuzzling and vo-
calizing occurs between a mother and her newborn �Ried-a�Electronic mail:joytripovich@hotmail.com
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man, 1990�. Mothers call to pups using the call termed the
pup attraction call �PAC� and pups counter call using the
female attraction call. This period of intense vocalizing aids
imprinting between a mother and her newborn pup �Ried-
man, 1990�, and occurs within a few days of birth �Charrier
et al., 2001�.

For vocalizations to be used in individual recognition
they must display stereotypy within individuals and signifi-
cant variation between them �Falls, 1982�. Although the
presence of individual variation is insufficient evidence that
recognition occurs, it is the important initial stage in demon-
strating a potential for the recognition process. Individuality
of the PAC has been described in several otariid species �In-
sley et al., 2003a� with the overall structure of the PAC
showing general similarities, although slight differences
were evident between the species �Page et al., 2002; Stirling
and Warneke, 1971�.

Preliminary analysis of the PAC produced by female
Australian fur seals suggested it was of a lower frequency
than that produced by other Arctocephalines �Stirling and
Warneke, 1971�. Detailed information on the structure of the
Australian fur seal PAC, however, is lacking such that it is
not possible to discern whether it is distinct from, or displays
a different degree of individuality than, that of other
Arctocephalines.

The aims of this study, therefore, were to: �1� establish
detailed acoustic parameters that describe the PAC produced
by female Australian fur seals; �2� determine the degree of
individual variation; and �3� determine the acoustic features
that contribute to the individuality of calls.

II. METHODS

A. Study species

Australian fur seals �Arctocephalus pusillus doriferus�
come ashore between late October and early December giv-
ing birth 1 to 2 days later �Warneke and Shaughnessy, 1985;
Shaughnessy and Warneke, 1987�. Females then alternate be-
tween suckling their young ashore and foraging out at sea,
with maternal attendance patterns lasting approximately 1.7
days, and foraging trips increasing in duration as lactation
progresses �Arnould and Hindell, 2001�. Female Australian
fur seals suckle pups until they are 10 to 11 months of age
�Arnould and Hindell, 2001�; with lactation generally vary-
ing from 9 to 12 months in the Otariidae �see exceptions
Bowen, 1991�.

B. Data collection and acoustic analyses

The study was conducted at a breeding colony on
Kanowna Island �39°10�S, 146°18�E�, Bass Strait, Australia
�Fig. 1� This colony has an annual production of ca2300
pups �Kirkwood et al., 2005�, and the peak pupping date is 1
December �Warneke and Shaughnessy, 1985�. This island
has two main colonies: East and Main Colony �Fig. 1�. Re-
cordings were made over a one week period during two con-
secutive breeding seasons �10–16 December 2000 and 6–13
December 2001�. Pups during this recording period were
aged from newborn to one month of age.

In-air vocalizations of 13 adult female Australian fur
seals were recorded using a Sony digital tape recorder
�TCD-D8� with a directional K6/ME66 Sennheiser micro-
phone �frequency response 50–20 000 Hz±2.5 dB�. Record-
ings were made at a distance of 5–25 m from the vocalizing

FIG. 1. Map of the study site from which vocalizations of female Australian fur seals were recorded. Main and East Colony indicated on map.

J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Tripovich et al.: Vocalizations in female Australian fur seals 503



animal and were conducted during the early morning or af-
ternoon of each day. Individuals were recorded at different
locations and sampled during a single recording to avoid
re-recording the same focal animal.

Thirteen PACs from thirteen females �n=156� with high
signal-to-noise ratios were examined, with all calls having
rich harmonic structure �Phillips and Stirling, 2001�. Vocal-
izations were analyzed using SIGNAL 3.1 software package
�Engineering Design, MA�, at a sampling rate of 25 000 Hz,
a frequency resolution of 1024-point fast Fourier transforms
�FFT�, and an analyzing bandwidth of 24.41 Hz �sampling
rate/FFT�. Monitor settings produced cursor error rates of
±5.36 ms in the time domain and ±25.97 Hz in the frequency
domain. Call features analyzed from the PAC are described
in Table I and displayed on sonograms �Figs. 2�a�–2�c��

Measurements were made on the first harmonic since the
fundamental frequency was not always entirely visible on the
spectrogram.

C. Description of the PAC

The description of features and values characterizing the
PAC are presented in Tables I and II. As frequency features
were measured from the first harmonic band they were di-
vided by two to represent the fundamental frequency. This
ensures that results were comparable with other studies as it
is more common to represent call features of the fundamental
�Caudron et al., 1998; Collins et al., 2005�. The features
divided by two were: IN F, END F, MIN F, MAX F, and
MEAN F.

TABLE I. Description of twelve variables measured from the pup attraction call produced by female Australian fur seals.

Pup attraction call Description

Fundamental frequency �F0�a As all calls analyzed were harmonically rich, the distance
between each harmonic band should be equal. Therefore, the
fundamental frequency also equals the distance between two
harmonics. To keep measurements uniform, we took all readings
of this feature from the center of the call �Hz�.

Duration �DUR� Duration of the first harmonic band �ms�
Initial frequency �IN F�a The start frequency of the first harmonic band �Hz�
End frequency �END F�a Explains the frequency of the last point of the harmonic band

�Hz�
Minimum frequency �MIN F�a Minimum frequency of the first harmonic band �Hz�
Maximum frequency �MAX F�a Maximum frequency of the first harmonic �Hz�
Peak frequency �PEAK F1�b This was measured from the center of the call. It describes the

location of the energy band or harmonic that has the most energy
distributed in it �Hz�. When there were multiple peaks of equal
energy we only reported the frequency of the first peak.

Peak frequency �PEAK F2�b This was measured from the center of the call. It describes the
location of the energy band or harmonic that has the second most
energy distributed in it �Hz�. When there were multiple peaks of
equal energy we only reported the frequency of the first peak.

Peak frequency �PEAK F3� This was measured from the center of the call. It describes the
location of the energy band or harmonic that has the third most
energy distributed in it �Hz�. When there were multiple peaks of
equal energy we only reported the frequency of the first peak.

Peak frequency �PEAK F4� This was measured from the center of the call. It describes the
location of the energy band or harmonic that has the fourth most
energy distributed in it �Hz�. When there were multiple peaks of
equal energy we only reported the frequency of the first peak.

Mean frequency �MEAN F�a This was calculated by dividing the call into 15 intervals �i.e., 16
points�. The frequency at each of these points was measured and
then averaged �Hz�.

Coefficient of frequency modulation �CoFM� CoFM is as a measure of frequency modulation between
consecutive intervals �Harrington, 1989�.In this study, 16 data
points across H1 were measured and the absolute differences in
frequency between these consecutive intervals were summed and
then averaged. These averages were then standardized by dividing
by the mean fundamental frequency of the PAC and then
multiplying by 100 �%�.

Peak energy bandc The energy band number is given to describe the location of the
energy band or harmonic that has the most energy distributed in it
�Hz�. This was measured from the center of the call. When there
were multiple peaks of equal energy we only reported the
frequency of the first peak.

aLog transformations �log 2� were conducted to normalize variables.
bCould not be normalized.
cCategorical data.
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D. Statistical analysis of the PAC

1. Potential for individual coding

Potential for individual coding �PIC� �Robisson et al.,
1993; Charrier et al., 2002; Charrier et al., 2003a� analysis
was used to obtain quantitative information about each vari-
able, allowing the comparison of their potential as individu-
ality markers in the recognition system �i.e., if they are likely
or unlikely to be used in the individual recognition process�
�Charrier et al., 2003a�. This technique determines a ratio of
the between-individual variation relative to the within-

individual variation. The analysis first calculates the coeffi-
cient of variation �CV� for each call feature examined:

CV = � s . d.

Mean
� � 100

A corrected CV �CV*� was calculated following Sokal
and Rohlf �1985�

CV*�1 +
1

4n
� � �CV� ,

where n=number of individuals.
Both between-individuals �CVb� and within-individuals

�CVi� CV values were calculated. The �CVb� was calculated
for each characteristic for all individuals. While the
CVi grand mean was calculated for each individual for each
characteristic, and a grand mean was generated. A PIC value
was used generated using

PIC =
CVb

CVi grand mean
.

The higher the PIC value, the greater its contribution is to the
individual coding process �Charrier et al., 2003a�.

2. Discriminant function analysis

In addition to the PIC, discriminate function analysis
�DFA� and classification and regression tree �CART� analysis
were also used. The DFA compares variation among indi-
viduals across several variables at the same time. The analy-
sis is useful as it is likely that combinations of variables are
used in the recognition process. The DFA also calculates the
percentage of correctly classified calls and therefore deter-
mines the ability of the chosen variables to discriminate
among individuals �Klecka, 1980�.

Following normal transformation, DFA was conducted
on the variables identified in the PAC, to investigate inter-
individual variation �Table I�. Peak F1 and PEAK F2 could
not be normalized and were excluded from the DFA. In ad-
dition, as part of the computations involved in the DFA, the
analyses determined whether any of the call parameters were

FIG. 2. Sonogram of a pup attraction call �PAC� produced a female Austra-
lian fur seal. �b� Harmonic band with associated call features measured from
the pup attraction call produced by a female Australian fur seal. Call features
measured from sonograms are indicated on diagram. �c� Power spectra of a
pup attraction call produced by a female Australian fur seal. Peak frequency
indicated on diagram.

TABLE II. Characterization, CVs and potential for individual coding �PIC�
values of call variables of the pup attraction call produced by thirteen female
Australian fur seals �N=156�.

Pup attraction call Mean s.d. CVb Mean CVi PIC

F0 262.1 34.6 13.5 4.6 2.9
DUR 1030.3 278.5 27.6 19.3 1.4
IN F 226.2 50.6 22.8 15.2 1.5
END F 183.9 48.1 26.7 19.4 1.4
MIN F 178.8 44.4 25.3 18.2 1.4
MAX F 290.9 44.3 15.5 6.6 2.4
PEAK F1 827.7 374.5 46.1 27.1 1.7
PEAK F2 1055.2 546.0 52.7 43.6 1.2
PEAK F3 1258.7 581.0 47.0 44.1 1.1
PEAK F4 1299.5 608.8 47.8 45.3 1.1
MEAN F 251.7 34.9 14.1 5.2 2.7
CoFM 4.4 1.6 36.7 32.4 1.1

J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Tripovich et al.: Vocalizations in female Australian fur seals 505



redundant. If there are any redundant variables, the analysis
will not proceed until one of them is removed. In the current
study there were no variables that were redundant and con-
sequently all variables were included in the DFA �Table I�.

To examine the stability of the discriminate function a
cross-validation procedure was performed on the results. The
data were split into two groups; one group �training data�
contained half of the replicates for each individual and was
used to determine the discriminate function, while the second
group �test data� contained the remaining half of the data and
was used to evaluate the stability of the classification. This
process was repeated swapping the training and test data,
ensuring that each call replicate was used in both the test
data set and training data set at least once during the cross-
validation procedure.

3. Classification and regression tree analysis

There are several assumptions and limitations that are
associated with DFA including normality and homogeneity
of variance and it is also sensitive to outliers and missing
data. On the other hand, CART analysis is a nonparametric
technique that does not assume any specific distribution of
data �De’ath and Fabricius, 2000� and is therefore more flex-
ible in the variables that can be incorporated in the analysis.
Therefore all variables were considered in CART analysis to
determine which were important in separating individual
seals.

Classification and regression trees explain differences of
a single response variable by repeatedly splitting the data
into more homogeneous groups, using combinations of vari-
ables �De’ath and Fabricius, 2000�. Each group is character-
ized by a value of the response variable, the number of ob-
servations, and the values of the variables that describe it
�De’ath and Fabricius, 2000�.

A subsample of 12 parameters from 7 individuals were
used to determine which features were important in splitting
individuals. In total, 10 variables were found to be important
�all except PEAK F4 and COFM� and these were then used
to analyze the complete data set.

4. Peak frequency distribution in the PAC

Preliminary analysis indicated the PACs produced by fe-
males were rich in harmonic structure but that the energy
was not distributed evenly between the harmonic bands. In
most individuals, the majority of energy appeared in only
one band, with the occasional individual producing the ma-
jority of energy in two or three harmonic bands. Conse-
quently, the peak distribution of energy in harmonic bands
was examined in females to determine if this call feature
could be used as a basis to separate them.

III. RESULTS

A. Description of PAC

Female Australian fur seals produce loud calls that are
frequency modulated and rich in harmonic structure �Figs.
1�a�–1�c��. Female calls were long, averaging 1.0 s in dura-
tion �N=156 from 13 females, s.d.=278.49�. The majority of

call energy is located in the first and second harmonic bands
with a fundamental frequency of 262 Hz �Table II�.

B. Inter-individual variation

1. Discriminant function analysis

Ten variables from the PAC were used to discriminate
amongst thirteen female Australian fur seals using DFA.
There were significant differences in individual PAC
amongst females �Wilks� lambda=0.01, F �120,1054�=6.35,
p�0.01�. Discriminant analysis assigned 76% of the data
correctly to individual females, which is greater than would
be expected by chance alone �p�0.0001�. Assigning three or
more calls correctly per individual was considered significant
at the p=0.05 level. All individuals had six or more calls
correctly assigned and therefore all produced individually
distinct PACs �Table III�.

Roots 1–3 account for 91% of the variance of the data,
suggesting that these were more important in distinguishing
individuals. DUR and MIN F were strongly and positively
correlated to Root 1 while F0, END F, MAX F, and MEAN F
were strongly and negatively correlated. DUR and END F
were strongly and positively correlated to Root 2 while
MEAN F was strongly and negatively correlated. MEAN F
was strongly and positively correlated to Root 3 and F0, IN
F, MIN F, CoFM, and PEAK F3 were strongly and nega-
tively correlated �Table IV�.

The training cross-validation procedure resulted in 81%
of calls being correctly assigned �p�0.0001�, compared to
the test case where 47% of the calls were correctly assigned.
The probability of achieving the test percentage by chance is
p�0.01.

2. Classification and regression tree analysis

Initially a 15-node classification tree was pruned with
cross validation. As suggested by Van Opzeeland and Van
Parijs �2004� and De’ath and Fabricius �2000� the 1-SE rule
was adopted, this is the smallest tree for which the cross-

TABLE III. Number of calls correctly assigned by the discriminant function
analysis, proportion and position of peak energy bands in the pup attraction
call produced by female Australian fur seal.

Pup attraction call

Female No.
No. of calls correctly

assigned Harmonic No.
Proportion

of calls

1 7 H1 12
2 6 H1 7
3 8 H1 12
4 12 H1 9
5 9 H4 11
6 10 H4 5
7 10 H1 9
8 9 H2, H4 10, 9
9 11 H3, H4 7, 6

10 8 H1 9
11 11 H2 10
12 9 H2 11
13 9 H2 9
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validated error is within one standard error of the minimum
and this produced a 13-node classification tree �Fig. 3�. The
analysis classified 74% of the calls to individuals in the train-
ing set and 51% in the test set. This result is similar to that
from the cross-validation procedure in the DFA. From all
calls analyzed from this analysis there was a 26% misclassi-
fication rate in the train data set and a 49% misclassification
rate in the test data set. In this CART the F0 caused the first
major split of the data.

C. Classification of variables

1. Potential for individual coding

From the methods of Charrier et al. �2003a�, the PIC
analysis results were used to rank the variables into 3 groups
based on the variables’ contribution to the coding of indi-
vidual distinctiveness. The first group represented a high po-
tential for individual coding �2.5–3.0�, the second showed
medium potential for individual coding �1.4–1.7� and the
third group demonstrated a low potential for individual cod-
ing �1.1–1.2�. F0, Max F, and Mean F �PIC=2.94, 2.37 and
2.73, respectively� were classified as having a high potential
for individual coding. IN F, PEAK F1, DUR, END F, and
MIN F �PIC=1.50, 1.70, 1.43, 1.37, and 1.40, respectively�
and PEAK F2, PEAK F3, PEAK F4, and CoFM �PIC �

1.21, 1.07, 1.06, and 1.13, respectively� exhibited a medium
and low potential for individual coding, respectively �Table
II�.

Variables in the first and second groups are likely to be
used in the individual recognition process as they were more
individualized compared to those of the third group. Vari-
ables in the third group were considered unlikely to support
any information about the emitter’s identity �Charrier et al.,
2003a�.

2. Discriminant function analysis

In the DFA, Roots 1 and 2 were dominated by the fol-
lowing variables: DUR, MIN F, F0, END F, MAX F, and
MEAN F. These variables accounted for 85% of the data’s
variance indicating that they were the most important in
identifying individuals. The other three variables, INF,
CoFM, and PEAK F3, were included in Root 3 and ex-
plained a further 6% of the variance. These variables may be
important in separating individual females although to a
lesser degree. Once again, PEAK F1 and PEAK F2 were not
included in the DFA as they could not be normalized.

3. Classification and regression tree analysis

Important variables considered by primary splitters in
this CART were F0, PEAK ENERGY BAND, DUR, PEAK
F1, PEAK F3, and MIN F.

There are differences in the variables found to be impor-
tant by all three analysis techniques, however all agree that
the F0, DUR, and MIN F variables are all important in sepa-
rating individual seals.

D. Peak frequency distribution in the PAC

Table III displays the most common peak energy band
used by each individual and their frequency of occurrence.
The results indicate that most individuals analyzed �Females
1, 2, 3, 4, 7, and 10� displayed peak frequency in Harmonic
One �H1� in most replicate calls. However, some individuals
displayed peak energy in Harmonic Two �H2� �Females 11,
12, 13� and Four �Females 5 and 6�. There were also indi-
viduals �Females 8 and 9� that equally distributed peak en-
ergy in two harmonic bands. As a result this feature alone
could only discriminate 2 out of 13 females analyzed in the

TABLE IV. Results of the canonical discriminant analysis comparing the
pup attraction calls of female Australian fur seals.

Pup attraction call

Acoustic variable Root 1 Root 2 Root 3
F0 −0.44 0.20 −0.48
DUR 0.49 0.82 0.33
IN F 0.15 −0.13 −0.80
END F −0.44 0.49 0.03
MIN F 0.41 −0.17 −0.88
MAX F −0.42 0.22 0.16
PEAK F3 0.07 0.32 −0.61
PEAK F4 0.01 0.40 −0.37
MEAN F −0.49 −0.42 0.99
CoFM −0.07 0.14 −0.68
Eigenvalue 8.27 0.92 0.59
Cumulative proportion 0.77 0.85 0.91

FIG. 3. A 13-node classification tree showing how vocalizations from 13 individual female Australian fur seals split based on 10 vocal parameters.
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current study. With the majority of callers using harmonic
one �H1�, the results suggest that this feature is not a good
characteristic to separate individuals.

IV. DISCUSSION

For an individual seal’s call to be unique it must vary
from that of other seals and be stable within the caller. This
study demonstrates that the PAC produced by female Austra-
lian fur seals was correctly classified by the DFA in 76% of
cases and is consistent with other previous otariid studies
�74% in Antarctic fur seals, Arctocephalus gazella, Page et
al., 2002; 70% in South American fur seals, Arctocephalus
australis, Phillips and Stirling, 2000; 82% in Northern fur
seals, Callorhinus ursinus, Insley, 1992�. Call features found
to be important by this study indicate that pups may rely on
a combination of frequency, temporal, and amplitude-related
characteristics to differentiate between the calls of their
mother and those of other females. Similar results were
found with respect to South American �A. australis, Phillips
and Stirling, 2000� and subantarctic fur seals �A. tropicalis,
Charrier et al., 2003a�.

The overall structure of the PAC in Australian fur seals
is generally similar to that of other otariid species. However,
differences, can be noted between the species, in particular
Australian fur seals have a lower fundamental frequency
when compared to the other fur seals �Stirling and Warneke,
1971�. This feature and other call structure variations may
allow seals to discriminate among species, and result in re-
duced inter-breeding. Although the sample size in this study
was relatively small, call stereotypy in fur seals appears to be
fairly consistent with other studies with similar sample sizes
�DFA analysis: South American fur seals=70%, Phillips and
Stirling, 2000; Antarctic fur seals=74%, Page et al., 2002;
Australian fur seals=76%, current study; subantarctic fur
seals=84%, Page et al., 2002; New Zealand fur seals=88%,
Page et al., 2002�. Direct comparisons between studies is
difficult for a number of reasons including differences in
number of replicate calls per individual, acoustical features
measured, and the behavioral context of recordings, all of
which can affect the degree of individual distinctiveness
�Bee et al., 2001�. Nevertheless similarities are noted in the
degree of call stereotypy of the Arctocephaline species ex-
amined to date, with DFA classification rates ranging be-
tween 70% and 88%.

Thirteen acoustic features were analyzed in order to
evaluate their importance to call individuality in female Aus-
tralian fur seals. Six frequency �F0, MAX F, MEAN F, IN F,
END F, and MIN F�, one temporal �DUR�, and one ampli-
tude related feature �PEAK F1� displayed high to medium
PIC values. Five of the preceding features �F0, MEAN F,
END F, MIN F, and DUR� and to a lesser degree accounting
for 6% of the variance of the data, IN F, PEAK F3, and
COFM, were also important in the DFA. In the CART analy-
sis F0, PEAK F1, PEAK F3, MIN F, and DUR were impor-
tant. Given the results, CoFM, PEAK F2, and PEAK F4,
were not considered valuable in discriminating individuals.
Although a slightly different range of variables were identi-
fied as important for call individuality by all three methods

�PIC, DFA, and CART�, they agree that the F0, DUR, and
MIN F variables were important in separating individual
seals. Similar results were reported by Charrier et al.
�2003a�, where in female subantarctic fur seals, the funda-
mental frequency and the duration of the PAC were identi-
fied, by PIC analysis, as important.

In the current study, the initial, end, and minimum fre-
quencies of the first harmonic were found to be important in
separating female callers. Previous studies of subantarctic fur
seals and king penguins indicate that the start of calls may
contain more information encoding an individual’s identity
than the rest of the call �Charrier et al., 2003b; Jouventin et
al., 1999�. Although the current study indicates that the fea-
tures at the start of PACs were important in individual dis-
crimination, it also suggests that the end and minimum fre-
quencies are also important. Playback studies manipulating
the PAC would be advantageous to determine whether a
pup’s ability to recognize its mother is based on these call
features.

Previous research on call individuality has reported du-
ration and peak frequency to be important to an animal’s
identity. In South American �Phillips and Stirling, 2000� and
subantarctic fur seals �Charrier et al., 2003a� duration is a
key feature in distinguishing female callers, while studies on
northern fur seals �Callorhinus ursinus� proposed that the
duration of a call explained more of an emotive or arousal
state of the individual caller rather than providing cues on an
individual’s identity �Insley, 1992�. However, in the current
study duration, PEAK F1 and PEAK F3 were found to be
important to individuality, while PEAK F2 and PEAK F4
were not considered to be important. This result indicates
that PEAK F2 and PEAK F4 are not good individuality
markers and may express the emotive state of a caller. Simi-
larly, squirrel monkeys �Saimiri sciureus� have been shown
to alter the peak frequency of their vocalizations with differ-
ent behavioral states �Fichtel et al., 2001�.

Frequency modulation has been shown to be an impor-
tant characteristic of individual recognition in king penguins
�Jouventin et al., 1999�, subantarctic �Charrier et al., 2003a�
and South American �Phillips and Stirling, 2000� fur seals. In
contrast, the frequency modulation of calls in the present
study was not regarded as important in separating female
callers when compared to the other variables examined. Fur-
ther, it is unknown whether frequency modulation is impor-
tant in individual recognition in other otariid species, as this
feature has only been examined in a few studies to date.
There may also be cases where the variables measured may
not be totally representative of frequency modulation in
calls, as was suggested by Charrier et al. �2003a�.

Functionally vocal recognition has important conse-
quences to pups who are trying to locate their mothers for
nourishment. Based on the parent-offspring conflict theory
�Trivers, 1974� we expect the burden of reunion to be placed
more on pups. Unsuccessful pair reunions may result in a
mother’s reproductive loss, however, for the pup, pair re-
unions ultimately means survival or death. For that reason
there are distinct selective pressures for reunion between a
mother and her young �Insley, 2001�. Recent studies have
suggested an asymmetry of recognition, however, mutual
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recognition has been shown in otariids �Trillmich, 1981; In-
sley, 2001; Charrier et al., 2002, 2003b�. In this study we
found that the PAC produced by mothers could be assigned
in 76% of cases using DFA, which would suggest that pups
have the ability to actively find their mothers. The model
presented here in this study may have some shortcomings, as
suggested by the low cross validation results in both DFA
and CART. This may indicate that pups discriminate female
callers by different or additional call variables not included
in this study. To further explore this area of vocal recogni-
tion, playback studies where a pup’s ability to recognize its
mother’s voice should be tested. Additionally this process
would determine those features involved in the vocal recog-
nition process.
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Recordings of white-beaked dolphin whistles were made in Faxaflói Bay �Iceland� using a
three-hydrophone towed linear array. Signals from the hydrophones were routed through an
amplifier to a lunch box computer on board the boat and digitized using a sample rate of 125 kHz
per channel. Using this method more than 5000 whistles were recorded. All recordings were made
in sea states 0–1 �Beaufort scale�. Dolphins were located in a 2D horizontal plane by using the
difference of arrival time to the three hydrophones, and source levels were estimated from these
positions using two different methods �I and II�. Forty-three whistles gave a reliable location for the
vocalizing dolphin when using method II and of these 12 when using method I. Source level
estimates on the center hydrophone were higher using method I �average source level
148 �rms�±12 dB,n=36� than for method II �average source level 139 �rms�±12 dB,n=36�. Using
these rms values the maximum possible communication range for whistling dolphins given the local
ambient noise conditions was then estimated. The maximum range was 10.5 km for a dolphin
whistle with the highest source level �167 dB� and about 140 m for a whistle with the lowest source
level �118 dB�. Only two of the 43 whistles contained an unequal number of harmonics recorded at
the three hydrophones judging from the spectrograms. Such signals could be used to calculate the
directionality of whistles, but more recordings are necessary to describe the directionality of
white-beaked dolphin whistles. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2202865�

PACS number�s�: 43.80.Ka, 43.30.Sf �WWA� Pages: 510–517

I. INTRODUCTION

Dolphins are known to produce whistles for communi-
cation �e.g., Dreher and Evans, 1964; Lilly, 1963�. In order to
investigate the possible range over which dolphins can com-
municate using whistles, an on-axis source level must be
calculated. This has been done for bottlenose dolphin
�Tursiops truncatus� whistles �Janik, 2000� and Hawaiian
spinner dolphin �Stenella longirostris� whistles �Lammers
and Au, 2003�. To determine source levels of whistles we
need to know the position, distance, and orientation to an
animal. The former can be estimated from the time of arrival
differences �TOADs� of the signal at each receiver in an
array using cross correlation and hyperbolic calculations
�e.g., Spiesberger and Fristrup, 1990�. The sound level at
1 m from the source is called source level �SL� and a mini-
mum of three receivers are needed to calculate the distance
to the source in 2D �two dimensions� �e.g., Wahlberg et al.,
2001�. Calculated source levels of dolphin whistles vary be-
tween 109 and 180 dB re . 1 �Pa �Table 7.2 in Richardson
et al., 1995�. Source levels of whistles from the Hawaiian
spinner dolphin varied from 149.7 �rms�±3.2 dB re . 1 �Pa
to 156.0 �rms�±4 dB re . 1 �Pa �Lammers and Au, 2003�.
The mean source level was 158±0.6 dB re . 1 �Pa for
bottlenose dolphin (Tursiops truncatus) whistles and the

maximum source level was 169 dB �rms� re . 1 �Pa �Janik,
2000�.

Previously, it was reported that dolphin whistles were
limited to an upper frequency of 20 kHz �e.g., Popper, 1980�
but recently, using broad band equipment, it has been shown
that spectrograms of dolphin whistles can extend beyond
20 kHz �e.g., Rasmussen and Miller, 2002; 2004; Lammers
et al. 2003�. The lowest frequency is called the fundamental
frequency, and each higher-integer multiple of the fundamen-
tal frequency is a harmonic �Yost, 2000�. Rasmussen and
Miller �2002, 2004� reported white-beaked dolphin whistles
with fundamental frequencies up to 35 kHz. Lammers et al.
�2003� described whistles of Hawaiian spinner dolphins and
Atlantic spotted dolphins �Stenella frontalis� and reported a
mean frequency of the fourth harmonic at 69.0 kHz for spin-
ner dolphins and 54.5 kHz for spotted dolphins. Some of the
whistles had the maximum frequency of the fundamental
above 20 kHz �Lammers et al., 2003�.

The whistles of spinner dolphin’s are directional. Lam-
mers and Au �2003� suggest that the high frequency part of
the dolphin whistles and the different number of harmonic
components can be used by the dolphins as cues for direc-
tionality. Miller �2002� also found killer whales’ communi-
cation calls to be directional. The directionality has been
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suggested to be a cue used by the animals to position them-
selves in the group and useful for keeping group cohesion
�Lammers and Au, 2003; Miller, 2002�.

White-beaked dolphins are found within a few nautical
miles from shore from June to August in Faxaflói Bay, Ice-
land. These dolphins probably live in a fission-fusion com-
munity like that described for bottlenose dolphins �e.g.,
Smolker et al., 1993; Tyack 1997� and for Hawaiian spinner
dolphins �Norris et al., 1994�. Brownlee and Norris �1994�
suggested the whistles of the Hawaiian spinner dolphins are
used as an indicator of activity state, for example the occur-
rence of many whistles indicates a high activity state. This is
most likely the same for white-beaked dolphins. Usually
white-beaked dolphins travel in small groups of three to six
dolphins �Rasmussen, 1999� that are often widely separated
in the bay. However, they can quickly gather into larger
groups. How do the dolphins coordinate these gatherings? A
good explanation would be that they use their whistles for
this purpose.

Directional properties of whistles �and of the receiver�
along with a priori knowledge of typical source levels are
important cues for animals to determine the positions of
neighbors. Directional properties of whistles are more diffi-
cult to determine than source levels. The aims of this study
were to calculate source levels, communication range, and
directionality of white-beaked dolphin whistles in coastal
Icelandic waters.

II. METHODS

The recordings were made in August 2002 in Faxaflói
Bay �Iceland� about 6 miles NNW of Keflavik
�64°00.49�N,22°33.37�W�. The water depths were be-
tween 30 and 50 m in the area of recordings. The ambient
noise level was measured from a small boat with the engine
turned off and in sea-states 0–1 �Beaufort Scale� using a
Reson 4032 hydrophone connected via an amplifier to a
lunchbox computer sampling at 800 kHz; except for the hy-
drophone this setup was the same as that described in Ras-
mussen et al. �2004�. Recordings of whistles were made us-
ing the same towed linear hydrophone array as that described
by Lammers and Au �2003� and consisted of three custom-
built hydrophones �A, B, C� spaced 11.5 m apart and sepa-
rated from the boat by 25 m �see Fig. 1 and Lammers and
Au, 2003�. The array was towed behind the boat at speeds of
6–7 knots and a custom made “tow-fish” was used to sink
the array to a depth of approximately 2 m while a “tattletale”
assured the array was stable under water. Hydrophones A and
C had a sensitivity of −200 dB re . 1 V root mean square
�rms� per �Pa, and hydrophone B had a sensitivity of
−197 dB re . 1 V rms per �Pa.

The hydrophones had flat frequency responses �±3 dB�
up to 150 kHz. The calibration of the hydrophone array was
described in Lammers and Au �2003�. The hydrophones were
connected to a custom built amplifier using a 300-Hz high-
pass filter and to a lunchbox computer on board the boat. The
sample rate was 125 kHz per channel giving a Nyquist fre-
quency of 62.5 kHz. We did not use antialiasing filters. Had
aliasing occurred the result would have appeared as mirror-

imaged frequency sweeps of the fundamental in the spectro-
gram. We saw none of this. For aliased frequency compo-
nents in echolocation clicks to influence the amplitude of the
cross-correlation function �see below�, the clicks must be
emitted simultaneously with the whistle. We did not test for
this.

An orange buoy towed 25 m behind the boat marked the
location of hydrophone C and was used as a reference point
by observers for estimating the distance and bearing of sur-
facing dolphins relative to the hydrophones. We tried to get
the dolphins parallel to the boat during the recordings be-
cause this afforded the greatest opportunity for determining
both source levels and directionality. Group size estimates
were also noted during recordings.

Sound files were opened in Cool Edit Pro �version 2,
Syntrillium Software� and band-pass filtered to dampen un-
wanted tones at 17.33, 37.59, 48.7 kHz on all three channels.
Recordings were then scanned to identify times without
overlapping whistle contours from different individuals and
also for harmonic content. Nonoverlapping whistle contours
were preferably used as these represented the best opportu-
nity for localizing an individual and determining the source
levels.

We used two different methods for localizing the under-
water positions of vocalizing dolphins. Method II was intro-
duced because a low signal-to-noise ratio, particularly on
channel A, made cross correlation difficult using method I.
Two of the recording channels had a low-power electrical
interference signal that was highly correlated. This had the
effect that signals were almost always—presumably
falsely—localized on a line normal to and equidistant be-
tween the two hydrophones. In a correlation analysis of long
signals, correlated noise is problematic without making indi-
vidual judgments from call to call. To avoid this we chose to

FIG. 1. �Color online� Placement of the 43 whistles �diamonds� relative to
the boat and the hydrophone array �squares: A, B, C� when using method II.
Note that it is only possible to calculate the position of the dolphins in two
dimensions when using three hydrophones. The abscissa has the same di-
mensions as the ordinate and all positions on the starboard side of the boat
are mirrored on the port side. The small circle close to hydrophone C indi-
cates an orange buoy 25 m behind the boat. The circles around two dia-
monds �two dolphins� corresponds to two whistles with unequal number of
harmonics recorded on the three hydrophones �see Fig. 2�a��.
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analyze only those signals with enough power to be correctly
localized. This criterion excludes signals that would have
been correctly localized on the equidistant line between the
two affected hydrophones.

Method I: This method is described in Lammers and Au
�2003� and uses cross-correlation functions to calculate the
differences in arrival times of a signal at each of the three
hydrophones in the array. Localization was implemented in
Matlab �version 6.0, The MathWorks, Inc.� using a custom
written script. To determine the sound level, the program
steps through the selected whistle in 100-ms steps �12 500
samples�. Within each step the voltage values are squared,
summed, and divided by the step size �12 500 samples� to get
the mean. The square root is then taken of the mean to get
the rms value for that step �volts rms�. The process is re-
peated through the selected whistle. Next, the sound pressure
level �SPL� is calculated using the following equation: SPL
�re . 1 �Pa�= hydrophone output �dB at 1 V rms�−gain
�dB�+20 log �signal �volts rms�/�1 V rms��. Finally, the SL is
calculated by taking the transmission and absorption losses
�alpha� into account, which are a function of the distance
using SL = SPL + 20 log�distance� + �alpha��� � distance/
1000�. The absorption coefficient ��� can be expressed as
�=0.036 f1.5 �dB/km� �after Richardson et al., 1995�.

Method II: Cross-correlation functions were used to
calculate the difference in arrival time of a signal at each of
the three hydrophones in the array �as described in method
I�. The difference of arrival time between channel A and B
and the difference between B and C were shown as cross-
correlation functions in Matlab. We added another cross-
correlation function, the time difference between A and C as
a control ��tAC�. This time difference had to equal the sum of
the time difference between A and B ��tAB�, and B and C
��tBC�, i.e.,

�tAC = � �tAB + �tBC.

If this was not the case, the whistle was not used since the
calculated position would not be reliable. Often we had to
choose the second highest peak in the cross-correlation func-
tion to get a reliable position of the dolphin and not the
highest peak because noise gave the highest peak. �The noise

contribution often resulted in a high peak at 0 in the cross-
correlation function.�

Method II is similar to the method described by Spies-
berger �1998� using the amplitudes of the peaks in the cross-
correlation functions to estimate source levels. Spiesberger
�1998� solved the equations in general for n transducers,
however we used the method with three hydrophones �n
=3�. The principle is described for three transducers in the
Appendix. This is a method to minimize the contribution of
the noise when calculating source levels.

Finally the locations calculated using methods I and II
were compared with the locations of dolphin groups noted
during visual observations in the field. If the locations were
comparable, whistles were used, if not they were discarded.

III. RESULTS

Whistles from white-beaked dolphins were recorded
during the evenings of 19 and 21 August 2002. More than
5000 whistles were recorded in about 6 h �from 17:12 to
20:41 on 19 August and from 18:13 to 20:39 on 21 August�.
In both cases whistles were not detected during the first half
hour of recording, then occasional whistles were heard, and
finally continuous whistling was recorded. In each case when
recordings were linked to visual observations, group size
varied over time �min. 3 and max. 15 animals�, with a ten-
dency for group size to increase during the recording and
decrease at the end of recordings.

A. Source levels of whistles

The selection criteria outlined in Sec. II allowed for 43
whistles to be reliably found using method II and of these 12
whistles were found using method I �Fig. 1�. These calcu-
lated positions matched visual observations. This gave a total
of 129 source levels estimations from the recordings when
using method II and 36 source level estimates when using
method I. Source levels ranged from 118 to 167 dB �rms�
re . 1 �Pa �Table I�. Source levels were higher when using
method I than when using method II and the difference was
significant �N=12, one way ANOVA, F=12.3, p�0.05,
�Zar, 1996� see Table I�. This can be explained by the fact

TABLE I. Average source level estimates recorded on the three hydrophones �A, B, C�, minimum and maxi-
mum source level, and minimum and maximum distance of recordings. The estimates are shown both for
method I and method II.

Method Hydrophones Average SL �rms� ±SD
Min. SL �rms�–
Max. SL �rms�

Min. distance–
Max distance

A 148 dB re . 1 �Pa±12 124−160 dB re . 1 �Pa 6−182 m
Method I B 144 dB re . 1 �Pa±12 124−159 dB re . 1 �Pa 6−180 m
�N=12� C 152 dB re . 1 �Pa±10 136−166 dB re . 1 �Pa 13−180 m

A 139 dB re . 1 �Pa±11 120−153 dB re . 1 �Pa 7−176 m
Method II B 139 dB re . 1 �Pa±10 121−152 dB re . 1 �Pa 7−175 m
�N=12� C 140 dB re . 1 �Pa±10 125−156 dB re . 1 �Pa 13−174 m

A 144 dB re . 1 �Pa±8 126−163 dB re . 1 �Pa 5−176 m
Method II B 142 dB re . 1 �Pa±8 118−163 dB re . 1 �Pa 7−175 m
�N=43� C 146 dB re . 1 �Pa±8 129−167 dB re . 1 �Pa 13−174 m
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that source levels estimated using method I include ambient
noise, whereas when using method II we were using the
amplitude of the peak in the cross correlation and the noise is
reduced in the source level estimates �see the Appendix�. A
significant difference was found both between the methods
�mixed model, F=101.62, p�0.05, �Hand, 1997�� and the
hydrophones �mixed model, F=10.2, p�0.05 �Hand, 1997��
and also an interaction between the methods and hydro-
phones �mixed model, F=4.5, p�0.05 �Hand, 1997��. This
indicates that the differences in source levels recorded on the
three hydrophones are not the same when using the two dif-
ferent methods. The noise levels are reduced when using
method II resulting in less variation of source levels at the
three hydrophones when compared to method I.

B. Harmonic content

The percentages and numbers of the 43 whistles with
and without harmonics, judged from visual inspection of
spectrograms in Cool Edit, are shown in Fig. 2�a�. Fifty-eight
percent of the whistles contained only the first harmonic or
the fundamental frequency and the rest �42%� had higher
harmonic components. Only 5% �or two whistles� had un-
equal numbers of harmonics recorded on the three hydro-
phones. Figure 2�b� shows an example of a whistle with four
harmonics containing frequencies to at least 50 kHz.

The number of harmonics plotted against average source
level �±SD� and the maximum source levels on the three
channels �A, B, C� along with distances are shown in Figs.
3�a�–3�c� of whistles when using method II. No relationship
was found between source level and the number of harmon-
ics, suggesting that energy in the fundamental dominates.
The number of harmonics recorded decreased with increas-
ing distance �linear regression, r2=0.84, one way ANOVA,
p�0.005; for hydrophone A; r2=0.94, one way ANOVA,
p�0.005, for hydrophone B; r2=0.95, one way ANOVA, p
�0.05 for hydrophone C�. Whistles with five harmonics
were only recorded when the dolphins were close to the ar-
ray. The maximum distance to an animal was 31 m when
five harmonics were recorded and 176 m when the funda-
mental �first harmonic� was recorded on all three hydro-
phones �Fig. 3�.

The fundamental frequency of all the whistles with har-
monic components varied between 7 and 13 kHz �average
=10.7 kHz, SD=1.5 kHz�. Most whistles were upsweeps
and had a fundamental frequency of about 10 kHz �61%�,
giving the second harmonics at 20 kHz, the third at 30 kHz,
the fourth at 40 kHz, and the fifth at 50 kHz. We therefore
used a simulated third octave filter �made in Cool Edit� using
a center frequency close to these frequencies and bandwidth
as described in the Brüel and Kjær handbook �1985� in hopes

FIG. 2. �a� The percentages of whistles containing the
fundamental and higher harmonic components judged
from visual inspection in spectrograms recorded on the
three hydrophones �F0=H1 whistles containing only the
fundamental or the first harmonic, H1+H2=whistles
containing the first and second harmonic, H1+H2+H3

=whistles containing the first, second, and third har-
monic, H1+H2+H3+H4=whistles containing the first,
second, third, and fourth harmonic, H1+H2+H3+H4

+H5=whistles containing the first, second, third, fourth,
and fifth harmonic�. Note that only two whistles �5%�
contained unequal harmonic components recorded on
the three hydrophones. One of the two whistles had
three harmonics on hydrophones A and B, but only two
harmonics on hydrophone C. The other had five har-
monics on hydrophone B and four harmonics on hydro-
phones A and C �see Figs. 1 and 4�. �b� Example of a
whistle containing four harmonics �H1+H2+H3+H4

=whistle containing the first, second, third, and fourth
harmonics�. The whistle is shown as the time signal
�above�, the spectrogram �below�, and the power spec-
trum �to the left�. The spectrum is an average power
spectrum using the whole time signal. Note the fre-
quency content extends to frequencies above 50 kHz.
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of detecting directionality effects, especially at higher fre-
quencies. No trend was found. The signal-to-noise ratio
�S/N� varied within a whistle when looking at the different
third octave bands �Table II�, but a large variation was also

found between the different channels. However, in general
the signal-to-noise ratio decreased with the increasing num-
ber of harmonics, with good S/N for whistles containing only
the fundamental frequency and poor S/N for the fourth har-
monic in whistles with multiple harmonics.

IV. DISCUSSION

Signal intensity and directionality are important acoustic
communication parameters. Despite recording about 5000
whistles, only a few �43� satisfied our criteria for determin-
ing source levels. The source levels of white-beaked dolphin
whistles �118–167 dB re . 1 �Pa �rms�� are similar to those
found for other dolphin species �e.g., Janik, 2000; Lammers
and Au, 2003�, independent of the methods we used for the
calculations. The most difficult aspect in estimating the
source levels of dolphin whistles is obtaining reliable posi-
tions of individuals. Freitag and Tyack �1993� discuss this
problem with respect to multiple reflections both from the
surface and from the bottom as well as the problem of poor
signal-to-noise ratio. Dolphins must deal with the same prob-
lems, but it may not be as important for them to know the
exact position of another whistling dolphin or of a vocally
active distant group, reducing the need for high signal-to-
noise ratios. However, whistles may be used to identify in-
dividuals, so-called “signature whistles” �Caldwell et al.,
1990�. “Signature whistles” have been suggested to be cohe-
sion calls as to keep contact between dispersed group mem-
bers �Janik and Slater, 1998� and they may be important for
maintaining contact between a mother and a calf �Smolker et
al., 1993�. In this case it must be important for the mother
and/or the calf to locate the other precisely from the whistles,
especially in murky waters and at night. The dolphins use
multi-harmonic whistles and since directionality of the emit-
ted signal and of the auditory receiver increases with increas-
ing frequency, higher harmonics could be used by a dolphin
for positioning a caller �Au, 1993; Lammers and Au, 2003�.
Determining directionality from harmonics of the 43 signals
was not possible with our recording methods. But it should
be trivial for a dolphin to determine the direction and dis-
tance to a whistling conspecific. They are continuously mov-
ing and whistling when acoustically active and they can pre-
sumably identify the signals of other group members and
perhaps those of individuals in other groups. With this and
their directional hearing, as well as directionality of the sig-
nal, an animal should have sufficient information for local-
ization. Our monitoring methods do not offer these advan-
tages.

The extensive recordings of whistles from white-beaked
dolphins using broad band recording equipment presented
here reveal whistles rich in harmonics that were not reported
earlier �Rasmussen and Miller, 2002, 2004�. As mentioned
above, harmonics could be used to determine direction to a
source, at least at closer rangers. Figure 4 shows the position
of a dolphin estimated from two whistles. These two whistles
were recorded with an interval of about 10s and could be
produced by the same animal. One whistle had five harmon-
ics on all three hydrophones and the other had five harmon-
ics on hydrophone B, the middle hydrophone, and four har-

FIG. 3. Distribution of the whistles containing a different number of har-
monics plotted with the average source level �±SD� �white squares� and the
maximum source level �white circles� using method II. In addition the av-
erage distance �±SD� �black squares� and the maximum distance �black
circles� are included in �a� hydrophone A, �b� hydrophone B, and �c� hydro-
phone C. See Fig. 2 for the number of signals in each category. Note the lack
of a trend between source level and distance, and that the number of har-
monics is inversely proportional with distance.

514 J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Rasmussen et al.: Source levels of dolphin whistles



monics on hydrophones A and C. Unfortunately it was not
possible to estimate the beam pattern of the whistle owing to
few usable signals recorded with this type of array. Increas-
ing the number of hydrophones in the array would decrease
range error �e.g., Spiesberger and Fristrup, 1990; Wahlberg et
al., 2001� and provide more data for determining the beam
pattern of white-beaked dolphin whistles.

Sound production in odontocetes has been evaluated
with a piston model �e.g., Au, 1993�. Lammers and Au
�2003� described a theoretical beam pattern of bottlenose
dolphin whistles using a 4-cm piston radius. The beam pat-
tern of white-beaked dolphin clicks is narrower than that of
bottlenose dolphin clicks �Rasmussen et al., 2004�. A piston
radius of 6 cm gave the best fit for white-beaked dolphin
clicks so we used 6 cm to model the beam pattern for
whistles. At 30 kHz the 10-dB beam is 40°, at 40 kHz it is
30°, and at 50 kHz we get 20°. These frequencies correspond
closely to those in the third, fourth, and fifth harmonics of

white-beaked dolphin whistles. Figure 4 illustrates the beam
pattern of two consecutive whistles separated by a 10-s in-
terval. Assuming the whistles came from the same animal, it
is possible for a dolphin at a distance of 11 m from hydro-
phone A to ensonify all hydrophones with five harmonics
�dashed lines, 30°�, but with another whistle, and by chang-
ing the beam width, to only ensonify hydrophone B with five
harmonics �solid lines, 20°� and hydrophones A and C with
four harmonics of its beam. The bottlenose dolphin shows
considerable control over its echolocation beam width
�Dankiewicz et al., 2005�.

Contact ranges are also important factors in communi-
cation. These can be calculated by using signals with highest
�167 dB� and lowest �118 dB� source levels and some as-
sumptions. If we assume white-beaked dolphins have similar
hearing sensitivity as bottlenose dolphins �Au, 1993�, then at
10 kHz the detection threshold �DT� should be
65 dB re . 1 �Pa. The ambient noise level �NL� in Faxaflói
Bay �sea state 0–1� measured using a 1

3-oct filter centered at
10 kHz �Spectra Plus, Sound Technology Inc.� was about
75 dB re.1 �Pa �Fig. 5�. In this case the hearing of the dol-
phins is limited by the ambient noise level. When using a
source level of 167 dB �SL�, the maximum transmission loss
before the sound becomes inaudible will be 167 dB�SL�
−75 dB �NL�=92 dB. At 10 kHz the loss due to absorption
is 1.1 dB/km and the transmission loss of 92 dB corresponds
approximately to a range of 10.5 km. When using a mini-
mum source level of 118 dB, the transmission loss equals
43 dB, giving a communication range of up to about 140 m.

Assuming that our distance determinations using acous-
tic and visual methods are reasonable, how can we account
for the large variation in source level? We found the source
level of white-beaked dolphin whistles to vary between 118
and 167 dB �n=129� using method II and between 124 and
166 dB �n=36� using method I �see Table I�, resulting in

TABLE II. Third octave analyses of three whistles including the fundamental, second, third, and fourth harmonics. The distance from each hydrophone to the
dolphin is included in the table. The whistles were filtered using a third octave filter constructed in Cool Edit centered at 10, 20, 31.5, and 40 kHz. The rms
value in dB of the filtered portion of the signal at each hydrophone relative to the unfiltered whistle and the noise in each third octave band relative to the full
band width noise were measured in Cool Edit. In addition the signal-to-noise ratio �S/N� is noted in each third octave band. Note poor S/N at higher
frequencies; this cannot be explained by loss due to absorption at higher frequencies, but rather by less energy in higher frequencies, more noise, and maybe
some directionality. Note the poorer S/N for the higher harmonics, a factor that makes it difficult to determine whistle directionality.

Whistle
no.
�and
duration�

Hydro-
phones

Distance
�m�

Signal
�rms�
�dB�

10 kHz
Noise
�rms�
�dB�

S/N
�dB�

Signal
�rms�
�dB�

20 kHz
Noise
�rms�
�dB�

S/N
�dB�

Signal
�rms�
�db�

31.5 kHz
Noise
�rms�
�dB�

S/N
�dB�

Signal
�rms�
�dB�

40 kHz
Noise
�rms�
�dB�

S/N
�dB�

1
�600 ms�

A 22 −35 −50 15 −45 −50 5 −44 −51 7 −44 −51 7

1 B 32 −37 −56 19 −52 −60 8 −50 −60 10 −50 −60 10
1 C 43 −34 −56 22 −43 −49 6 −39 −49 10 −41 −51 10
2
�1 s�

A 11 −28 −49 21 −27 −42 15 −32 −35 3 −34 −35 1

2 B 20 −33 −54 21 −32 −52 20 −38 −48 10 −42 −45 3
2 C 31 −36 −48 12 −39 −50 11 −44 −51 7 −46 −49 3
3
�500 ms�

A 54 −26 −52 26 −32 −53 21 −46 −55 9 −51 −52 1

3 B 46 −28 −56 28 −34 −59 25 −49 −63 14 −58 −61 3
3 C 40 −28 −53 25 −31 −57 26 −47 −59 12 −53 −57 4

FIG. 4. Two whistles recorded at 10-s intervals giving the same position;
one whistle contained unequal harmonics and the other equal harmonics.
The former had five harmonics on hydrophone B and four on hydrophones
A and C. The latter had five harmonics on all three hydrophones. The cal-
culated distances to the dolphin were 11, 20, and 31 m from hydrophones A,
B, and C, respectively �see Fig. 1�. The two whistles could have come from
the same dolphin or two different dolphins. We used a radius of 6 cm in the
piston model to calculate the directionality of white-beaked dolphin
whistles. The calculated beam width for the fifth harmonic is 20° and for the
fourth harmonic is 30°. See text for further explanation.
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source level variations of 42 to 49 dB. This variation cannot
be explained by the orientation of the animals. The first har-
monic of the white-beaked dolphin whistles contains the
main part of the energy �Table II�, which is about 10 kHz.
Dolphin whistles are almost omni-directional at 10 kHz with
a 3-dB beam width of 180° �Lammers and Au, 2003�.

The variation in source levels may be explained by dol-
phins communicating at different ranges. On the first record-
ing day we initially recorded quiet whistles with a single
group of dolphins around our boat. The whistles became
louder shortly before new dolphins joined the group and fi-
nally became more quiet at the end of the recording session
with only a single group of dolphins in view. This scenario
suggests that louder whistles were attracting distant individu-
als. Consequently, individuals communicating within the
group may use quieter whistles while those communicating
between distant groups may use louder whistles.

In conclusion this study shows that white-beaked dol-
phin whistles could be used both for short-range �up to about
140 m� and for long-range communication �up to about
10.5 km�. In addition, our study indicates that white-beaked
dolphin whistles are directional, an important factor for
acoustic communication.
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APPENDIX: SOURCE LEVEL ESTIMATES FOR THREE
TRANSDUCERS

First, we observe that the peaks of the cross-correlation
functions �CCFs� between the signals at the three channels
�a,b,c� are readily obtainable. We use the delay estimates
derived from these CCFs to align the signals.

The three aligned signals,

xj�t� = sj�t� + nj�t�, j � �a,b,c� , �A1�

then represent the observed signals, delayed so that the cor-
relation between them is maximal. The noise terms, nj, are
assumed to be independent in the three channels. The “sig-
nal” terms, sj, represent attenuated copies of the unknown
signal ultimately to be estimated. The alignments mean that,
for instance, for signals xa and xb,

� xa�t�xb�t� dt = max�CCF�xa,xb�� 	 Pab �A2�

with similar definitions for Pac and Pbc. The sought after
energies, Ej, of the signals, sj, are given by

Ej =� Sj
2�t� dt . �A3�

The signals sj can be factorized so that

sj�t� = 
Ejsj�t�, with � sj
2�t� dt = 1. �A4�

Since the variation between the signals sj is dominated by a
scaling factor, we can write �A1� as

xj�t� = 
Ejs�t� + nj�t� , �A5�

that is, as three amplitude factors times the common unit
energy signal plus an uncorrelated noise term for each signal.
Inserting �A5� in �A2� gives

Pab =� �
Eas�t� + na�t���
Ebs�t� + nb�t�� dt

=� 
Eas�t�
Ebs�t� + na�t�nb�t� + 
Eas�t�nb�t�

+ 
Ebs�t�na�t� dt . �A6�

In �A6�, the noise terms at the three receivers are uncorre-

FIG. 5. System noise level �light gray line� with fre-
quency plotted using 1

3 octave filter and ambient sea
noise level �black line� in Faxafloí Bay, Iceland, re-
corded at Beaufort 0-1.
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lated with each other and the signals are uncorrelated with
noise, so—using �A4�—only

�� 
Eas�t�
Ebs�t� dt = 
Ea

Eb �A7�

remains. The amplitude of each peak of the CCFs is the
product of the square roots of the signal energies. With the
three cross-correlation peaks we can therefore find the ener-
gies of sj as

Ea =
PabPac

Pbc
, Eb =

PabPbc

Pac
, Ec =

PacPbc

Pab
. �A8�
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Source-to-sensation level ratio of transmitted biosonar pulses
in an echolocating false killer whale
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Transmitted biosonar pulses, and the brain auditory evoked potentials �AEPs� associated with those
pulses, were synchronously recorded in a false killer whale Pseudorca crassidens trained to accept
suction-cup EEG electrodes and to detect targets by echolocation. AEP amplitude was investigated
as a function of the transmitted biosonar pulse source level. For that, a few thousand of the
individual AEP records were sorted according to the spontaneously varied amplitude of
synchronously recorded biosonar pulses. In each of the sorting bins �in 5-dB steps� AEP records
were averaged to extract AEP from noise; AEP amplitude was plotted as a function of the biosonar
pulse source level. For comparison, AEPs were recorded to external �in free field� sound pulses of
a waveform and spectrum similar to those of the biosonar pulses; amplitude of these AEPs was
plotted as a function of sound pressure level. A comparison of these two functions has shown that,
depending on the presence or absence of a target, the sensitivity of the whale’s hearing to its own
transmitted biosonar pulses was 30 to 45 dB lower than might be expected in a free acoustic field.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2202862�

PACS number�s�: 43.80.Lb �WWA� Pages: 518–526

I. INTRODUCTION

The biosonar of odontocetes �toothed whales, dolphins,
and porpoises� has been a subject of interest over the past
few decades �Nachtigall and Moore, 1988; Au, 1993; Tho-
mas et al., 2004�, but many of the basic mechanisms under-
lying echolocation functioning remain uninvestigated. In par-
ticular, the problem of the avoidance of masking of faint
perceived echoes by the much more intense transmitted bio-
sonar pulses remains unsolved. When an animal echolocates,
it hears not only the echo but also its own transmitted acous-
tic pulse. When a target is small and distant, the echo is
many times weaker than the outgoing pulse. Due to high
sound velocity in water, the delay between the transmitted
pulse and its echo may be very short, down to a few milli-
seconds. Normally, in these conditions, one would expect
strong forward masking of the echo but successful perfor-
mance of the biosonar of odontocetes indicates that this sort
of masking is negligible. For understanding the mechanisms
of releasing from self-masking by transmitted pulses, among
other features of the biosonar, it needs to be known how
loudly the transmitted pulses are heard by the animal. In the
present study, we tried to clarify this issue.

Some mechanisms that serve to avoid or diminish the
forward-masking effect in the odontocete’s auditory system
are already known. In particular, their auditory system has a
very high temporal resolution as demonstrated by a variety

of psychophysical �Au, 1993; Nachtigall et al., 2000; Hel-
weg et al., 2003� and physiological �evoked response� data
�Supin and Popov, 1995a, b; Dolphin et al., 1995; Popov and
Supin, 1997; Popov et al., 2001; Supin et al., 2001; Supin
and Popov, 2004; Mooney et al., 2006�.

Another possible way to avoid the self-masking in the
biosonar may be to concentrate acoustic energy into the
transmitted beam directed to a target and to dampen the
acoustic energy reaching the animal’s ears. Indeed, the role
of the skull and melon as concentrators of transmitted sounds
in front of the head is well known �Cranford, 2000; Ketten,
2000� along with the presence of sound-muffling structures
inside of the head, in particular, air-filled peribullar and
pterygoid sinuses. One more way to avoid the self-masking
may be a short-term suppression of sensitivity during and
immediately after the emission of each biosonar pulse with a
subsequent quick releasing of this suppression. Mechanisms
like this, based on the stapeadial reflex of the middle ear,
have been demonstrated to occur in echolocating bats �Suga
and Jen, 1975�, but it is not known yet whether there is any
contribution of any of these mechanisms in avoiding the self-
masking effect in odontocetes because the toothed whale’s
ability to hear its own outgoing clicks, as compared to exter-
nal sounds of similar amplitudes, has not yet been measured.

One way to examine this issue is to record the brain
auditory evoked potentials �AEPs� during natural echoloca-
tion in dolphins. AEPs indicate the magnitude of the brain
response to sounds. Recording AEPs during echolocation can
show how the brain responds to both the emitted click and
echo. Studies in a false killer whale �Supin et al., 2003,
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2004, 2005� have shown that this approach is feasible. Dur-
ing active echolocation experiments, a set of AEPs was re-
corded containing responses to both the transmitted sounds
and to the echoes. In the present study we used this method
to evaluate the sensation level of the transmitted biosonar
pulses in a toothed whale. For that, the AEPs provoked by
the transmitted biosonar pulses of varying intensity were
compared with AEPs provoked by external stimuli of known
intensities. Assuming that �keeping other conditions equal�
stimuli of equal sensation levels produce equal AEP ampli-
tude, we attempted to assess how much the hearing of the
whales own transmitted biosonar pulses was reduced when
compared to externally generated pulses.

II. MATERIALS AND METHODS

A. Subject and experimental conditions

1. General

The experiments were carried out in facilities of the Ha-
waii Institute of Marine Biology, Marine Mammal Research
Program. The subject was a false killer whale Pseudorca
crassidens, an approximately 30-year-old female kept in a
wire-net enclosure in Kaneohe Bay, Hawaii. The animal was
trained to accept soft latex suction cups containing EEG
electrodes to pick up the evoked potentials, to ensonify and
recognize targets by echolocation, and to report the target
presence or absence using a go/no-go reporting paradigm.
Two experimental procedures were used: �1� recording AEP
to biosonar clicks and �2� recording AEP to external stimuli.

2. AEP to biosonar clicks

The experimental facilities were laid out as follows �Fig.
1�a��. The experimental enclosure was constructed of a float-
ing pen frame �1�, 8�10 m2 in size, supported by floats and
bearing an enclosing wire net. This enclosure �the animal
section� linked to a target section—another floating frame
�2�, 6�8 m2 in size that served to mount targets and did not
bear net. In the net divider separating these two sections,
there was an opening bounded by a hoop �3�, 55 cm in di-
ameter, that served as a hoop station for the animal. In front
of the hoop, a hydrophone �4� was positioned 1 m from the
level of the animal’s blowhole to record the echolocation
pulses. A target �5� was hung from a thin monofilament line
at a distance of 3 m from the animal’s head and could be
pulled up out of water and lowered down into water. The
targets were hollow aluminum cylinders with an outer diam-
eter of 38 mm �1.5 in. � and 25.5 mm �1 in. � inner diameter,
axis vertical. Two targets were used: 180 and 32 mm long,
their target strengths were −22 and −37 dB, respectively. The
hoop station �3�, the hydrophone �4�, and the lowered target
�5� were in a horizontal straight line, all at a depth of 80 cm.
In front of the animal, there was a movable baffle �6�. When
pulled up, this baffle screened the target section from the
animal positioned in the hoop station; when it was lowered
down, it opened the space in front of the animal. Behind the
baffle, there was a screen �7� made thin black polyvinylchlo-
ride film that was sound-transparent but not light-transparent.
This screen served to prevent visual detection of the target.
Near the hoop station, a response ball �8� was mounted

above the water surface serving as a target-present response
indicator. The trainer kept a position �9� to give instructions
to the animal and to reward it with fish for correct responses.
The animal’s position in the stationing hoop was monitored
through an underwater video camera �10�. The electronic
equipment and the operator were housed in a shack �11�.

3. AEP to external stimuli

In these experiments �Fig. 1�b��, the experimental enclo-
sure �1� was supplied with a hoop station �3�. At a distance of
2 m in front of the hoop station, there was a sound-
transmitting transducer �12�. The trainer kept a position �9�
to give instructions to the animal and to reward it with fish
for correct performance. The electronic equipment and the
operator were housed in a shack �11�.

B. Experimental procedure

1. AEP to biosonar clicks

Each session included an equal number of target-present
and target-absent trials. The experimental procedure was as
follows.

�i� Each session began with the trainer attaching suction-
cup electrodes for AEP recording �see below for detail�. �ii�
The animal was given a signal to go to the hoop station.
During the animal positioning, the baffle �6 in Fig. 1�
screened the target from the animal. The target was either
lowered down into water �a target-present trial� or pulled up
out of water �a target-absent trial� in advance. �iii� As soon
as the animal took the position in the hoop station, the baffle
was lowered down, thus opening the space in front of the

FIG. 1. Experimental conditions �a� for recording AEP to biosonar clicks
and �b� for recording AEP to external stimuli. 1—experimental enclosure,
2—target section, 3—hoop station; 4—hydrophone, 5—target, 6—baffle,
7—screen, 8—response ball, 9—trainer’s position, 10—video camera, 11—
operator’s shack, and 12—transducer.
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animal. Immediately after that, the animal emitted a train of
echolocation clicks; as a rule there were 20 to 50 clicks in a
train. �iv� If the target was present, the animal was required
to signal its detection by leaving the hoop and touching the
signal ball, then coming to the trainer for the fish reward.
During the no-target trails, the animal was required to wait
until it was signaled to leave the hoop and come for the fish
reward.

Each session consisted of 40 trials, 20 target-present and
20 target-absent, randomly alternated. During each trial, the
sound and AEP-acquisition system �see below� was turned
on as soon as the baffle was lowered, and it was kept on until
the end of the echolocation pulse train. Thus, both transmit-
ted biosonar pulses and AEPs provoked by these pulses were
collected.

2. AEP to external stimuli

Each session began with the trainer attaching suction-
cup electrodes for AEP recording. In each trial the animal
was sent to a hoop station. As soon as the animal held the
proper position, external stimuli �sound pulses� began to be
played through the transducer, and AEP to these stimuli were
collected. The animal was required to stay in the hoop for
approximately 1 min while 1000 stimuli at a rate of 20/s
were presented and the AEP were collected. After that, the
animal was called back to the trainer for reward.

C. Instrumentation and data collection

1. AEP to biosonar clicks

The recording equipment was designed as shown in Fig.
2. Brain potentials were picked up from the subject �1� by
EEG electrodes �2� which were gold-plated disks 10 mm in
diameter mounted within rubber suction cups 60 mm in di-

ameter. The active electrode was attached with conductive
gel at the dorsal head surface, at the midline, 5–7 cm behind
the blowhole. The reference electrode was also attached
along with conductive gel on the animal’s back near the dor-
sal fin. Brain potentials were led by shielded cables to a
balanced EEG amplifier �3� and amplified by 2.5�104

within a frequency range from 200 to 5000 Hz. The ampli-
fied signal was monitored by an oscilloscope Tektronix
TDS1002 �4� and entered into a 12-bit analog-to-digital con-
verter �5� of a data acquisition card DAQ-6062E �National
Instruments� installed in a standard laptop computer. Signals
from the sound-recording B&K 8103 hydrophone �6� were
amplified by a custom-made 40-dB amplifier �7�, monitored
by the same oscilloscope �4�, and led to another analog-to-
digital converter �8� of the same data acquisition card. Sam-
pling rates were 25 kHz for the EEG-recording channel and
250 kHz for the sound-recording channel.

Data acquisition process was controlled by a custom-
made program designed on the base of LabVIEW software
�National Instruments�. The program continuously monitored
the sound-recording input, and each time when the signal
exceeded a predetermined triggering level, a 10-ms window
of the EEG-recording channel and 0.2-ms window of the
sound-recording channel were stored in computer memory
�9�; the sound-recording window included 0.02-ms pretrigger
time. The triggering level to detect biosonar pulses was com-
pression of 150 dB re 1 �Pa; for majority of pulses, the one-
peak wave corresponded to a peak-to-peak level of around
155 dB. Lower triggering level was not used since it resulted
in false triggering by clicks of snapping shrimps inhabiting
the Kaneohe bay. Consequently, the used triggering level
captured only biosonar pulses from the animal.

To extract low-amplitude AEPs from background brain-
wave noise, an off-line averaging procedure was used. For
that, all EEG records were sorted according to the peak-to-
peak level of accompanying biosonar clicks �10�; the sorted
records were stored in separate memory bins �11�. The sort-
ing was done in 5-dB steps of the clicks, namely,
160±2.5 dB, 165±2.5 dB peak-to-peak, etc., up to the high-
est available click amplitude. In each of the sorting bins,
brain-wave records were averaged. This resulted in click-
related AEPs extracted from the background noise and stored
in separate memory cells �12�, with each resulting AEP
waveform corresponding to a certain biosonar-click level
with a tolerance of ±2.5 dB.

2. AEP to external stimuli

The equipment for AEP collection included the same
electrodes, amplifier, and data acquisition card as for
biosonar-click related AEP. The brain-wave amplifier gain,
passband, and recording window were also the same: 2.5
�104, 200–5000 Hz, and 10 ms, respectively. Unlike the
biosonar-click-related AEP collection, the card was pro-
grammed for on-line averaging to extract AEP from back-
ground noise. The averaging was triggered by the external
stimuli presented at a rate of 20/s. AEP were collected by
averaging 1000 individual records.

Sound stimuli were digitally generated by the same card
and played through a 12-bit digital-to-analog converter,

FIG. 2. Instrumentation for recording AEP to biosonar clicks. 1—subject,
2—electrodes, 3—EEG amplifier, 4—oscilloscope, 5 and 8—A/D convert-
ers, 6—hydrophone, 7—sound amplifier, 9—PC memory, 10—off-line sort-
ing, 11—memory bins for sorted records, and 12—memory bins for aver-
aged records.
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custom-made power amplifier-attenuator with a passband up
to 1 MHz, and ITC-1032 spherical transducer �International
Transducer Corporation�. The stimuli were clicks produced
by activation of the transducer by 7-�s rectangular pulses;
pilot measurements showed that with such activation this
particular transducer produces acoustic pulses similar to bio-
sonar pulses of the experimental subject.

The stimulus intensity was calibrated with a B&K 8103
hydrophone placed in the center of the hoop station in the
absence of the animal. This intensity was adopted as SPL
next to the animal’s head. Below it is specified in dB re
1 �Pa peak-to-peak sound pressure span.

III. RESULTS

A. Biosonar click levels, waveform, and spectrum

The collected biosonar clicks varied in amplitude from
155 to 205 dB re 1 �Pa peak-to-peak sound pressure span.
Since the receiving hydrophone was at a distance of 1 m
from the click source, the recorded values can be adopted as
source levels of the clicks. The statistical distribution of click
levels was analyzed separately for four conditions: the large
target present and absent and the small target present and
absent �Fig. 3�. These four distributions featured some dif-
ferences. With the small target present, the proportion of
higher-level pulses slightly exceeded those with large target
present �Figs. 3�a� and 3�b��, e.g., the proportion of pulses of
180 dB and higher was 16% with the large target and 25%

with the small target. In target-absent conditions, the propor-
tion of high-level pulses exceeded those in either of the
target-present conditions �Figs. 3�c� and 3�d��; �32% and
35%, respectively, of pulses of 180 dB and higher�. How-
ever, because of rather small proportions of the highest-level
pulses, these differences little influenced the means of the
distributions: 170.7 dB at large target present, 171.6 dB at
small target present, and 173.1 to 173.6 in target-absent con-
ditions.

To characterize the biosonar click waveform and spec-
trum, all the recorded clicks were sorted according to their
intensity in 5-dB bins, from 160±2.5 dB to 190±2.5 dB
peak-to-peak source level, and in each bin all the click wave-
forms �a few hundreds to a few thousands, as available� were
averaged. All the averaged clicks were bipolar �compression-
rarefaction� of an overall duration about 60 �s �Fig. 4�a��.
This waveform was little dependent on the click level, except
for a somewhat less prominent rarefaction phase at lower
levels as compared to higher levels. Respectively, their fre-
quency spectra were monomodal with the peak at
25–30 kHz, but the low-frequency “tail” was better pro-
nounced at lower, rather than at higher, intensities �Fig.
4�b��.

B. Biosonar click-related AEP

The sorting and averaging procedure described above
resulted in the ability to extract the AEP related to transmit-
ted biosonar clicks. Preliminary sorting and AEP extraction
was done separately for the four trial types: target present
and target absent, each in sessions with large �−22 dB� and
small �−37 dB� targets. However, a preliminary evaluation
showed negligible difference between results obtained in ses-
sions with large and small targets, so these results were com-
bined and averaged. Thus, the final results were obtained by
sorting and averaging separately for two trial types: target
�either large or small� present and target absent. Although the
maximum click intensity exceeded 200 dB re 1 �Pa, AEP
extraction was done only for clicks up to 185±2.5 dB, since
the number of more intensive clicks was not large enough to
be able to get a good AEP-to-noise ratio. The final AEP
waveforms obtained in target-present trials are presented in
Fig. 5, and those obtained in target-absent trials are presented
in Fig. 6.

The mean background noise level in our records was
estimated on average as 1.1 �V rms. The averaging proce-
dure reduced the noise level by a factor from 31.6 �at 996
averaged records� to 63.3 �at 4011 averaged records� i.e.,
down to 35 to 19 nV rms. As shown in Figs. 5 and 6, the
majority of the obtained final AEP waveforms well exceeded
the noise level. These AEPs were mainly positive-negative-
positive waveforms with the onset latency of 2.7 to 3 ms
after triggering by the biosonar click and duration of each
wave about 1 ms. The first positive wave had two peaks.

In both trial-present and target-absent trials the extracted
AEPs displayed an obvious dependence on click intensity:
the AEP amplitude was maximal at clicks of 180–185 dB
and gradually decreased at lower click intensities. However,
this dependence was different for the two trial types: in

FIG. 3. Distributions of biosonar click peak-to-peak amplitudes. �a� Large
target present �−22 dB strength�. �b� Small target present �−37 dB strength�.
�c� Target absent in large-target sessions. �d� Target absent in small-target
sessions. Means �m� and standard deviations �SD� are indicated near the
histograms.
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target-present trials, noticeable AEP could be detected at
click intensities of 165 dB and higher �Fig. 5�; whereas in
target-absent trials, a rather large AEP appeared at the lowest
of detectable click intensity of 160 dB �Fig. 6�.

C. AEP produced by external clicks

The waveform and spectrum of the clicks used for ex-
ternal free-field stimulation are presented in Fig. 7. Compari-
son with Fig. 4 shows that they did not exactly reproduce the
waveform and spectrum of transmitted biosonar clicks. The
difference in the waveforms was due to the larger number of
alternating compression-rarefaction waves in the external
clicks. In the frequency-spectrum representation, this wave-
form difference manifested itself in a lower level of lower
frequencies in the external-click spectrum as compared to the
biosonar-click spectra. Nevertheless, there was significant
similarity between the biosonar and external clicks: little dif-
fering peak frequency �near 30 kHz� and similar cut-off fre-
quency �90–95 kHz at a −30-dB level�.

Pilot monitoring had shown that the animal echolocated
while it moved to the hoop station and positioned itself in the
hoop but stopped echolocation while it stood motionless in

the hoop during the data collection, so no interference be-
tween the external stimuli and animal’s own transmitted
click could be expected.

The AEPs provoked by the external clicks of various
intensities are presented in Fig. 8. Their latencies were 4 to
4.5 ms �depending on stimulus intensity� after generating the
sound pulse, but excluding the acoustic delay of 1.4 ms for
the transducer distance of 2 m, the true physiological laten-
cies were 2.6 to 3.1 ms, respectively. Similar to the biosonar-
click-related AEPs, AEPs to external stimuli were composed
of alternating positive and negative waves, each lasting about
1 ms; however, their waveforms were more structured with
the positive wave split to two components. These waveforms
correspond well to those described in many other odontocete
species �Supin et al., 2001�. The AEP amplitude was inten-
sity dependent within the investigated range of intensities.
The dependence was the most steep �more than
0.02 �V/dB� within a range from 125 dB �threshold� to
145 dB re 1 �Pa peak-to-peak.

D. Quantitative AEP dependence on click intensity

For quantitative presentation, biosonar-related AEP
peak-to-peak amplitude was plotted as a function of click

FIG. 4. Biosonar click waveforms and spectra. �a�
Waveforms of clicks sorted by peak-to-peak amplitude
in 5-dB bins. Peak-to-peak source levels are indicated
near the waveforms. �b� Frequency spectra of the cor-
responding waveforms.
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intensity specified as peak-to-peak source level for target-
present �Fig. 9�a�� and target-absent �Fig. 9�b�� trial types.
The two plots could be satisfactorily approximated by
straight regression lines �r2�0.9� with similar slopes
�0.022 �V/dB� but were shifted relative one another by
roughly 15 dB, target-absent trials featuring better AEP sen-
sitivity.

Similarly, AEP dependence on external-click intensity
was plotted as a function of external-click intensity, however
specified as peak-to-peak sound pressure level �Fig. 9�c��.
This function also could be satisfactorily approximated by a
regression line �r2=0.99� and had almost the same slope

FIG. 5. AEP to biosonar clicks of various amplitudes in target-present trials.
Mean click peak-to-peak amplitude �±2.5 dB� is indicated near the records
in dB re 1 �Pa. Straight dashed lines—±rms values of background noise.
N—number of averaged records.

FIG. 6. AEP to biosonar clicks of various amplitudes in target-absent trials.
Designations are the same as in Fig. 5.

FIG. 7. Waveform �a� and spectrum �b� of external clicks.

FIG. 8. AEP to external clicks. Click peak-to-peak amplitude is indicated
near the records in dB re 1 �Pa.
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�0.19 �V/dB� as AEP dependence on biosonar click inten-
sity. Its position on the sound-pressure level scale was mark-
edly shifted downward relative to the functions for biosonar
click-related AEP �Figs. 4�a�� on the source level scale.

To characterize this shift quantitatively, we compared
positions of regression lines at a zero level �threshold esti-
mates� and at a level of 0.35 �V arbitrarily taken as a middle
point of the dynamic range of the plots. At the zero level, the
threshold estimates were 160.6, 145.9, and 123.5 dB for the
plots �a�–�c�, respectively. Thus, the shift of the external-
click threshold �plot �c�� relative to the target-present
biosonar-click threshold �a� was 37.0 dB, and its shift rela-
tive to the target-absent biosonar-click threshold was
22.4 dB. At the level of 0.35 �V, positions of the regression
lines of the plots �a�–�c� were 176.3, 162.0, and 141.6 dB,
respectively. Thus, the shift of the external-click plot �c� rela-
tive to the target-present plot �a� was as 34.7 dB, and its shift
relative to the target-absent plot �b� was 20.4 dB.

IV. DISCUSSION

A. Comparison of AEPs to biosonar and external
clicks

AEPs provoked by external sound clicks are typical au-
ditory brainstem responses �ABRs� described in a number of
odontocete species under similar stimulation and recording
conditions �rev. Supin et al., 2001, Nachtigall et al., 2004�.
AEPs to biosonar clicks are obviously of the same nature,
i.e., represent ABR provoked by transmitted clicks. They
have similar physiological latency �around 3 ms�, duration,
and amplitude when recorded from one and the same point
of the head surface.

A noticeable difference between the AEP produced by
external and biosonar clicks is a more structured waveform
of the responses produced by external stimuli. It may be

explained by a lesser degree of synchronization of responses
to biosonar clicks as compared to those to external clicks.
Indeed, external clicks were entirely stereotyped during the
AEP collection, whereas biosonar clicks were not. Being de-
tected at a rather low level of sound pressure �which was
necessary to detect low-amplitude clicks�, biosonar clicks
could reach their maximum at different delays �within a
range of 10–30 �s� after the triggering instant. This asyn-
chronicity might smooth out the AEP structure. Another
source of desynchronization may be a complicated sound
field reaching the ear through head tissues.

It is noteworthy that both external click-related and bio-
sonar click-related AEP featured almost the same slope of the
amplitude-versus-intensity functions, notwithstanding the in-
complete similarity of external and biosonar click waveform
and spectrum. It is not surprising taking into consideration
that the dissimilarity of biosonar and external clicks mostly
concerned the representation of lower frequencies. As was
shown �Popov and Supin, 2000�, lower frequencies contrib-
ute little to ABR in dolphins. Equality of slopes of the
amplitude-versus-intensity functions means that both bioso-
nar and external click of equal sensation levels �i.e., equally
exceeding the threshold level� evoke equal excitation of the
AEP-generating structures. This provides a basis for com-
parison of physiological intensities of external and biosonar
clicks of a certain level.

B. Sound channeling into the biosonar beam and
protection of ears

For correct interpretation of the obtained results, first of
all, it should be stressed again that intensities of the external
and biosonar clicks were necessarily specified herein in dif-
ferent measures. The external click intensity was specified as
sound-pressure level �SPL�, which is the sound pressure next
to the receiving surface of the subject’s head. The biosonar
click intensity was specified as source level, which is the
sound pressure at a standard �1 m� distance from the sound-
generation structures. However, a comparison of these two
measures would allow us to estimate the effectiveness of a
system �or systems� to concentrate the sound energy into the
biosonar beam and protect the animal’s ears.

One possible way for such an estimation is to compare
the experimental results with a situation expected in the ab-
sence of any sound-channeling or ear-protection system, i.e.,
in a free uniform acoustic field. In free 3-D field, sound
intensity decreases with distance at a rate of 6 dB per dis-
tance doubling. In the false killer whale, the distance from
the biosonar sound source �which is located in odontocetes
between the blowhole and melon, as shown by Cranford,
2000� and the ears was 25–30 cm. Therefore, in free field,
sound intensity at a distance of 1 m from the source �where
it was monitored in our experiments� should be 10–12 dB
lower than at a distance of 25–30 cm �where ears are lo-
cated�. Actually, in target-present trials, the click intensity in
the biosonar beam was 35 to 37 dB �depending on the re-
sponse amplitude taken for comparison� higher than an
equally effective �in terms of evoked-potential amplitude�
sound intensity near the ears; in target-absent trials it was

FIG. 9. AEP peak-to-peak amplitude dependence on sound click intensity.
�a� Responses to biosonar click in target-present trials. �b� Responses to
biosonar click in target-absent trials. �c� Responses to external stimuli. Solid
lines with dot symbols—experimental data; thin straight lines—
approximations of oblique parts of the plots by regression lines. Click in-
tensity is specified as peak-to-peak source level for �a� and �b� and as peak-
to-peak sound pressure level for �c� in dB re 1 �Pa. Double-headed arrows
show shift of plots relative to one another at a 0- and 0.35-�V amplitude
levels.
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20–22 dB higher. Thus, in terms of comparison with a free
field, the efficiency of the sound-channeling and ear-
protection system is not less than 45–49 dB in the target-
present and 30–34 dB in the target-absent conditions. Obvi-
ously this is a rather high effectiveness of sound
concentration in the biosonar beam and isolation from the
animal’s ears even in the target-absent condition and a very
high effectiveness in the target-present condition.

One way to concentrate sound energy is focusing into a
rather narrow beam. Directivity index of the transmitted
beam is more than 20–25 dB in bottlenose dolphins �Au
et al., 1986� and a false killer whale �Au et al., 1995� and
more than 30 dB in a beluga �Au et al., 1987�. Anatomical
structures concentrating sound energy into a focused bioso-
nar beam are well known and described. First, the role of the
skull and melon as concentrators of transmitted sounds in
front of the head should be mentioned �Cranford, 2000;
Ketten, 2000�. On the other hand, it is quite probable that the
whale’s ears are additionally screened from the transmitted
biosonar pulses. In particular, air-filled peribullar and ptery-
goid sinuses also may play a role as sound-muffling struc-
tures �Houser et al., 2004�. In this context, it may be noted
that investigations of binaural hearing in dolphins �Popov
and Supin, 1992; Supin and Popov, 1993� have shown inter-
aural intensity differences as large as 20 dB, which means
that some head tissues are capable of shadowing sound
spread across the head as much as 20 dB. Maybe the same,
or similar, structures shadow the dolphin’s ears from its
sound-emitting devices.

Apart from sound channeling based on the head
anatomy, the functional regulation of hearing sensitivity can-
not be excluded as a mechanism to decrease hearing sensi-
tivity to emitted biosonar pulses. It is commonly known that
hearing sensitivity may be regulated at both conductive �the
stapedial reflex� and sensorineural levels �adaptation�. These
mechanisms are known as being provoked by acoustical
stimuli themselves, reducing the hearing sensitivity to high-
level sounds. Is it possible that in whales and dolphins simi-
lar regulations of sensitivity are triggered in another way: not
by sounds themselves but by the echolocation activity? We
cannot exclude this possibility.

A hypothesis of regulated hearing sensitivity deserves
attention, especially when one considers the fact that sensi-
tivity to the transmitted biosonar pulses was different in
target-present and target-absent trials. This difference could
be achieved in two ways: either by regulation of sound-
damping mechanisms within the head or by regulation of
hearing sensitivity. The physiological significance of the sec-
ond of these two options is easier to explain: in the absence
of a stronger echo, the increase of hearing sensitivity may be
a way to search for a weaker echo.

Anyway, we can posit that some mechanisms provide a
much lower sensitivity of the whale’s auditory system to
transmitted biosonar pulses rather than to sound arriving
from outside. Among the last, there are returning echoes dur-
ing echolocation. Lower sensitivity to a transmitted signal
should reduce masking of echo by the preceding biosonar
pulse.
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A new feature extraction model, generalized perceptual linear prediction �gPLP�, is developed to
calculate a set of perceptually relevant features for digital signal analysis of animal vocalizations.
The gPLP model is a generalized adaptation of the perceptual linear prediction model, popular in
human speech processing, which incorporates perceptual information such as frequency warping
and equal loudness normalization into the feature extraction process. Since such perceptual
information is available for a number of animal species, this new approach integrates that
information into a generalized model to extract perceptually relevant features for a particular
species. To illustrate, qualitative and quantitative comparisons are made between the
species-specific model, generalized perceptual linear prediction �gPLP�, and the original PLP model
using a set of vocalizations collected from captive African elephants �Loxodonta africana� and wild
beluga whales �Delphinapterus leucas�. The models that incorporate perceptional information
outperform the original human-based models in both visualization and classification tasks. © 2006
Acoustical Society of America. �DOI: 10.1121/1.2203596�

PACS number�s�: 43.80.Lb, 43.66.Gf �WWA� Pages: 527–534

I. INTRODUCTION

One of the primary tasks when analyzing animal vocal-
izations is determining and measuring acoustically relevant
features. Currently, many features used in bioacoustic analy-
sis are based on the entire vocalization, often extracted by
hand from spectrogram plots �Fristrup and Watkins, 1992;
Leong et al., 2002; Owren et al., 1997; Riede and Zuber-
bühler, 2003; Sjare and Smith, 1986�. Some of the features
commonly used for analysis include duration, fundamental
frequency measures, amplitude information, and spectral in-
formation such as Fourier transform coefficients. These tra-
ditional features are unable to capture temporally fine details
of vocalizations because each feature has only one value for
the entire vocalization. In addition, these features are often
susceptible to researcher bias because the features are deter-
mined interactively. An alternative to this feature extraction
paradigm is to divide signals into frames and extract features
automatically on a frame basis. This generates a feature ma-
trix for each vocalization that captures information about
how the vocalization changes over time. Another limitation
of traditional features, either global or frame based, is that
they typically do not use information about the perceptual
abilities of the species under study explicitly in the feature
extraction process.

The generalized perceptual linear prediction �gPLP�
model introduced here is a frame-based feature extraction
model that uses perceptual information about the species un-
der study to calculate features that are relevant to that spe-
cies. The gPLP model is applicable to different species by
incorporating experimental data from available perceptual
tests. Furthermore, the gPLP model can significantly de-

crease the time spent analyzing vocalizations and generates
features with finer temporal resolution that are largely uncor-
related and not subject to researcher bias.

The gPLP feature extraction model generates features
based on the source filter model of speech production. Al-
though this model was originally developed for human
speech processing, it has been shown to be applicable to the
vocalizations of terrestrial mammals for the purposes of de-
scribing vocal production mechanisms �Fitch, 2003�. The
source excitation, modeled as a pulse train for voiced sound
or white noise for unvoiced sound, is produced by physiol-
ogy such as the glottis in land mammals, the tympaniform
membrane in birds, or air sacs in marine animals. This exci-
tation then propagates through a filter consisting of the vocal
tract and nasal cavity in terrestrial animals or the body cavity
and melon in marine animals.

The gPLP model presented here is designed to suppress
excitation information and quantify the vocal tract filter char-
acteristics of the vocalizations. Excitation information in-
cludes the fundamental frequency contour, while vocal tract
characteristics are represented by formant information. Vocal
tract features carry the majority of the information in human
speech, but there are a number of languages in which the
fundamental frequency contour discriminates between units
of speech with similar vocal tract characteristics. There is
reason to believe that excitation information is also impor-
tant to the discrimination of animal vocalizations. In fact,
many studies have used fundamental frequency measures in
order to classify vocalizations �Buck and Tyack, 1993;
Darden et al., 2003�. Excitation information such as funda-
mental frequency measures can be added to the gPLP feature
vector to include excitation information.a�Electronic-mail: patrick.clemins@marquette.edu

J. Acoust. Soc. Am. 120 �1�, July 2006 © 2006 Acoustical Society of America 5270001-4966/2006/120�1�/527/8/$22.50



The gPLP feature extraction model generates features in
the discrete cepstral domain. The discrete cepstral domain is
defined as

c�n� = F−1�log�F�s�n���� , �1�

where F is the discrete Fourier transform and s�n� is the
original sampled time domain signal. This domain is pre-
ferred for speech processing systems because the general
shape of the spectrum is accurately described by the first few
cepstral coefficients, yielding an efficient signal representa-
tion. The cepstral domain is particularly appropriate for
source filter model analysis because the logarithm operation
effectively separates the excitation from the vocal tract filter
�Deller et al., 1993, p. 355�. Finally, because cepstral values
tend to be relatively uncorrelated with each other because of
their orthonormal set of basis functions �Deller et al., 1993,
p. 377�, the coefficients are good for statistical analysis
methods.

The following section of this paper will describe the
gPLP model in detail. Examples of the use of the gPLP
model in vocalization analysis follow. Visualization, vocal-
ization classification, and statistical testing tasks will be pre-
sented.

II. METHODS

A. Generalized perceptual linear prediction „gPLP…

The gPLP model is based on the perceptual linear pre-
diction �PLP� model developed by Hermansky �1990�. The
goal of the original PLP model is to describe the psycho-
physics of human hearing more accurately in the feature ex-
traction process. The gPLP model incorporates frequency
warping to account for nonlinear frequency perception along
the basilar membrane, critical bandwidth analysis to model
frequency masking, equal-loudness normalization using au-
diogram information, and intensity-loudness power normal-
ization. A block diagram of the gPLP method is shown in
Fig. 1. The gPLP model includes the same components as the
PLP, but incorporates experimentally acquired perceptual in-
formation as shown in Fig. 1 to tailor the feature extraction
process to the species under study. The components desig-
nated by dotted boxes indicate where species-specific per-
ceptual information is incorporated into the model. The vari-
ous components of the model are discussed in detail in the
following sections.

1. Preprocessing

The vocalization is first filtered using a preemphasis fil-
ter of the form

s��n� = s�n� − ks�n − 1� , �2�

where k is typically chosen to be between 0.95 and 0.99.
This preemphasis filter gives greater weight to higher fre-
quencies to emphasize the higher frequency formants and
reduce spectral tilt �Deller et al., 1993, p. 330�. It also re-
duces the dynamic range of the spectrum so that the spec-
trum is more easily approximated by the autoregressive mod-
eling component.

The vocalization is then broken into frames and win-
dowed using the Hamming window function �Oppenheim et
al. 1999, p. 465�. The frame size is usually chosen to include
several fundamental frequency peaks, which is typically
about 30 ms for human speech but may vary for other spe-
cies’ vocalizations. The vocalization is broken into frames so
that the spectral estimation can be performed on quasista-
tionary segments of the signal to ensure the precision of the
spectral estimation. More information about the effects of
windowing can be found in Oppenheim et al. �1999, p. 465�.

2. Power spectral estimation

Once the signal is divided into windowed frames, the
power spectrum is estimated. The discrete fast Fourier trans-
form is used to estimate the power spectrum in this work, but
other spectral estimation methods could also be used �Stoica
and Moses, 1997�. The discrete-time power spectrum P�f� is
estimated using

FIG. 1. PLP feature extraction block diagram. This original wave form is
filtered and windowed in the preprocessing component. The power spectrum
is then estimated for each frame of the vocalization. The power spectrum is
convolved with a number of filters to generate filterbank energies which
effectively smoothes and down samples the power spectrum. The filterbank
energies are multiplied by the equal-loudness curve and cube-root com-
pressed to account for the physiology of the ear. The down-sampled, nor-
malized power spectrum is modeled by a set of autoregressive coefficients
which are then converted to cepstral coefficients to take advantage of the
cepstral domain.
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P�f� � abs�F�sw�n���2, �3�

where F is the discrete Fourier transform and sw�n� is the wth
windowed frame of the signal.

3. Filter bank analysis

The next few components of the gPLP model transform
the power spectrum to take into account various psychoa-
coustic phenomena. The filter bank analysis component ac-
counts for two such phenomena, frequency masking and the
nonlinear mapping between cochlear position and frequency
sensitivity. Greenwood �1961� found that the cochlear-
frequency map could be described logarithmically in many
animal species with the equation

f = A�10ax − k� , �4�

where f is frequency in Hz, x is the position on the basilar
membrane that perceives that frequency, and A ,a, and k are
species-specific constants. Functions to convert between real
frequency f and perceived frequency fp can be created by
replacing the basilar membrane position variable with per-
ceived linear frequency as follows:

Fp�f� = �1/a�log10�f/A + k�, and �5�

Fp
−1�fp� = A�10afp − k� , �6�

where Fp�f� converts from real frequency to perceived fre-
quency and Fp

−1�fp� converts from perceived frequency to
real frequency. The Mel-frequency scale, commonly used in
speech processing, is a specific implementation of this warp-
ing function, using constant values of A=700,a=1/2595
=3.85�10−4, and k=1. Values of A, a, and k can be de-
termined for various species by fitting Eq. �6� to
frequency-position data �Greenwood, 1990�.

In cases where frequency-position data is not available,
there are two other ways to acquire values for the constants.
The first and most accurate method is to use equal-
rectangular bandwidth �ERB� data �Zwicker and Terhardt,
1980�. If the ERB data is fit by an equation of the form

ERB = ���f + �� , �7�

then the appropriate values of A ,a, and k can be determined
using the equations

A =
1

�
,

a = �� log�e�, and

k = � . �8�

where e is Euler’s constant, the natural logarithm base. These
equations are derived by taking the integral of the reciprocal
of Eq. �7�. The derivation of these equations is in the Appen-
dix.

An alternative method for determining appropriate val-
ues for the constants requires an estimate of the hearing
range of the species �fmin and fmax�. LePage �2003� noted that
most mammals have a value of k near 0.88 and showed that
this value is an optimal value when the tradeoffs between

high frequency resolution, loss of low frequency resolution,
minimization of map nonuniformity, and map smoothness
are considered �LePage did not include non-mammalian spe-
cies in the analysis, therefore using 0.88 as the value for k for
those species may not be appropriate�. Using the assumption
that k=0.88, values for A and a can be determined using the
equations

A =
fmin

1 − k

a = log10� fmax

A
+ k	 . �9�

If this method is used, the lower bound of the filter bank
must be greater than fmin, otherwise negative values of fp

result.
The second psychoacoustic phenomenon the filter bank

takes into account is frequency masking. The original PLP
model �Hermansky, 1990� constructed the filter bank using
filters, �i, shaped like the critical band masking filters de-
scribed by Fletcher �1940�. These exponential-shaped mask-
ing filters are based on human sound perception and are
computationally complex. Because of this complexity, the
gPLP model implemented in this work uses triangular-
shaped filters to approximate the critical band masking
curve. Triangular-shaped filters can be described by the
equation

�i�f� = 1 − 
� 2

fH − fL
	 f − � fH + fL

fH − fL
	
 , �10�

where fL and fH are the low and high cutoff frequencies of
each filter. This approximation is common in human speech
processing feature extraction models �Davis and Mermel-
stein, 1980�. Another reason for using a simple filter shape is
that there is little data on the auditory filter shapes of animals
other than humans, so more complex filter shapes are not
necessarily more accurate.

The number of filters contained in the filter bank should
be determined so that the bandwidth of each filter approxi-
mates the critical bandwidth of each species. However, be-
cause of the limitations on the resolution of the Fourier spec-
tral estimate, this is not always possible. The lower
frequency filters in the filter bank can become very narrow
due to the Greenwood frequency warping. If too many filters
are specified for the filter bank, the low frequency filters
become narrow enough that they do not contain any points,
or frequency bins, of the spectral estimate. The maximum
number of filters the filter bank can contain before some
filters contain no spectral points is a function of window size
and the range of the filter bank �Clemins et al., 2005�.

As an example of the incorporation of perceptual infor-
mation into filter bank design, the filter bank for the Indian
elephant, is shown in Fig. 2. Perceptual data from Heffner
and Heffner �1982� is used to determine the Greenwood
equation constants. The equal loudness curve, discussed be-
low, is applied to the filter bank in the figure which results in
the variable height of the individual filters. Using the filter
bank, filter energies ��i� are calculated with

J. Acoust. Soc. Am., Vol. 120, No. 1, July 2006 Clemins and Johnson: Generalized perceptual linear prediction �gPLP� features 529



��i� = �
f=fL

fH

P�f��i�f� , �11�

where P�f� is the power spectrum, and fL and fH are the low
and high cutoff frequencies of each filter �i�f�.

4. Equal loudness normalization

Once the filter bank energies are calculated, an equal-
loudness curve is used to normalize the filter bank energies.
Hermansky �1990� originally used a filter transfer function
based on human sensitivity at about the 40-dB level adopted
from Makhoul and Cosell �1976�. For other species, an
equal-loudness curve E�f� can be approximated from the au-
diogram A�f� of a species, which is much more widely avail-
able, using

E�f� = T − A�f� , �12�

where T is 60 dB for species which acquire sound through
the air, and 120 dB for species that acquire sound in water.
The different values are a result of the different propaga-
tion properties of sound waves and different reference dB
pressures in the different mediums �Ketten, 1998�. A poly-
nomial curve is then fitted to E�log�f�� in order to inter-
polate for the frequency values sampled in ��i�. A fourth-
order curve has been found to adequately model most
equal-loudness curves when log�f� is used. The constraint
that E�f� is always positive is maintained by setting all
negative values of E�f� to zero. The equal loudness curve
is applied by multiplying the filter bank energies by the
fitted curve using the equation

��i� = ��i�E�f i� , �13�

where ��i� are the equal loudness normalized filter bank
energies and f i is the center frequency of the ith filter. The
multiplication of the filter bank energies, in linear units, by
the equal loudness curve, in decibel units, results in filter
bank energies in arbitrary units. The resulting energy scale is
relative to the perceptual abilities of the species at that fre-
quency.

5. Intensity-loudness power law

The last psychoacoustic related operation is the applica-
tion of the intensity-loudness power law

��i� = ��i�1/3, �14�

where ��i� are the power law and equal loudness normalized
filter bank energies. Stevens �1957� found this cube root re-
lationship between the intensity of sound and its perceived
loudness in humans. Although this exact relationship may
not hold for other species, it is likely that the structural simi-
larities between species yield a comparable correspondence
between power and loudness. This relationship may also be
different for marine species because of the differences in the
propagation of sound through air and water. Regardless of
the appropriate power coefficient, this operation is beneficial
from a mathematical modeling sense because it reduces the
spectrum’s dynamic range to make the normalized filter
bank energies ��i� more easily modeled by a low-order au-
toregressive all-pole model.

6. Autoregressive modeling

The last two components of the gPLP model transform
the filter bank energies into more mathematically robust fea-
tures. First, ��i� is approximated by an all-pole model using
the autocorrelation method and the Yule-Walker equations as
specified in Makhoul �1975�. A fifth-order model has been
shown to be adequate to model the first two formants of
human speech and suppress interspeaker details of the audi-
tory spectrum �Hermansky, 1990�. The appropriate order of
the LP analysis for other species is dependent on the number
of harmonics present in the vocalization, the relative com-
plexity of the power spectrum, and the task being performed.

7. Cepstral domain transform

The autoregressive coefficients an from the LP analysis
can be transformed directly into equivalent cepstral coeffi-
cients cn using a recursive formula �Deller et al., 1993, p.
376�. The primary reason to transform autoregressive coeffi-
cients into the cepstral domain is that Euclidean distance is
perceptually meaningful in the cepstral domain �Deller et al.,
1993, p. 377�, whereas a more complex distortion measure
such as Itakura distance must be used for autoregressive co-
efficients to maintain consistency �Itakura, 1975�. Cepstral
coefficients are generally less correlated with each other than
autoregressive coefficients because they are based on an or-
thonormal set of functions �Deller et al., 1993, p. 377�.

B. Greenwood frequency cepstral coefficients
„GFCCs…

As an alternative to gPLP it is possible to apply similar
techniques to the Mel frequency cepstral coefficients
�MFCC� feature extraction model. The MFCC feature extrac-
tion model was made popular by Davis and Mermelstein
�1980� and has been the most commonly used feature extrac-
tion method in human speech processing for many years.
While the MFCC model is still widely used because of its
computational efficiency, PLP is sometimes preferred be-
cause of its robustness and more accurate modeling of the

FIG. 2. Perceptual filterbank for an Indian elephant. The filters are logarith-
mically spaced according to the Greenwood cochlear map function. The
constants A, a, and k are computed assuming the optimal k=0.88 for mam-
mals as calculated by LePage �2003� and the approximate range of hearing
for an Indian elephant �10–10 000 Hz�. The equal loudness curve has been
applied to the filter bank magnitudes to show its effect. Perceptual data is
from Heffner and Heffner �1982�.
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human auditory system �Milner, 2002�. The application of
the Greenwood warping function to the MFCC model results
in Greenwood Frequency Cepstral Coefficients �GFCCs�
�Clemins et al., 2006, p. 162�. Although the GFCC model
does not contain all of the psychophysical components of the
gPLP model, the same filter bank design details presented
here for gPLP are used to design the filter bank in the GFCC
model. The main difference between the gPLP model and the
GFCC model is the method used for calculating the cepstral
coefficients. gPLP uses linear predictive coding �LPC�-
derived cepstral coefficients, while GFCC calculates the cep-
stral coefficients directly from the filter bank energies using a
discrete cosine transform. For more details on the GFCC
feature extraction model, see Clemins et al. �2006�.

III. EXAMPLES

The features generated by the gPLP model outlined
above can be used to perform many types of analyses on
animal vocalizations. Three typical types of analysis are de-
scribed below utilizing gPLP features.

A. Visualization with perceptual spectrograms

Spectrograms have become an important analysis and
visualization tool in the field of bioacoustics. They are useful
for many different species and help researchers determine the
differences between vocalizations. However, spectrograms
do not incorporate any information about the perceptual
abilities of the animal and are sometimes dominated by fun-
damental frequency content rather than spectral shaping.
gPLP features can be used to generate perceptual spectro-
grams, incorporating information about the animal’s percep-
tual abilities into the spectrogram. Because of the incorpora-
tion of perceptual data, perceptual spectrograms more
closely represent the sound as the animal would hear it.

Figure 3 shows perceptual spectrograms of an African

elephant’s noisy rumble and a beluga whale’s down whistle
along with traditional FFT-based spectrograms. These two
species were chosen to show that the gPLP model can be
used to analyze vocalizations which include formants �el-
ephant rumble� as well as vocalizations with harmonics �bel-
uga down whistle�. The perceptual spectrograms are plots of
the linear prediction spectrum of each frame of the signal
generated directly from LPC coefficients instead of trans-
forming the coefficients into the cepstral domain �Deller et
al., 1993, p. 336�.

For the perceptual spectrograms, a frame size of 300 ms
with 100 ms step size was used to calculate 18 autoregres-
sive coefficients from a filter bank of 50 filters. The percep-
tual data for the African elephant was taken from Heffner
and Heffner �1982�, while the data for the beluga whale was
acquired from Ketten �1998� and Scheifele �2003�. All of the
plots, spectrograms, and perceptual spectrograms, are nor-
malized so that pure white represents the absence of spectral
energy and pure black represents the peak spectral energy of
the vocalization.

In the two examples, notice the frequency warping that
occurs in each perceptual spectrogram. The logarithmic
warping as dictated by the Greenwood cochlear map func-
tion causes the lower frequencies to make up a larger portion
of the perceptual spectrogram’s horizontal axis. This warping
makes small changes in the low frequency components of the
vocalization more visible in the perceptual spectrogram. This
effect can be seen in the whistle vocalization by examining
the dynamics of the first �lowest� harmonic.

In a spectrogram, the excitation signal, which consists of
the fundamental frequency and its harmonics, typically
masks the response of the vocal tract filter in the spectrum. In
contrast to this, the gPLP method enhances the spectral en-
velope’s peaks and valleys and smoothes out the harmonics
of the fundamental frequency. This can be seen best in the
rumble vocalization’s perceptual spectrogram in Fig. 3�a�

FIG. 3. Perceptual spectrograms. The top plots are tra-
ditional FFT-based spectrograms, while the bottom
plots are perceptual spectrograms created using gPLP
features. The left plots are of an African elephant’s
noisy rumple, and the right plots are of a beluga whale’s
whistle. Notice how the perceptual spectrogram en-
hances the peaks and valleys of the spectrum and warps
the frequency axis according to the Greenwood co-
chlear map function.
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where the fundamental frequency harmonics are no longer
present. These harmonics, the dark horizontal lines spaced
about 20 Hz apart in the fast Fourier transform �FFT�-based
spectrogram, distract from the formants �at 40, 100, and
220 Hz� which are much easier to see in the perceptual spec-
trogram along with their relative magnitudes.

The whistle example in Fig. 3�b� shows how the gPLP
extraction model can track signals with quickly changing
spectral characteristics. Although the whistle’s harmonics
move throughout the vocalization, the perceptual spectro-
gram tracks these changes as well as the FFT-based spectro-
gram. As with FFT-based spectrogram analysis, smaller win-
dow sizes can be used to better track faster moving spectral
dynamics.

The gPLP spectrograms improve the contrast between
the vocalization energy and the background noise in the
spectrogram, making the vocalization easier to visualize.
Both vocalizations have a much lighter background in the
gPLP spectrogram when compared to the FFT-based spectro-
gram. However, the darkness of the vocalization energy stays
the same, enhancing the contrast between the background
noise and the vocalization energy. The gPLP spectrograms
also enhance the visualization of narrow-band noise as seen
in the beluga whale whistle in two places near 0.05 percep-
tual Hz and 0.14 perceptual Hz. On the other hand, the noise
sources are not as dark as the vocalization energy because of
the equal loudness curve applied to the filter bank energies.

B. Classification

Features obtained from gPLP analysis can also be effec-
tively used in various machine learning classification sys-
tems. Since gPLP coefficients are perceptually relevant and
largely uncorrelated they are a good choice for these tasks.
To demonstrate the effectiveness of features generated from
the gPLP model in a classification system, an example
speaker identification task is performed on a set of vocaliza-
tions. This task is appropriate since the spectral characteris-
tics of the rumble continuously change during the vocaliza-
tion. The data set consists of 143 rumbles from five different
African elephants, one male and four females. For more in-
formation on the data collection procedure, see Leong et al.
�2002�.

The classification model used for this experiment is a
hidden Markov model �HMM�. A HMM is a statistical clas-
sification model that can represent both the temporal and
spectral characteristics of a signal. For more information
about the HMM, refer to Clemins et al. �2005� and Rabiner
�1989�. Three state HMMs were used to model the rumble of
each elephant and an additional three state HMM was used to
model the silence before and after each rumble.

Table I shows the speaker identification accuracies for
both MFCC and PLP features as various psychophysical sig-
nal processing methods are applied to the feature extraction
process. Eighteen coefficients were extracted from 50 filter
bank energies using an 18th-order autoregressive model for
all trials. The total energy in each frame was also included in
the feature vector. The vocalizations were framed using a

window size of 300 ms and a window step size of 100 ms.
These parameters choices were chosen empirically based on
the perceptual information about the species.

Two different filter bank ranges are used: 10–3000 Hz
and 10–500 Hz, to show the effect of limiting the filter bank
range for each set of parameters. It is expected that since the
range of most of the vocal energy of an elephant rumble is
contained in the 10–500 Hz range, the use of that range for
the filter bank should result in higher accuracies because it
filters out noise in the other frequencies. This hypothesis is
verified by the experimental results.

The rows of Table I represent various trials of the ex-
periment with different feature extraction parameters. The
first two rows show the change in accuracy when the cepstral
coefficients are derived using autoregressive coefficients
�gPLP� as opposed to a direct discrete cosine transform
�GFCC� of the filter bank energies. Although the use of au-
toregressive coefficients results in slightly higher accuracies,
the significance of the improvement is marginal.

The third row shows the accuracies when the human
equal loudness curve is replaced by the derived African el-
ephant equal loudness curve using audiogram data from Hef-
fner and Heffner �1982�. In this trial, the Mel-frequency
scale was used to place the filters in the filter bank. The
incorporation of the elephant equal loudness curve, when
used with the Mel-frequency scale, does little to improve
accuracy and in one case, decreases classification accuracy.

The fourth row shows the effect of using the Greenwood
warping function instead of the Mel-frequency scale. The
Greenwood constants were calculated using the optimal k
=0.88 as suggested by LePage �2003� and the approximate
hearing range for the African elephant, 10–10 000 Hz. The
human equal loudness curve is used in this trial. While the
use of the Greenwood warping function greatly improves
accuracy for the larger filter bank range, it does little to im-
prove accuracies for the smaller filter bank range. This sug-
gests that the Greenwood warp helps to focus the analysis on
the perceptually important parts of the vocalization when too
large of a filter bank range is chosen.

The bottom row combines both the African elephant
equal loudness curve and the Greenwood warping function
as derived for the African elephant hearing range. When all
available species-specific data is incorporated in to the fea-
ture extraction process, the classification accuracies improve
significantly over the trials in which parameters based on
human perception are used. While the Greenwood warping

TABLE I. Speaker identification accuracies. This table shows the effect of
the various psychophysical signal processing components of the gPLP
model on the classification accuracy of a speaker identification task.

Filter bank range
10–3000 Hz

�%�
10–500 Hz

�%�

MFCC 46.9 72.7
PLP with Mel warp, human EQL 49.0 76.2
PLP with Mel warp, elephant EQL 49.0 75.5
PLP with Greenwood warp, human EQL 63.6 74.1
PLP with Greenwood warp, elephant EQL 68.5 81.8
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function had the most effect when the larger filter bank range
was used, the biggest increase in accuracy for the smaller
filter bank range occurred when the African elephant equal
loudness curve was incorporated into the feature extraction
process. It is interesting to note that when used with the
Mel-frequency warping scale, the species-specific equal
loudness curve decreased the accuracy. However, when the
appropriate warping function for that species is used, the
species-specific equal loudness curve improved the classifi-
cation accuracy.

C. Statistical tests

Features generated by the gPLP model can also be used
as dependent variables in various statistical tests such as
multivariate analysis of variance �MANOVA� or the multi-
variate t test. Since the cepstral coefficients generated by the
gPLP model are orthogonal and relatively uncorrelated with
each other, techniques such as principle components analysis
�PCA� and linear discriminant analysis �LDA� are not neces-
sary as preprocessing steps. To demonstrate the effectiveness
of gPLP features in a statistical analysis scenario, a speaker
identification experiment using MANOVA is presented.

The main issue with using frame-based features, such as
those derived using the gPLP feature extraction model, with
statistical tests is that frame-based features generate a feature
matrix for each data example instead of a feature vector.
Although repeated measures statistical tests might at first
seem like an appropriate solution for handling the multiple
feature vectors for each vocalization, the vocalizations are
the result of a time-varying vocal production system. There-
fore, the assumption that the system is unchanging, required
for repeated measures tests, is invalidated. Three different
methods for overcoming this issue are presented. Each meth-
od’s advantages and disadvantages are also discussed. Other
approaches are discussed in Clemins �2005�.

The MANOVA analysis is performed on the same Afri-
can elephant speaker identification data set used for the clas-
sification example. As in the classification example, 18 gPLP
coefficients were extracted from each frame of the vocaliza-
tions using 50 filters spaced between 10 and 500 Hz along
with the energy in each frame.

The first MANOVA analysis uses all of the frames of
data from each vocalization in the analysis. The second
analysis uses only the feature vector from the middle frame
for each vocalization. Finally, the third analysis uses the av-
erage feature values across the entire vocalization.

Table II shows the results for the three different trials of
the MANOVA analysis. The trial using all of the frames of
data had the highest F value. The two trials that use one
frame of data for each vocalization had substantially lower F

values. It is interesting to note that using the average value of
each feature of all frames in each vocalization resulted in a
slightly higher F value as compared to using the features
from the middle frame of each vocalization. This suggests
that there is additional information in other parts of the vo-
calization besides the middle that could help separate the
vocalizations by speaker.

Each of these methods for determining the variables to
use has its own advantages and disadvantages. In the first
method, the number of observations is much larger than the
actual number of vocalizations because each vocalization
generates a number of data points, one for each frame of the
vocalization. However, because the spectral characteristics of
the vocalizations vary over time, this first method more com-
pletely quantifies each vocalization. The last two methods
have the advantage that they give more reasonable �i.e.,
lower� F values in the analysis because there is only one
observation for each vocalization. On the other hand, it is
difficult to determine which frame of the vocalization should
be used to quantify the vocalization because the spectral
characteristics of the vocalization can change dramatically.
Therefore, for highly dynamic vocalizations, it might be bet-
ter to use all of the observed frames instead of picking one
frame for analysis as long as the higher F values are noted.

IV. CONCLUSIONS

The gPLP model generates perceptually meaningful fea-
tures for animal vocalizations by incorporating psychophysi-
cal information about each species’ sound perception. Physi-
cally, gPLP coefficients represent the shape of the vocal tract
filter during vocalization production. gPLP coefficients are
relatively uncorrelated and perceptually meaningful in a Eu-
clidean space. They are also efficient in that a small number
of coefficients can model a vocalization frame accurately.
These features can be utilized for various types of animal
vocalization analyses including visualization, classification,
and statistical tests.

gPLP spectrograms are shown to enhance the spectral
peaks and suppress broadband background noise. For the
speaker identification task, the perceptual information in-
cluded in the gPLP feature extraction model improves clas-
sification accuracy. Finally, the MANOVA analysis shows
that the elephants produce significantly different vocaliza-
tions, which is consistent with the speaker identification task.

The features generated by the gPLP model can augment
or replace traditional frequency-based features. gPLP coeffi-
cients can be added to a feature vector of traditional features
before a statistical analysis and because they are relatively
uncorrelated with each other, they can be added before or
after principal component analysis �PCA� or a related tech-
nique. Finally, gPLP coefficients have no interpretive bias
and decrease analysis time because they can be automatically
extracted from the vocalization. Because of its efficiency and
adaptability to various species’ perceptual abilities, the gPLP
model for feature extraction is an innovative and valuable
addition to current tools available for bioacoustic signal
analysis.

TABLE II. Results of MANOVA analysis. MANOVA results Wilk’s 	 sta-
tistic. Each row represents a different experimental setup.

MANOVA results

All frames F95,13426=142.8, P
0.001
Middle frame F95,143=5.81, P
0.001
Average of all frames F95,143=7.09, P
0.001
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APPENDIX

The constant values A ,a, and k for the frequency warp-
ing function, Eq. �5�, can be derived from an ERB function
of the form in Eq. �7� by taking the integral of the inverse as
follows �Zwicker and Terhardt, 1980�.

fp =� 1

���f + 1�
, �A1�

fp =
1

�
� 1

�f + 1
, �A2�

fp =
1

��
ln��f + 1� + C . �A3�

The integration constant C is then set to 0 in order to meet
the constraint that fp=0 when f =0. The base of the loga-
rithm is then changed to 10 in order to match the base in Eq.
�9�.

fp =
1

�� log�e�
log��f + 1� . �A4�

The equation is in the same form as Eq. �5� and the constant
values can be read directly as

A =
1

�
,

a = �� log�e� ,

k = 1. �A5�
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The authors have recently demonstrated the shear wave interference patterns created by two
coherent vibration sources imaged with the vibration sonoelastography technique. If the two sources
vibrate at slightly different frequencies � and �+��, respectively, the interference patterns move
at an apparent velocity of ��� /2��*�shear, where �shear is the shear wave speed. We name the
moving interference patterns “crawling waves.” In this paper, we extend the techniques to inspect
biomaterials with nonuniform stiffness distributions. A relationship between the local crawling wave
speed and the local shear wave velocity is derived. In addition, a modified technique is proposed
whereby only one shear wave source propagates shear waves into the medium at the frequency �.
The ultrasound probe is externally vibrated at the frequency �−��. The resulting field estimated by
the ultrasound �US� scanner is proven to be an exact representation of the propagating shear wave
field. The authors name the apparent wave motion “holography waves.” Real-time video sequences
of both types of waves are acquired on various inhomogeneous elastic media. The distribution of the
crawling/holographic wave speeds are estimated. The estimated wave speeds correlate with the
stiffness distributions. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2203594�

PACS number�s�: 43.80.Jz �CCC� Pages: 535–545

I. INTRODUCTION

It is well known that changes in tissue mechanical prop-
erties are possible disease markers. In modern medicine,
digital palpation is a routine screening method in physical
examinations. In recognizing the significance, many scien-
tists and researchers are developing various imaging modali-
ties to visualize one or more parameters of the tissue me-
chanical properties qualitatively. Among many material
properties parameters, shear wave propagation speed �and/or
wavelength� has many researchers’ interests, because the
shear wave speed is closely related to shear modulus of elas-
tic media �Love 1944�. Parker and Lerner �1992� related
shear wave speed to the production of eigenmodes in homo-
geneous biological materials. Yamakoshi et al. �1990� esti-
mated both the vibration amplitude and phase due to external
excitation with ultrasonic probing beams. Levinson
et al. �1995� measured shear wave propagation speed in skel-
etal muscle in vivo with phase based ultrasonic techniques.
Muthupillai et al. �1995� visualized the physical response of
a material to harmonic mechanical excitation with phase en-
coded magnetic resonance imaging �MRI�. Sandrin
et al. �1999� developed an ultrafast imaging system �up to
10 000 frames/s�, which is able to image the propagation of
the low-frequency transient shear waves. Vibration displace-
ments are measured using cross correlation of the ultrasonic

signals �Sandrin et al. 1999�. Dutt et al. �2000� measured
small cyclic displacements �submicrometer level� caused by
propagating shear waves in tissuelike media with a phase-
based ultrasound method. Jenkyn and Ehman �2003� esti-
mated the shear wave wavelength in skeletal muscles with
magnetic resonance elastography �MRE�. Shear wave wave-
lengths were found to increase with increasing tissue stiff-
ness and increasing tissue tension �Jenkyn and Ehman 2003�.

II. THEORY

A. Sonoelastography

The methods we propose are based on an ultrasonic im-
aging modality called sonoelastography �Lerner et al. 1988�.
Sonoelastography estimates the peak displacements of par-
ticle motion under audio frequency excitations by analyzing
the power spectrum variance of the U.S. echoes, which is
proportional to the local vibration amplitude �Huang et al.
1990, Taylor et al. 2000�. Vibration fields are then mapped to
a commercial ultrasound scanner’s screen. Since this tech-
nique utilizes the existing Doppler hardware on most modern
U.S. scanners, the frame rate of sonoelastography is as high
as other Doppler modalities. Regions where the vibration
amplitude is low are displayed as dark green, while regions
with high vibration are displayed as bright green. Unless
additional phase estimators are employed �Huang et al.
1992�, sonoelastography ignores the phase information ofa�Electronic address: wuzhe@ece.rochester.edu
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shear wave propagations. Sonoelastography has been applied
to visualize shear wave transducers’ beam patterns or inter-
ference patterns �Wu et al. 2002�.

B. Static shear wave interference patterns „a review…

As we reported in the previous paper �Wu et al. 2004�,
coherent shear wave sources create shear wave interference
patterns in the media and the patterns can be visualized by
sonoelastography in real time. Assuming the medium is ho-
mogeneous and isotropic, the phase of an arbitrary point in
the vibration field is proportional to the distance between this
point and the wave source

� = kd , �1�

where k is the shear wave number and d is the distance from
the field point to the wave source. In such a medium of
infinite size, if there exists two coherent shear wave sources,
then interference patterns appear. If the two sources are in
phase, the antinode lines, which correspond to high vibration
amplitudes, reside in such locations that the distance d1 and
d2 have constant differences which equal integer multiple of
the shear wavelength. The definition of d1 and d2 is depicted
in Fig. 1,

��1 − �2� = 2n�

�kd1 − kd2� = 2n�

�d1 − d2� = n� �2�

where n is an integer.
In other words, the interference patterns can be repre-

sented as a family of hyperbolas �Fig. 1�. Assuming the dis-
tance between the two wave sources is D, the function of the
family of hyperbolas can be expressed as

x2

a2 −
y2

b2 = 1

where a =
n�

2

and b2 = �D

2
�2

− a2 �3�

If we set y=0, Eq. �3� yields

x = ±
n�

2
. �4�

Equation �4� states that along the central axis, the distance
between the x intercepts of this family of hyperbolas equals
half of the shear wave wavelength. If the two shear wave
sources are far away compared to the size of the field of
view, the family of hyperbolas can be approximated as par-
allel lines. This is equivalent to assuming the waves from
each source are plane waves.

C. Moving shear wave interference patterns
„a review…

Again in homogeneous and isotropic media, if one of the
two sources vibrates at the frequency � and the other source
vibrates at �+��, where ����, the interference patterns
no longer remain static. They move toward the source with
the lower frequency. Throughout the rest of this paper, we
assume the two sources vibrate in such a fashion unless oth-
erwise stated. This is referred to as the frequency difference
condition. Following the derivation in the previous section,
the location of the patterns should follow the equation:

�kd1 − �kd2 + ��t�� = 2n� . �5�

Following the same derivation in Eq. �4�, the family of hy-
perbolas intercept the x axis at

x = ±
n�

2
+

�� · �

2� · k
t

x = ±
n�

2
+

��

2�
t�shear. �6�

Therefore, the x intercepts of the hyperbolas move at the
speed of ���� / �2���shear. If we further assume the waves
from each source are plane waves, then the whole interfer-
ence pattern moves at this speed. We name the interference
pattern motion crawling waves. Accordingly, the interference
fringes are named crawling wave fronts; the spacing between
the interference fringes is the crawling wavelength.

D. Crawling wave in inhomogeneous media

One important element to generalize the above results
into elastic property estimation of inhomogeneous media is
to understand the crawling wave’s behavior locally. Despite
the fact that the interference fringes’ locations depend on the
path integral of phase from each source, the following dis-
cussion proves that the crawling wave velocity depends
solely on the local property �to a certain approximation in the
two-dimensional �2D� case�.

FIG. 1. S1 and S2 are the shear wave sources. If they vibrate in phase at
equal amplitude, the antinodes lines of the interference pattern can be rep-
resented by a family of hyperbolas where �d1−d2 � =n�, n being integer
numbers. Along the line S1S2, the spacing between the antinode lines is
equal to � /2.
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1. One-dimensional problem

We start with the one-dimensional problem. As depicted
by Fig. 2, there are two wave sources at 0 and D, respec-
tively. Without the loss of generality, we assume the two
sources are in phase at the initial time �t=0�. One source has
frequency � and the other source has frequency �+��. As
we stated in the previous section, the locations of the antin-
odes are dependent on time. For instance, if one antinode
resides at a, at t=T ,T�0, we can write an equation on the
phase relation

�
0

a

k�x�dx = �
D

a

− k�x�dx + ��t + 2n� , �7�

where k�x� is the local wave number of the shear wave and
−k�x� indicates the wave propagation at the negative direc-
tion.

Now we take the derivative relative to a, on both sides
of Eq. �7�

k�x� = − k�x� +
d

da
��t = − k�x� + ��

dt

da
. �8�

Note that da /dt is the apparent velocity of the antinode
�pattern

�pattern�x� =
��

2k�x�
=

��

2�
�shear�x� . �9�

This proves that the speed of the interference motion is di-
rectly proportional to the local velocity of the shear waves.
The ratio of the apparent velocity to the local shear velocity
is �� /2�.

According to the equation above, there are clearly some
advantages to investigating the interference patterns motions.
First, this technique virtually slows down the shear wave
propagation by a controllable factor �� /2�. This enables
available U.S. systems to visualize the wave propagation.
Second, the local shear wave velocity can be recovered once
the pattern motion is analyzed.

2. Two-dimensional problem

One of the challenges to generalize the previous deriva-
tion into two-dimensional �2D� domain is that in generalized
media, according to Fermat’s principle, waves do not neces-
sarily travel along straight lines. Therefore, the phase at any
particular field point is a complicated line integral over a
curve. However, we can consider an infinitesimal region
where the material property is approximately homogeneous
and all waves can be approximated as plane waves �Green-
leaf et al. 2003�. A geometrical analysis in such infinitesimal
regions is given in Appendix A. We find in the 2D case, in
addition to the local shear speed, the crawling wave speed is
also related to the angle between the wave fronts from each
source

�pattern =
��

2�
·

�shear

cos��

2
� , �10�

where � is defined in Fig. 3.
If the region of interest �ROI� is in the far field of both

the two shear wave sources, � /2 is a small quantity, and
cos� �

2
� is close to 1. The case where the lesion size is larger

than the shear wave wavelength is out of the scope of this
paper but discussed in detail by Ji and Mclaughlin �2004�.

When cos� �
2

� is close to 1

�pattern 	
��

2�
· �shear. �11�

E. Holographic wave

The technique of crawling waves requires two coherent
shear wave sources from the opposing two sides of the re-
gion of interest. Sometimes, this particular configuration is
not easy to achieve in practice. Meanwhile, as discussed pre-
viously, the interference fringes closely approximate the
shear wave wave fronts only when the perturbation of the
elasticity in the medium is small. The application of these
techniques is thus limited. To overcome this drawback and to
visualize the exact wave fronts of shear waves, another tech-
nique is proposed, which only requires one shear wave
source touching the testing samples.

In this technique, the ultrasound probe, which is the ob-
server and the frame of reference, is vibrated while the shear
wave source transmits the waves. As Fig. 4 depicts, the shear

FIG. 2. Two shear wave sources are at 0 and D, respectively.

FIG. 3. The geometry of shear wave wave fronts in an infinitesimal region.
The shear wave sources �not shown� are vibrating at the same frequency. At
t=0, AB is the wave front from source 1 and CD is the wave front from
source 2; at t=T, A�B� is the wave front from source 1 and C�D� is the wave
front from source 2.
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wave source vibrates at the frequency �. Induced by the
shear wave source, each particle in the medium oscillates at
the same frequency with a spatially dependent phase term.
The derivative of the phase term is the velocity of the shear
wave. Assuming the shear wave source is stationary and har-
monic, the vibration field can be written as f�x� where f�x� is
a function of the 2D spatial variable x. In addition, we allow
the spatial dependent part of the wave equation to be any
arbitrary function of x subject to the wave equation. In other
words, we do not require the wave to take any particular
form �such as plain wave, spherical wave, etc.�. Let the spa-
tial dependent term be s�x� �in the plain wave case, s�x�
=k ·x�, the vibration field can be written as

U�x,t� = f�x� * exp
i��t − s�x��� . �12�

The wave fronts of U�x , t� are determined by assigning ��t
−s�x�� to a constant

�t − s�x� = � ,

�t = s�x� − � ,

where � is a constant phase.
Taking the time derivatives on both sides

� = grad�s�x�� *
dx

dt
. �13�

Multiplying both sides by 1/ �grad s�

�

�grad�s��
= n� *

dx

dt
, �14�

where n� is the unit vector normal to the wave front and it is
along the direction of shear wave propagation. Therefore

�s = n� *
dx

dt
=

�

�grad�s��
, �15�

where �s is the shear wave phase velocity and �grad�s�� is the
gradient of s�x�.

While transmitting and receiving ultrasound signals, the
ultrasound probe is also externally vibrated. The ultrasound
probe is carefully positioned above the biomaterial without
touching it. A thick layer of the ultrasound gel is applied to
acoustically connect the probe and the biomaterial. In this
setup, the ultrasound probe does not propagate shear waves
into the biomaterial. Since the liquid ultrasound gel does not
support shear waves, it isolates the ultrasound probe motion
from penetrating into the medium.

Because the ultrasound probe is the observer and thus
the frame of reference, the particle motion relative to the
ultrasound probe is estimated by the sonoelastography algo-
rithm. Therefore the estimated shear wave field is modulated
by the probe motion. Instead of the shear wave source fre-
quency � the ultrasound probe is tuned to vibrate at a slight
different frequency �−��, where ��	�. Therefore, the
motion of the ultrasound probe is

R�t� = A * exp�i�� − ���t� , �16�

where A is a constant.
Hence the vibration field relative to the ultrasound probe

is

P�x,t� = U�x,t� − R�t� = f�x� * exp
i��t − s�x���

− A * exp�i�� − ���t� . �17�

The square of P�x , t�’s envelope is

�P�x,t��2 = P * P* = �U�x,t� − R�t�� * �U�x,t�* − R�t�*�

= �f�x� * exp
i��t − s�x��� − A * exp�i��

− ���t�� * �f�x� * exp
− i��t − s�x���

− A * exp�− i�� − ���t�� = f�x�2 + A2

− A · f�x�exp�i��t − is�x�� − A · f�x�


exp�− i��t + is�x�� = f�x�2 + A2

− 2A · f�x�cos���t − s�x�� , �18�

where P* is the complex conjugate of P.
We name �P2�x , t�� the holographic wave. Similar to Eq.

�15�, taking �� as the equivalent frequency and the velocity
of the holographic wave is

�m =
��

�grad�s��
. �19�

Comparing Eq. �19� with Eq. �15�, it is clear that

�m =
��

�
· �s. �20�

Also notice that because the US probe motion is only a
function of time, the mechanical modulation does not inter-
fere with the spatial component of Eq. �12�, i.e., s�x�. There-
fore the exact shear wave appearance is preserved. Apart
from a dc shift in the amplitude and a change in the velocity,
the shear wave propagation is exactly represented by the ho-
lographic wave. With the proposed technique, the shear wave
can be slowed down by an arbitrary yet controllable factor
�� /�. Therefore, with the mechanical modulation, the phase

FIG. 4. Shear wave holography setup: �a� the ultrasound probe is externally
vibrated at the frequency �−��, where ����; �b� the thick layer of
liquid ultrasound gel isolates the probe motion so it does not penetrate into
the elastic material; �c� the elastic material; �d� the shear wave source vi-
brating at the frequency �. The black arrows indicate the motion direction.
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of the shear waves is recovered and the speed is reduced to
be studied by the ordinary US scanners with sonoelastogra-
phy modifications.

F. Pattern motion speed reconstruction

The interference pattern motion velocity may be recon-
structed with many existing wave motion inversion tech-
niques such as discussed in Dutt et al. �1997�, Catheline et
al. �1999�, Oliphant et al. �2000�, Bishop et al. �2000�, and
Braun et al. �2001�. In this article, the local spatial frequency
estimator �LFE� is selected to demonstrate the feasibility to
apply the crawling wave and holographic wave techniques as

an elasticity imaging technique. The local spatial frequency
is obtained by passing the images through a bank of 2D
lognormal filters and averaging the outputs, as originally pro-
posed by Knutsson et al. �1994� and modified by Manduca et
al. �1996� to be employed in MRE estimations as a Helm-
holtz inversion technique. Note the local shear wave speed is
inversely proportional to the local spatial frequency kl:
�crawl=� /kl. Recent advances in velocity estimations have
been developed by Ji et al. �2003�.

III. EXPERIMENTS AND RESULTS

In the validating experiments, two bending piezoele-
ments known as bimorphs �Piezo Systems, Cambridge, MA�
are applied as the vibration sources. A double channel signal
generator �Tektronix AFG320� produces two monochrome
low frequency signals at slightly different frequencies. A GE
Logiq 700, which has been specially modified to implement
the sonoelastography functions, is applied to visualize the
“crawling wave” propagation. A schematic drawing of the
experiment setup is depicted in Fig. 5.

A. Crawling wave experiments

Two experiments were conducted to validate the theory
of crawling waves. First, a double-layer gelatin phantom was
constructed. The hard layer of the phantom was made of
1000 g H2O, 70 g gelatin �Knox™�, 100 g glycerin, and
10 g graphite. The soft layer of the phantom was made of
1000 g H2O, 49 g gelatin, 100 g glycerin, and 10 g graphite.
The phantom was placed in such a position that the boundary

FIG. 5. Schematic drawing of the experiment setup. Two bimorphs �a� are in
close contact with the phantom �b�. The arrows indicate the motion vectors
of the tips of the bimorphs. The sector shape depicts the imaging plane of
the ultrasound probe �c�.

FIG. 6. Two-layer gelatin phantom ex-
periment. �a� The B-mode ultrasound
image of the phantom. The hard layer
is on the left and the soft layer is on
the right. �b� One frame of the crawl-
ing wave video taken with sonoelas-
tography. The brightness of each pixel
corresponds to the amplitude of the lo-
cal vibration. Please note that the dc
background is subtracted from the im-
age for clarity. It can be seen that the
crawling wave wavelength is larger in
the left half of the phantom than that
in the right half. �c� The cropped and
enhanced sonoelastography image of
the crawling waves with the amplitude
information removed. �d� The normal-
ized crawling wave speed estimation
based on LFE algorithm.
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of the two layers was vertical with the hard layer on the left
and the soft layer on the right. The B-mode ultrasound image
of the phantom is shown in Fig. 6�a�.

The shear wave velocities of the hard and the soft layer
of the phantom are estimated, respectively, with the method
described in Wu et al. �2004�. The estimated shear wave
speed in the hard layer is 3.3 m/s. The estimated shear wave
speed in the soft layer is 1.9 m/s.

The bimorphs are placed in close contact with the left
side and the right side of the phantom. The two bimorphs
vibrate at 300 and 300.2 Hz, respectively. The frequency dif-
ference ��, namely, 0.2 Hz, was selected to achieve the best
video quality with the Doppler frame rate �roughly seven
frames per second�. The shear wave interference pattern �one
frame of the video� is shown in Fig. 6�b�. It can be seen that
the crawling wave wavelengths in the two layers are differ-
ent. The wavelength in the hard half is longer and the wave-
length in the soft half is shorter. The video sequence is
cropped around the layer interface and enhanced by fitting
the time trace at each pixel to a cosine curve �Fig. 6�c��. The
bank of LFE filters were applied on each of the 60 frames of
the crawling wave video and the average of the outcome is
shown in Fig. 6�d�. The brightness of this image corresponds
to the local crawling wave speed, which is inversely propor-
tional to the local spatial frequency. The speed estimation
was high �bright� in the hard layer and was low �dark� in the
soft layer.

Moreover, a Zerdine tissue phantom �CIRS Norfolk,
VA� is applied in the experiment. The phantom is bowl
shaped and approximately 15
15
10 cm in size. With the
exception of a small spherical inclusion out of the imaging
plane, the phantom is isotropic and homogeneous with uni-

form shear modulus. The tissue-mimicking material has a
sound speed near 1540 m/sec. The background material has
a Young’s modulus of 20 KPa and a shear modulus of
6.67 KPa. The stiff spherical inclusion is 1.3 cm in diameter
and approximately seven times as stiff as the background. A
B-mode ultrasound image of the phantom is shown in Fig.
7�a�. The inclusion is vaguely visible in the B-mode image.
Two bimorphs are placed against the sides of the phantom,
vibrating at 210 and 210.1 Hz, respectively. One frame of the
crawling wave propagation video over the stiff lesion is
shown in Fig. 7�b�. The distortion of the crawling wave wave
fronts around the stiff inclusion is visible. Because of the
symmetry of the two sources, the distortions appear both
before and after the lesion. The video is cropped around the
lesion and enhanced by fitting the time trace at each pixel to
a cosine curve Fig. 7�c�. By applying the LFE upon each
frame of the propagation video and taking the average of the
outputs, we have an estimation of the crawling wave velocity
distribution in the phantom, shown in Fig. 7�d�. The bright-
ness of Fig. 7�d� corresponds to the local shear wave speed,
which is inversely proportional to the local spatial frequency.
The region with high crawling wave speed agrees with the
location of the stiff inclusion.

B. Holographic wave experiments

Similar experiments are performed with the holographic
wave technique. One channel of the signals �199.9 Hz�
drives a bending piezo elements known as Thunder �Face
International Corporation, Norfolk, VA� which is applied to
vibrate the US transducer. The other channel of the signal
�200 Hz� drives a shear wave actuator �Piezo system, MA�,

FIG. 7. Commercial �Zerdine� phan-
tom experiment. �a� The B-mode ultra-
sound image of the phantom with a
stiff inclusion. �b� One frame of the
crawling wave video taken with sono-
elastography. Please note that the dc
background is subtracted from the im-
age for clarity. It can be seen that the
crawling wave wavelength is larger in
the inclusion than outside. �c� The en-
hanced sonoelastography image with
the amplitude information removed.
�d� The normalized crawling wave
speed estimation based on LFE algo-
rithm.
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which propagates shear waves into a Zerdine phantom. With
the real-time visualization, the shear waves are virtually
“slowed down” so that the local and subtle behaviors of the
waves can be examined closely. The different wave speeds
within and outside of the lesion can be perceived by human
eye. One frame of the “modulation wave” propagation is
shown in Fig. 8�b�. The shear wave wave fronts are visibly
distorted by the hard inclusion and thus the size and the
location of the lesion may be estimated. One estimation of
the stiffness distribution with LFE is shown in Fig. 8�d�.

IV. DISCUSSION

In order for Eq. �10� ��pattern=�� /2� ·�shear / cos�� /2�� to
be valid, we have to assume the medium is locally homoge-
neous, in other words, if there is an abrupt changes in the
shear modulus, Eq. �A2� is not valid. Near the boundary of
such abrupt changes, the assumption that cos���	1 in Eq.
�A2� may not be valid either �The holographic wave does not
require this condition�. Therefore, the shear wave speed es-
timation close to the media boundary is not exact. A reason-
able approximation of the size of the transition zone near the
boundary is on the order of the wavelength of the crawling
waves. Therefore, increasing the frequency of the crawling
wave, thus reducing the wavelength, may increase the recon-
struction resolution of the shear wave velocity. In particular,
if the size of the lesion is less than the crawling wave wave-
length, the shear wave speed in the whole lesion may be
misestimated, thus the reconstructed shear wave speed may
not exactly reflect the physical stiffness contrast. Also, the
LFE filters’ region of support plays a role in setting the lower
limit of resolution. However, even in this case, the proposed

technique is able to qualitatively indicate the location of the
stiff region with reasonable estimation of its size and shape.

The theory of holographic wave requires fewer assump-
tions. The only major assumption is that the medium is linear
so that no higher harmonics other than the input signal exist.
However, due to the reduced signal strength beyond the ob-
stacles, the holographic wave method provides less accurate
estimation than the crawling wave method in the far field.

The accurate shear wave estimates partly depend on the
signal strength. Estimation errors and imaging artifacts may
occur in deep tissues or where ultrasound shadows occur. In
such locations, sonoelastographic signals are too weak to
present correct spatial frequency and may thus be estimated
as high crawling/holographic speed regions. Similarly, re-
gions close to the shear wave sources may saturate the sono-
elastographic estimator and thus also present low spatial fre-
quency.

Like many other imaging modalities, there exists a
tradeoff between the estimation accuracy and the image reso-
lution of either the crawling wave or the holographic wave
reconstructions. The relation is formulated in Appendix B
with a realistic example provided. This tradeoff exists be-
cause of the noisy nature of the signals and the finite size of
US foci. Please note that this appendix intends to find the
lower �finer� bound of the resolution without considering any
particular estimator. This lower bound may not be achiev-
able.

V. CONCLUSION

We developed two experimental procedures to induce
and visualize the shear wave interference patterns in tissue

FIG. 8. �a� The B-mode ultrasound
image of the phantom with a stiff in-
clusion. �b� One frame of the hologra-
phy wave video taken with sonoelas-
tography. It can be seen that the
holography wave wavelength is larger
in the inclusion than outside. �c� The
enhanced sonoelastography image
with the amplitude information re-
moved. �d� The normalized hologra-
phy wave speed estimation based on
LFE algorithm.
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mimicking soft materials in real time. The interference pat-
terns caused by two shear wave sources or one wave source
and vibrating U.S. transducer move at a certain speed, which
is proved to be related to the local shear wave velocity. The
local interference pattern speeds are estimated in both a two-
layer gelatin phantom and a commercial phantom with a stiff
inclusion. The shear wave velocity and thus the shear modu-
lus of each phantom are therefore reconstructed off line. This
technique provides a real-time visualization of crawling
waves with quantitative assessment of local elastic proper-
ties.
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APPENDIX A: INTERFERENCE FRINGES IN 2-D
SPACE

As drawn in Fig. 3, the wave front AB from the left
source and the wave front CD from the right source inter-
sects at O. For the sake of convenience, the interference
pattern is redefined as the set of intersection points of AB and
CD as they evolve in time.

Theorem 1. OP is the interior angle bisector of angle
�AOD.

Proof. Suppose wave front AB and wave front CD in-
tersect at O at time 0. After a short period of time, AB moves
to A�B� and CD moves to C�D� and they intersect at O�.
OO� is the local segment of the interference pattern, as
drawn in Fig. 3. Since AB and CD move at the same speed
EO=OF=FO�=O�E. Therefore, �OEO� and �OFO� are
congruent. Hence, OO� divides �AOD in equal halves.
Since the source frequency difference does not change the
orientation of the wave fronts nor the interference pattern at
a particular location, this relation is valid for both the static
interference pattern case, and the crawling wave case.

In Fig. 10, suppose the wave fronts are at AB and CD,
respectively, at t=0 and the interference fringe is at OP.
Then, after a small period of time, at t=�T, AB advances to
A�B� with kl ·d=� ·�T. Should CD have the same frequency,
it would advance to the dashed line C�D�. However, since
CD has a slight different frequency, it advances to C�D�
instead with

d� · kl = � · �T + �� · �T , �A1�

where kl is the local wave number of shear wave, and �T is
an infinitesimal time interval.

It is easy to prove that without the frequency difference,
A�B� and C�D� produce the same interference fringe OP.
The frequency difference ��, however, causes a fringe dis-
placement from OP to O�P�.

The distance between CD and C��D�� is d�−d
=�� ·�t /kl. Let �O�OD� be �, then �OO� � = �d�−d� / sin���.

The distance between OP and O�P� is d��
= �OO� � *sin�� /2�, according to Theorem 1. So

d� = �OO�� * sin��/2� =
d� − d

sin���
* sin��/2� =

d� − d

2 cos��

2
�

=
�� · �T

2 cos��

2
�k

=
�� · �T · vshear

2� cos��

2
�

d�

�T
=

�� · vshear

2� cos��

2
�

vpattern =
��

2�
·

vshear

cos��

2
� . �A2�

Comparing Eq. �A2� with Eq. �9�, we see that in the 2D
domain, an extra factor of 1 /cos� �

2
� is introduced. Other than

this factor, the velocity of the interference pattern is solely
dependent on the local shear wave velocity and the frequen-
cies relation. We further notice that if the two shear wave
sources are far separated comparing to the size of the ROI,
� /2 is a small quantity and cos� �

2
� is close to 1, thus

vpattern 	
��

2�
· vshear. �A3�

APPENDIX B: ESTIMATOR ACCURACY
CONSIDERATIONS

In the proceeding shear wave velocity estimation proce-
dures, it is obvious that the final estimation results rely ex-
tensively upon the phase estimation of the local vibration.
The local vibration phase is estimated by tracking the bright-
ness variation at each pixel as shown in Fig. 9. In this ap-
pendix, the lower bound of the crawling/holographic wave
velocity error is formulated and an example with realistic
values is given.

According to Eq. �18�, the modulation wave equation is

�P�x,t��2 = f�x�2 + A2 − 2A · f�x�cos���t − s�x�� .

At a given location xo, the pixel value is

FIG. 9. Phase of the time trace of the pixel value of the hologram video is
estimated.
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B�t� = f�xo�2 + A2 − 2A · f�xo�cos���t − s�xo�� . �B1�

Assume the signal is in white Gaussian noise, the discrete
pixel value over multiple observations �multiple frames of
the wave video� can be written as

x�n� = C + D · cos���n + �� + w�n� , �B2�

where C= f�xo�2+A2, D=−2A · f�x�, �=−s�xo�, and w�n�
=N�0,�2�, a zero mean Gaussian distribution with standard
deviation �.

Therefore, the likelihood function is

p�x;�� =
1

�2��2�
N
2

· exp−
1

2�2 �
n=0

N−1


x�n� − C

− D · cos���n + ���� . �B3�

Taking the first and second derivatives of the natural loga-
rithm of the likelihood function yields

�p�x;��
��

= −
1

�2 · �
n=0

N−1

�x�n� − C − D · cos���n

+ ��� · D sin���n + �� �B4�

and

�2p�x;��
��2 = −

D

�2 · �
n=0

N−1

��x�n� − C� · cos���n + ��

− D cos�2��n + 2��� . �B5�

Taking the negative expected value, we have

− E �2p�x;��
��2 � =

D

�2 · �
n=0

N−1

��x�n� − C� · cos���n + ��

− D cos�2��n + 2���

=
D

�2 · �
n=0

N−1

�D cos2���n + ��

− D cos�2��n + 2��� =
D2

�2 · �
n=0

N−1 1

2

+
1

2
cos�2��n + 2��

− cos�2��n + 2��� .

If we acquire integer or half integer number of cycles in
experiments by choosing ��N=m�, m being an integer, the
expected value of the cos term is zero

E�cos�2��n + 2��� = 0. �B6�

Thus,

− E �2p�x;��
��2 � =

ND2

2�2 . �B7�

We notice that the inverse of Eq. �B7� gives the Cramer-Rao
lower bound of the phase estimation

var��̂� �
1

− E �2p�x;��
��2 � =

2�2

ND2 �B8�

The local shear wave velocity estimation is equivalent to
estimating the local slope of the phase function. At this
stage, the tradeoff of image resolution and estimation accu-
racy has to be considered. If we set the image resolution to
be the size of M pixels, the accuracy of the slope estimation
is bounded by a function of M. If we model the problem as a
line fitting problem, and assume the phase function is in the
form of

TABLE I. Summary of the Major parameters to produce the point spread
function simulation.

Parameter Value

Sampling frequency 150e6 Hz
Speed of sound 1540 m/s
Central frequency 7.5e6 Hz
Relative Bandwidth 30%
Number of element 128
F number 3

FIG. 10. The geometry of shear wave wavefronts in an infinitesimal region.
The shear wave sources �not shown� are vibrating at slightly different fre-
quencies.
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��m� = F + G · m + w�m� , �B9�

where w�m� is a zero mean Gaussian distribution with vari-
ance determined by Eq. �B8�. With the independent observa-
tions at these M pixels, we may obtain the slope estimation
G with variance

var�Ĝ� �
12 · var��̂�
M�M2 − 1�

. �B10�

Because the stiff regions are generally of more impor-
tance than the normal background, we pay more attention to
the estimator accuracy in the stiff regions. The vibration am-
plitude is low in these regions due to the sonoelastography
effect, the signal-to-noise ratio �SNR� is thus also low. An
empirical estimate of the SNR in the stiff regions is 1. In our
experiments, a typical number of frames of the shear wave
propagation video is 60. Thus in Eq. �B8�, the variance of the
phase estimation is approximately 1/30.

M in Eq. �B10� refers to the number of independent
measurements. The ultrasound scanner determines that only
one independent measurement can be made within the width
of the point spread function. A point spread function is simu-
lated with the Field II tool box Jensen and Svendsen 1992.
The imaging system parameters are selected from a typical
experiment setting and are summarized in Table I.

The simulation shows that the 6 dB width of the point
spread function in the lateral direction is approximately
0.5 mm �Fig. 11�. Assuming a realistic shear wave speed of
4 m/s and a driving frequency at 200 Hz, we proceed to
discuss the relation between the elasticity estimation resolu-
tion and the estimation relative error.

Assume that we choose the resolution to be 2 mm, then
there are four independent measurements within this length.
According to Eq. �B10�

var�Ĝ� �
12 · var��̂�
M�M2 − 1�

=
12 · 1/30

4�42 − 1�
= 0.0067. �B11�

Since the phase increase is 2� over one shear wave
wavelength, the phase slope may be estimated by

slope� = 2�/� = 2�/�20 * 2� = 0.1571. �B12�

Thus the relative error is 4%.
The tradeoff between the elasticity image resolution and

the estimation relative error is plotted in Fig. 12. Please note
that Eq. �B10� provides a lower bound of the estimation ac-
curacy. In practice, this lower bound may not be achievable.
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Estimating the characteristic correlation length of tissue microstructure from the backscattered
power spectrum could improve the diagnostic capability of medical ultrasound. Previously, size
estimates were obtained after compensating for source focusing, the frequency-dependent
attenuation along the propagation path �total attenuation�, and the frequency-dependent attenuation
in the scattering region �local attenuation�. In this study, the impact of approximations of the local
attenuation on the scatterer size estimate was determined using computer simulations and theoretical
analysis. The simulations used Gaussian impedance distributions with an effective radius of 25 �m
randomly positioned in a homogeneous half-space sonified by a spherically focused source �f /1 to
f /4�. The approximations of the local attenuation that were assessed neglected local attenuation �i.e.,
assume 0 dB/cm-MHz� neglected frequency dependence of the local attenuation, and assumed a
finite frequency dependence �i.e., 0.5 dB/cm-MHz� independent of the true attenuation of the
medium. Errors in the scatterer size estimate due to the local attenuation approximations increased
with increasing window length, increasing true local attenuation and increasing f number. The most
robust estimates were obtained when the local attenuation was approximated by a
tissue-independent attenuation value that was greater than 70% of the largest attenuation expected
in the tissue region of interest. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2208456�

PACS number�s�: 43.80.Vj, 43.80.Ev, 43.80.Qf �FD� Pages: 546–553

LIST OF SYMBOLS

aeff � effective radius, or correlation length, of
scatterer

Acomp � generalized attenuation-compensation func-
tion including focusing effects along the
beam axis

aeff j � estimated effective radius of scatterer found
from one set �i.e., 25 averaged rf echoes� of
simulated backscatter waveforms

āeff � mean value of estimated effective radius
from all sets of backscattered waveforms
�i.e., āeff=�"jaeff j /�"j j�

ASD � average squared difference term minimized
when solving for aeff

E� � � expected value with respect to scattering
random process

f � frequency
F��� ,aeff� � form factor related to the scatterer geometry

and effective radius
gwin � windowing function used to gate the time

domain waveforms
k � wave number in tissue

L � equivalent length �in mm� of the windowing
function used to gate the time domain
waveforms

Vplane � backscattered voltage spectrum from rigid
plane placed at the focal plane

wz � equivalent Gaussian depth of focus of veloc-
ity potential field in focal region

Vscat � backscattered voltage spectrum from tissue
containing scatterers

X , X̄ � terms used in minimization scheme when
solving for aeff

zT � distance from aperture plane to focal plane
of ultrasound source

�high � largest value of tissue attenuation expected

�loc � frequency-dependent local attenuation in the
scattering region of interest

�low � smallest value of tissue attenuation expected
�ref � frequency-dependent attenuation value se-

lected for the local attenuation that is inde-
pendent of the true value of �loc

�tot � frequency-dependent total attenuation along
the propagation path for all tissue between
focal plane and aperture plane

��loc � error between true �loc value of the tissue
and assumed �loc value used in Acomp due to
approximations in the value of �loca�Electronic mail: timothybigelow@mail.und.nodak.edu
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�alower
� percent deviation in values of scatterer ef-

fective radius for sizes smaller than the
mean size �i.e., aeff j � āeff�

�aupper
� percent deviation in values of scatterer ef-

fective radius for sizes larger than the mean
size �i.e., aeff j 	 āeff�

� � radian frequency

I. INTRODUCTION

Quantifying the underlying tissue structure using the in-
formation contained in the frequency spectrum of backscat-
tered ultrasound echoes has been extensively studied �Chiv-
ers and Hill, 1975; Hall et al., 1996; Insana et al., 1990;
Lizzi et al., 1983; Nassiri and Hill, 1986; Oelze et al., 2004�.
Typically, the spectra of the backscattered echoes are com-
pared to a reference spectrum in order to estimate the char-
acteristic correlation length �scatterer size� of the scatterers
in the tissue while assuming a form factor that describes the
correlation function. Once the correlation length has been
determined, other parameters such as acoustic concentration
�i.e., scatterer number density times their relative impedance
change squared� can be estimated. Before the scatterer size
can be determined, the backscattered spectra need to be com-
pensated for frequency-dependent attenuation along the
propagation path �total attenuation�, frequency-dependent at-
tenuation in the scattering region of interest �local attenua-
tion�, and focusing �Bigelow and O’Brien, 2004b�.

Earlier publications �Bigelow and O’Brien, 2004a, b�
demonstrated that the impact of attenuation and focusing can
be compensated if the values of attenuation and effective
Gaussian depth of focus are known. Although it may be pos-
sible to measure the effective Gaussian depth of focus for a
source a priori, the attenuation varies drastically between
patients even for the same tissue type. For example, many
different attenuation coefficients for fat taken at different fre-
quencies have been reported �Goss et al., 1978�. In particu-
lar, one study �Dussik and Fritch, 1956� gives attenuation
values of 0.6±0.2 dB/cm at 1 MHz and 2.3±0.7 dB/cm at
5 MHz. Hence, for a change in frequency of 4 MHz, the
change in attenuation varied from 0.8 to 2.6 dB/cm �i.e.,
�2.3–0.7� dB/cm minus �0.6+0.2� and �2.3+0.7� dB/cm
minus �0.6–0.2� dB/cm�, yielding attenuation slopes be-
tween 0.2 and 0.65 dB/cm-MHz. For this reason, an algo-
rithm termed the Spectral Fit algorithm that estimated scat-
terer size and total attenuation simultaneously from the
backscattered spectrum was developed �Bigelow et al.,
2005�. The algorithm initially assumed weakly focused
sources and utilized small window lengths to gate the time-
domain echoes in order to reduce the importance of local
attenuation and focusing. As a result, neither local attenua-
tion nor focusing were included in the algorithm.

Before expanding the Spectral Fit algorithm to include
focusing and local attenuation, the effect of different meth-
ods for correcting for these parameters when estimating the
scatterer size needs to be determined. The impact of different
corrections for focusing when the attenuation is known has
already been quantified �Bigelow and O’Brien, 2004a, b�. In
this paper, the impact of different approximations of local

attenuation on the scatterer size estimate is quantified using
computer simulations and theoretical derivations. In the
simulations, the total attenuation and effective Gaussian
depth of focus are known, and three different approximations
are used for the local attenuation value. First, local attenua-
tion was completely neglected by assuming the local attenu-
ation was zero when solving for the scatterer size. Second,
the frequency dependence of the attenuation was neglected
by assuming the local attenuation was the mean value of the
attenuation over the frequency range of interest. Third, the
local attenuation was assumed to have some finite frequency
dependence �i.e., 0.5 dB/cm-MHz� independent of the true
attenuation of the medium. The impact of each approxima-
tion of the local attenuation was then assessed by comparing
the resulting scatterer size estimates for each against the size
estimates that were obtained using the correct value of local
attenuation for the same attenuation and degree of focusing.

Of the three estimates of attenuation considered in the
analysis, the third case is of special interest because it is
equivalent to the reference phantom technique that has also
been implemented to correct for focusing �Gerig et al.,
2003�. The reference phantom technique obtains time-gated
signals about the focus from a phantom for use as a reference
spectrum. All changes in the ultrasound field relevant to the
focal region, including local attenuation, are included in the
reference spectrum. Therefore, the technique is equivalent to
assuming a specific frequency-dependent local attenuation
equal to the attenuation of the phantom for all biological
tissues independent of the true attenuation for the tissue.
However, when using the reference phantom technique it is
still critical to correct for total attenuation on a tissue-specific
basis.

II. SIMULATION SETUP

A. Review of scatterer size estimation for focused
sources

The scatterer radius, aeff, is related to the backscattered
power spectrum by �Bigelow and O’Brien, 2004b�

E��Vscat�2� 

�k�4�Vplane����2

Acomp���
F���,aeff� . �1�

Vplane��� is the voltage spectrum that would be returned
from a rigid plane placed at the focal plane in a water bath
and is obtained independently to calibrate the echoes from
the tissue. F��� ,aeff� is the form factor describing the cor-
relation function for the tissue, and the functional form of
the form factor must be assumed before the scatterer size
can be obtained. Acomp��� is a generalized attenuation-
compensation function that corrects for focusing, local at-
tenuation, and total attenuation and is given by �Bigelow
and O’Brien, 2004b�
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Acomp =
e4�totzT

�
−L/2

L/2

dsz�gwin�sz�e4sz
2/wz

2
e�locsz�

. �2�

Assuming that �tot, �loc, and wz are known, the scatterer
size can be determined by finding the value of aeff that
minimizes �Bigelow and O’Brien, 2004b�,

ASD = mean
�

��X��,aeff� − X̄�aeff��2� , �3�

where

X = ln�E��Vscat�2�� − ln�k4�Vplane�2F���,aeff�/Acomp� ,

X̄ = mean
�

�X�f ,aeff�� . �4�

An estimate for E��Vscat�2� is obtained by averaging the am-
plitude of the power spectra from adjacent echoes windowed
in the time domain. The windowing restricts the depth reso-
lution along the beam axis to the current tissue region of

interest. Subtracting by X̄ removes the effects of any multi-
plicative constants allowing for the estimation of scatterer
size independent of the acoustic concentration.

B. Simulation parameters

The impact of different approximations for �loc was
tested by simulating the echoes generated by scatterers with
Gaussian correlation functions �i.e., form factor of
F��f ,aeff�=exp�−0.827�kaeff�2�� randomly positioned in a
homogeneous attenuating half-space. The attenuation of the
half-space was varied from 0.05 to 1 dB/cm-MHz to test the
impact of the approximations for different attenuation values.
The scatterers were placed at a density of 35/mm3 through-
out the three-dimensional focal region with an aeff of 25 �m.
The sources used in the simulations had a focal length of
5 cm and f numbers of 1, 2, or 4, yielding 0.3, 1.2, and 4.8
scatterers per resolution cell, respectively. However, earlier
simulations demonstrated that the scatterer size estimate was
not strongly dependent on the number of scatterers per reso-
lution cell �Bigelow and O’Brien, 2004b�. The f number was
varied to assess the impact of focusing in conjunction with
the impact of �loc. For all of the sources, the spectrum re-
turned from a plane placed at the focal plane was

�Vplane�f�� 
 �f �2 exp�− 2� f − 8 MHz

6 MHz
	2	 , �5�

yielding kaeff values corresponding to the maximum of the
backscattered power spectrum ranging from 
1.3 to

0.35 depending on the attenuation of the half-space. The
optimal range for kaeff values is between 1.2 and 0.5 �In-
sana and Hall, 1990�.

For each f number and half-space attenuation value,
1000 different random distributions of scatterers were gener-
ated. The resultant echoes from each distribution were then
grouped into sets of 25 waveforms for a total of 40 sets. Each
waveform was then windowed in the time domain �providing
resolution along the beam axis� and Fourier transformed to
obtain the frequency spectrum. The spectra for all 25 wave-

forms in a set were then averaged to obtain E��Vscat�2� for all
40 sets. Hence, 40 independent estimates of scatterer size
were obtained for each simulated case. After averaging,
E��Vscat�2� needed to be compensated for spectral distortions
�i.e., convolution with the windowing function in the fre-
quency domain� introduced by the windowing. The
convolution-related spectral distortions are different from the
windowing effects compensated by Acomp in Eq. �2�. The
windowing compensation involves approximating E��Vscat�2�
and the Fourier transform of the windowing function as
Gaussian functions. Then, the effect of windowing can be
removed by multiplying the measured backscattered power
spectrum by an appropriate Gaussian transformation �Big-
elow and O’Brien, 2005b�.

C. Impact of different windowing functions

Prior to assessing the impact of the approximations for
�loc, the performance of two different windowing functions,
the Hamming window and the rectangular window, were
compared. A Hamming windowing function had been used
when investigating the Spectral Fit algorithm �Bigelow and
O’Brien, 2005b; Bigelow et al., 2005� while a rectangular
windowing function was used when developing the general-
ized attenuation-compensation function for use with focused
sources �Bigelow and O’Brien, 2004a, b�. The results for
both types of windowing function are shown in Fig. 1 versus
resolution along the beam axis. The half-space attenuation
for these simulations was 1 dB/cm-MHz while �tot, �loc, and
wz were known exactly when applying Acomp. The average
error was found by comparing the average value of all 40
estimates to the true value of aeff. Likewise, the deviation
was found by adding the standard deviations for estimates
above and below the average value �i.e., �alower

+�aupper
� as

given by

FIG. 1. Comparison of rectangular and Hamming windowing functions in
terms of �a� accuracy and �d� precision of aeff estimates for an f /1 trans-
ducer, �b� accuracy and �e� precision of aeff estimates for an f /2 transducer,
and �c� accuracy and �f� precision of aeff estimates for an f /4 transducer for
a half-space attenuation of 1 dB/cm-MHz without any approximations in
the attenuation values.
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�aupper
=

100

�aeff�Theory
��"aeffj	āeff

�aeffj − āeff�2

�"aeffj	āeff
j

,

�6�

�alower
=

100

�aeff�Theory
��"aeffj�āeff

�aeffj − āeff�2

�"aeffj�āeff
j

.

The calculation for the deviations was done using Eq. �6�
because the deviations above the mean are typically different
from the deviations below the mean �Bigelow and O’Brien,
2005a�.

Except for small window lengths ��2 mm�, the rectan-
gular windowing function has better accuracy �smaller aver-
age % error� and better precision �smaller % deviation� than
the Hamming windowing function, especially for the highly
focused sources. The improvement with the rectangular win-
dowing function may be related to the assumptions involved
with the derivation of Acomp �Bigelow and O’Brien, 2004b�
where it was assumed that the windowing function weighted
the influence of the scatterers away from the focus along the
beam axis. However, a complete analysis of the best win-
dowing function is beyond the scope of this paper. Based on
these results, a rectangular windowing function of length
from 2 to 10 mm was selected for the remainder of the simu-
lations.

III. RESULTS

A. Different approximations for �loc

The impact of the different approximations for �loc was
investigated by solving for the scatterer size while using the
approximate value for �loc in the expression for Acomp. The
size estimate from the approximate value for �loc could then
be compared to the size obtained for the correct value of �loc

for the same window length, half-space attenuation, and f
number. Three different approximations for �loc were consid-
ered. First, �loc was neglected by setting it to 0 dB/cm-
MHz in the calculation of Acomp regardless of the true value
of �loc. Second, the frequency dependence of �loc was ne-
glected by setting �loc=mean���loc���� �i.e., constant �loc

without any frequency dependence�. Third, �loc was set to
0.5 dB/cm-MHz regardless of the true attenuation value.

The simulation results for all three variations in �loc are
shown with the results using the correct value of �loc for
window lengths of 3 and 6 mm in Figs. 2 and 3, respectively.
Once again, the average error was found by comparing the
average value of all 40 estimates to the true value of aeff.
Likewise, the deviation was found by adding the standard
deviations for estimates above and below the average value
�i.e., �alower

+�aupper
� as given by Eq. �6�. For the smaller win-

dow length of 3 mm �Fig. 2�, the average errors in the size
estimates �Figs. 2�a� and 2�c�� are all less than 5% except
when the frequency dependence of �loc was neglected �i.e.,
assumed �loc=mean���loc����� for the f /1 transducer shown
in Fig. 2�a�. Similarly, the precision of the estimates for the
different �loc approximations �Figs. 2�d�–2�f�� is the same as
the precision of the estimates when �loc is known exactly

�denoted as Acomp in the figures�. Hence, for small window
lengths, the value used for �loc does not affect the estimate of
scatterer size.

For the larger window length of 6 mm �Fig. 3�, there is
a clear increase in the average errors in the size estimates as
the true value of �loc is increased for the f /2 and f /4 source.
Hence, errors when approximating �loc have a greater impact
as the value of local attenuation increases. Except for when
the frequency dependence of �loc is neglected �i.e., assumed
�loc=mean���loc�����, the average errors resulting from the

FIG. 2. Comparison between scatterer size estimates obtained when the
local attenuation is known exactly �denoted Acomp�, the local attenuation is
neglected �denoted 0 dB/cm-MHz�, the frequency dependence of the local
attenuation is neglected �denoted constant �loc�, and the local attenuation is
approximated by a tissue-independent value of 0.5 dB/cm-MHz in terms of
�a� accuracy and �d� precision of aeff estimates for an f /1 transducer, �b�
accuracy and �e� precision of aeff estimates for an f /2 transducer, and �c�
accuracy and �f� precision of aeff estimates for an f /4 transducer for a
window length of 3 mm.

FIG. 3. Comparison between scatterer size estimates obtained when the
local attenuation is known exactly �denoted Acomp�, the local attenuation is
neglected �denoted 0 dB/cm-MHz�, the frequency dependence of the local
attenuation is neglected �denoted constant �loc�, and the local attenuation is
approximated by a tissue-independent value of 0.5 dB/cm-MHz in terms of
�a� accuracy and �d� precision of aeff estimates for an f /1 transducer, �b�
accuracy and �e� precision of aeff estimates for an f /2 transducer, and �c�
accuracy and �f� precision of aeff estimates for an f /4 transducer for a
window length of 6 mm.
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approximations also decrease as the f number decreases �i.e.,

5% for f /1, 
10% for f /2, 
20% for f /4 for an �loc of
1 dB/cm-MHz�. Hence, the size estimates for the f /1 and
f /2 sources exhibit a smaller dependence on the �loc ap-
proximations. For the different approximations of �loc, the
errors are largest when the frequency dependence of �loc is
neglected �i.e., assumed �loc=mean���loc�����, and the next
largest errors occur when �loc is completely ignored �i.e.,
�loc=0 dB/cm-MHz�. However, for the strongly focused
sources, the errors when the frequency dependence of �loc is
neglected are much larger than the other errors while for the
weakly focused sources all of the errors are comparable, in-
dicating something different is happening for the weaker fo-
cused source. A tissue-independent attenuation value of
0.5 dB/cm-MHz gives the smallest errors for all of the true
�loc values and transducer f numbers.

The improved accuracy of the tissue-independent attenu-
ation value and smaller f numbers can also be illustrated by
the simulation results shown in Fig. 4 for a true �loc value of
1 dB/cm-MHz for the different window lengths. Once again,
the tissue-independent attenuation value of 0.5 dB/cm-
MHz gives the smallest errors when compared to the esti-
mates obtained with the other approximations �i.e., �loc

=mean���loc���� or �loc=0 dB/cm-MHz�. Also, the esti-
mates obtained with the strongly focused sources are consid-
erably better than the estimates obtained with the weaker
focused source when �loc is approximated except when the
frequency dependence of �loc is neglected, once again indi-
cating that the source of error for weakly focused sources
may be different than the source of error for the strongly
focused sources. However, regardless of the desired resolu-
tion and true �loc value, when approximating �loc, using a
strongly focused source and setting �loc to 0.5 dB/cm-MHz
in the attenuation-compensation calculation results in the
most accurate estimates.

B. Variations in tissue-independent attenuation value

Although setting �loc to 0.5 dB/cm-MHz was shown to
give the most accurate estimates in the initial simulations
when approximating the �loc value, other values of tissue-
independent attenuation might further improve the accuracy
of the estimates. In this set of simulations, six different val-
ues for the tissue-independent attenuation were compared by
finding the accuracy of the size estimates for true �loc values
from 0.05 to 1 dB/cm-MHz, window lengths from
2 to 10 mm, and f numbers of 1, 2, and 4. The values se-
lected for the tissue-independent attenuation were 0.5, 0.6,
0.7, 0.8, 0.9, and 1 dB/cm-MHz. For these simulations, the
variation in the accuracy was of interest so the 40 estimates
were averaged in sets of ten estimates, each yielding four
values for the average error of the size estimates.

The results for a window length of 6 mm for all of the
different true �loc values are shown in Fig. 5. The points
correspond to the average percentage error of the four accu-
racy values while the error bars show the largest and smallest
percentage errors of the four values. Once again, the most
accurate estimates when �loc is approximated are obtained
for the smaller f-number transducers. However, the best
value for the tissue-independent attenuation depends on the
true �loc value. Larger tissue-independent attenuation values
give more accurate estimates when the true value of �loc is
large, while the smaller values for the tissue-independent at-
tenuation give better estimates when the true value of �loc is
small. The smallest error in the estimates is obtained when
the true value of �loc is the same as the selected tissue-
independent attenuation. Unfortunately, it is impossible to
select an attenuation value that is always identical to the
attenuation value of tissue due to biological variability.

To determine the best choice for the tissue-independent
attenuation value when approximating �loc, the maximum of
the average errors over all values of �loc �i.e.,
0.05 to 1 dB/cm-MHz� is plotted versus window length in
Fig. 6. The 40 estimates were still averaged in sets of ten to
yield four values for the accuracy for each window length,
tissue-independent attenuation value, and value of �loc.

FIG. 4. Comparison between scatterer size estimates obtained when the
local attenuation is known exactly �denoted Acomp�, the local attenuation is
neglected �denoted 0 dB/cm-MHz�, the frequency dependence of the local
attenuation is neglected �denoted constant �loc�, and the local attenuation is
approximated by a tissue-independent value of 0.5 dB/cm-MHz in terms of
�a� accuracy and �d� precision of aeff estimates for an f /1 transducer, �b�
accuracy and �e� precision of aeff estimates for an f /2 transducer, and �c�
accuracy and �f� precision of aeff estimates for an f /4 transducer for a
half-space attenuation of 1.0 dB/cm-MHz.

FIG. 5. Comparison of the accuracy of scatterer size estimates obtained
when the local attenuation is approximated by a tissue-independent attenu-
ation value of 0.5 to 1 dB/cm-MHz �denoted in legend� for an �a� f /1 trans-
ducer, �b� f /2 transducer, and �c� f /4 transducer for a window length of
6 mm.
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Therefore, four values of the maximum of the average errors
over all values of �loc were obtained for each window length
and tissue-independent attenuation value. The points in Fig.
6 correspond to the average of these four values while the
error bars give the maximum and minimum.

For the f /1 and f /2 transducers �Figs. 6�a� and 6�b�,
respectively�, all of the tissue-independent attenuation values
give comparable error values with the possibility of subtle
improvement for tissue-independent attenuation values of
0.7 to 1 dB/cm-MHz at larger window lengths. For the f /4
transducer �Fig. 6�c��, a tissue-independent attenuation value
of 0.8 dB/cm-MHz gives consistently lower error values.
Hence, 0.8 dB/cm-MHz would be the best choice for the
tissue-independent attenuation when the biological variabil-
ity is between 0.05 and 1 dB/cm-MHz. Notice that the best
tissue-independent attenuation value is not in the middle of
the range of the true �loc values �i.e., not 
0.5 dB/cm-
MHz�. This is probably due to the increased importance of
errors in local attenuation at larger local attenuation values as
was observed in Fig. 3.

C. Theoretical analysis of local attenuation
approximations

The dependence of the error in the scatterer size estimate
on approximations of the local attenuation value can also be
analyzed by a theoretical analysis of the generalized
attenuation-compensation function. For rectangular window-
ing functions, the influence of local attenuation on the
estimate of the scatterer size is compensated by

�−L/2
L/2 dsz�e−4sz

2/wz
2
e4�locsz�. Because the performance of the

strongly focused f /1 and f /2 sources in the simulations dif-
fered significantly from the performance for the f /4 source,
an approximation for this integral was found for both highly
focused and weakly focused sources.

First consider the limiting case when the length of the
windowing function, L, is much greater than wz as would be
approximately true for the strongly focused f /1 and f /2
sources. The integral would then be given by

�
−L/2

L/2

dsz
�e

4sz
2

wz
2 e4�locsz	 

wz
��

2
e�loc

2 wz
2

=
wz

��

2
e���loc

2 �true+�2���loc�true+��2�wz
2
,

�7�

where �� is the error introduced by the approximation for
�loc. However, in order to impact scatterer size, �� must
change the frequency dependence of the backscattered
spectrum. Therefore, ��2�loc�true��+��2�wz

2 would need to
have a dependence on frequency. Because wz in the simu-
lations and real tissue is approximately proportional to
wavelength �Bigelow and O’Brien, 2004a, b�, as long as
�� and ��loc�true are approximately proportional to fre-
quency, the approximation would not impact the scatterer
size estimate regardless of the difference between the as-
sumed and true local attenuation value. This explains why
the f /1 and f /2 sources yielded small errors in the scat-
terer size regardless of the approximation except when the
approximation neglected the frequency dependence of the
attenuation.

Now consider the limiting case when the windowing
function, L, is much smaller than wz as would be a rough
approximation for the f /4 source. Under this limit, the inte-
gral would be given by

�
−L/2

L/2

dsz�e−4sz
2/wz

2
e4�locsz�  �

−L/2

L/2

dsz�e4�locsz�

=
e4�locL/2 − e−4�locL/2

4�loc

=
1

2�loc
sinh�2�locL� . �8�

Because 2�locL1, Eq. �8� can be further simplified to
yield

1

2�loc
sinh�2�locL�  L�1 +

�2�locL�2

6
	 . �9�

Therefore, the error in the scatterer size estimate due to the
approximation for �loc would be on the order of
L22 /3��2�loc�true��+��2�, which equals L22 /3��ref

− ��loc�true����ref+�loc�true� when written in terms of the
tissue-independent attenuation value �ref. Notice that this
term increases as the true value of local attenuation and
window length increase for the same �� as was also ob-
served for the error in the size estimates in the computer
simulations. The error term Cmse��ref− ��loc�true����ref

+�loc�true� for a �ref of 0.7 dB/cm-MHz is also plotted with
the corresponding curve from Fig. 5�c� in Fig. 7. Cmse is a
scaling constant used to plot the curves on the same scale
and was found by minimizing the mean squared error be-
tween the two curves. There is reasonable agreement be-
tween the theoretical error term and the simulated error
curve except at higher attenuation values where the simu-
lation error is larger than expected from the theory.

Assuming that the error due to the approximations for
�loc is approximately described by L22 /3��ref− ��loc�true�

FIG. 6. Maximum average % error for the true �loc values of
0.05 to 1 dB/cm-MHz when the local attenuation is approximated by a
tissue-independent attenuation value of 0.5 to 1 dB/cm-MHz �denoted in
legend� for an �a� f /1, �b� f /2, and �c� f /4 transducer.
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���ref+�loc�true�, it is possible to calculate the best value for
�ref given a range of expected ��loc�true values. A plot of the
max"��loc�true

���ref− ��loc�true����ref+�loc�true�� vs. �ref is shown
in Fig. 8 for ��loc�true values between 0.05 and 1 dB/cm
-MHz. The plot consists of the intersection of two curves
with the minimum value of max"��loc�true

���ref− ��loc�true����ref

+�loc�true�� occurring at the intersection. The curve with
the negative slope corresponds to when the maximum
error is due to large ��loc�true values �i.e., max"��loc�true
���ref− ��loc�true����ref+�loc�true��= ��high

2 −�ref
2 � where �high

	�ref�, while the curve with the positive slope corres-
ponds to when the maximum error is due to a small ��loc�true

values �i.e., max"��loc�true
���ref− ��loc�true����ref+�loc�true��

= ��ref
2 −�low

2 � where �low��ref�. �high and �low correspond to
the largest and smallest values of local attenuation possible

for a tissue region of interest, respectively. Because the mini-
mum theoretical error value corresponds to the intersection,
the minimum error should occur when

��high
2 − �ref

2 � = ��ref
2 − �low

2 � Þ �ref =��high
2 + �low

2

2
.

�10�

For the simulations presented in this paper, Eq. �10�
would yield an optimal tissue-independent attenuation value
of 0.71 dB/cm-MHz, which is slightly smaller than the op-
timal value of 0.8 dB/cm-MHz that was observed in Fig. 6.
The small difference can be attributed to the theoretical error
term being smaller than the real error value for the higher
attenuation values as was observed in Fig. 7. Because the
error due to the higher attenuation values will decrease as the
tissue-independent attenuation value increases, it is reason-
able to expect that the optimal tissue-independent attenuation
value should be slightly larger than the value given by Eq.
�10�.

IV. CONCLUSIONS

Although it is well known that correcting for the
frequency-dependent attenuation both along the propagation
path �total attenuation� and in the scattering region �local
attenuation� is critical when estimating the correlation length
of tissue microstructure, the impact of approximations of the
local attenuation on the estimate has not been addressed. In
this investigation, three different types of approximations for
the local attenuation were assessed using computer simula-
tions and theoretical analysis. First, the local attenuation was
completely neglected �i.e., �loc=0 dB/cm-MHz regardless of
the true attenuation value�. Second, the frequency depen-
dence of the local attenuation was neglected �i.e., �loc

=mean���loc�����. Third, the local attenuation was approxi-
mated by a tissue-independent attenuation value �i.e., �loc

=0.5 dB/cm-MHz regardless of the true attenuation value�.
Errors in the scatterer size estimate due to the approxima-
tions were shown to increase with increasing window length,
increasing true local attenuation, and increasing f number
provided that the frequency dependence of the attenuation
was not ignored. The most robust estimates were obtained
when the local attenuation was approximated by a tissue-
independent attenuation value.

After demonstrating that the tissue-independent attenua-
tion yielded the best results when the local attenuation was
being approximated, the optimal choice for the tissue-
independent attenuation was determined using computer
simulations and theoretical calculations. In the computer
simulations, six different reference attenuation values �0.5,
0.6, 0.7, 0.8, 0.9, and 1 dB/cm-MHz� were compared for
true attenuation values ranging from 0.5 to 1 dB/cm-MHz.
The largest error over all of the true local attenuation values
for each value of the tissue-independent attenuation was then
used to quantify the performance of each tissue-independent
attenuation value. The calculations and simulations showed
that the optimal value for the tissue-independent attenuation
was slightly larger than ���high

2 +�low
2 � /2 where �high and

�low correspond to the largest and smallest values of local

FIG. 7. Comparison between theoretical error term, Cmse����ref

−�loc�true����ref+�loc�true��, and the accuracy of scatterer size estimates ob-
tained when the local attenuation is approximated by a tissue-independent
attenuation value of 0.7 dB/cm-MHz for an f /4 transducer for a window
length of 6 mm.

FIG. 8. Value of max� " �loc�true
����ref−�loc�true����ref+�loc�true�� for �loc values

of 0.05 to 1 dB/cm-MHz when the local attenuation is approximated by a
tissue-independent attenuation value, �ref.
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attenuation expected for a tissue region of interest, respec-
tively. The optimal tissue-independent attenuation value be-
ing slightly larger than ���high

2 +�low
2 � /2 results from the cur-

rent theory not adequately capturing the error performance at
higher attenuation values. However, ���high

2 +�low
2 � /2 still

serves as a good choice for the tissue-independent attenua-
tion value, especially when operating at smaller window
lengths and/or using strongly focused sources.
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